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Preface

Few terms have been more commonly used and abused in the scientific literature than nano.
However, if one is able to sift through the vast amounts of nano literature, there are also numerous
reports that are of both academic and commercial importance. This is particularly true for the field
of catalysis in which rapid progress is being made that has transformed this once black art into a sci-
ence, which is understood on a molecular and even atomic level. These gains have been particularly
driven by the fields of surface and nanomolecular science with improvements in instrumentation and
experimental techniques that have facilitated scientists’ observations on the nano-size scale.

While the field of catalysis has a dramatic impact on our daily lives, it does not receive a pro-
portional coverage in the typical undergraduate and graduate educations. This is possibly due to the
broad range of expertise involved in the field, which includes physics, chemical engineering, and
all subdisciplines of chemistry. The impact of catalysis in our current everyday lives cannot be un-
derstated. It was recently estimated that 35% of global GDP depends on catalysis. In addition, there
are major hurdles for mankind that may be overcome with developments in catalysis. In particular,
the goal of sustainability with regard to energy and environmental concerns will most certainly re-
quire significant contributions from catalysis.

Catalysts are materials that change the rate at which chemical equilibrium is reached without
themselves undergoing any change. Through the phenomenon of catalysis, very small quantities of a
catalytic material can facilitate several thousand transformations. In addition to the remarkable
increases in activity observed in the presence of a catalyst, an additional attribute of catalysts is that
there is often a selectivity toward certain reaction products. Often, this selectivity is of greater impor-
tance than activity since a highly selective process eliminates the generation of wasteful by-products.

The field of nanotechnology has generated a great deal of interest primarily because on this size
scale, numerous new and potentially useful properties have been observed. These size-dependent
properties include melting point, specific heat, surface reactivities, optical, magnetic, and catalytic
properties. In addition to the numerous proposed applications, there are also concerns regarding the
environmental and health implications associated with the use of these materials. These concerns
are, however, particularly difficult to address because the properties of nanoscale materials are dif-
ferent from both the molecular and bulk forms and can even change as a result of small differences

terials as a function of size and shape is necessary to address the concerns about nanomaterials and
their applications. A significant contribution to this understanding will be generated through stud-
ies of Surface and Nanomolecular Catalysis.

Surface and Nanomolecular Catalysis contains an overview of the field as given by several

chapter demonstrating how surface science can elucidate reaction mechanisms. The emerging field
of combinatorial approaches in catalysis is given by Schunk, Busch, Demuth, Gerlach, Haas, Klein,
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in size and shape. A general understanding of the chemical and physical properties of nanoscale ma-

5). Regalbuto (Chapter 6) follows with an insightful chapter on the preparation of supported metal

and application of traditional subclasses of heterogeneous catalysts. These include metal oxides by

catalysts. The engineering of catalytic processes is presented by Hoc�evar (Chapter 7) followed by
structure and reaction control by Tada and Iwasawa (Chapter 8). The chapter covering the texturo-

acterization methods. This is followed by four chapters highlighting preparation, characterization,

logical properties of catalytic systems by Fenelonov and Melgunov (Chapter 9) presents an in-
depth examination of this critical area. Wallace and Goodman (Chapter 10) then provide an excellent

leading international scientists. Chapter 1 by Ma and Zaera provides an excellent overview of char-

and Zech (Chapter 11). The final three chapters cover important specialized areas of catalysis.

Ranjit and Klabunde (Chapter 2), colloids by Bönnemann and Nagabhushana (Chapter 3), micro-

Pârvulescu and Marcu (Chapter 12) present an overview of heterogeneous photocatalysis. 

porous and mesoporous materials by Schmidt (Chapter 4), and skeletal catalysts by Smith (Chapter



Overall, each chapter is designed to be able to stand alone as a short course. However, when
taken together, the contents form a comprehensive overview of Surface and Nanomolecular
Catalysis, appropriate for both a graduate course and as a reference text. In addition, each chapter
includes several questions appropriate for a graduate course, which should be particularly helpful
to instructors.

Other important aspects of modern catalysis including bio- and homogeneous catalysis are be-

Further, the emerging areas of computational catalysis and immobilized catalysts are not included
here but are covered dedicated texts in the literature.

It is the hope of the editor that this book forms the foundation of graduate-level courses in
Surface and Nanomolecular Catalysis and aids students in the understanding of this multidiscipli-
nary subject. Further, the editor thanks the contributors for their hard work.

Ryan M. Richards
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Yamaguchi (Chapter 13). Finally, the developing field of enantioselective heterogeneous catalysis

yond the scope of the current book and are themselves the themes of several excellent books.

is presented by Coman, Poncelet, and Pârvulescu (Chapter 14).

Liquid-phase oxidations catalyzed by polyoxometalates are covered by Mizuno, Kamata, and
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CHAPTER 1

Characterization of Heterogeneous Catalysts

Zhen Ma and Francisco Zaera
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1.1 INTRODUCTION

Characterization is a central aspect of catalyst development [1,2]. The elucidation of the struc-
tures, compositions, and chemical properties of both the solids used in heterogeneous catalysis and
the adsorbates and intermediates present on the surfaces of the catalysts during reaction is vital for
a better understanding of the relationship between catalyst properties and catalytic performance.
This knowledge is essential to develop more active, selective, and durable catalysts, and also to op-
timize reaction conditions.

In this chapter, we introduce some of the most common spectroscopies and methods available
for the characterization of heterogeneous catalysts [3–13]. These techniques can be broadly grouped
according to the nature of the probes employed for excitation, including photons, electrons, ions,
and neutrons, or, alternatively, according to the type of information they provide. Here we have cho-
sen to group the main catalyst characterization techniques by using a combination of both criteria
into structural, thermal, optical, and surface-sensitive techniques. We also focus on the characteri-
zation of real catalysts, and toward the end make brief reference to studies with model systems.
Only the basics of each technique and a few examples of applications to catalyst characterization
are provided, but more specialized references are included for those interested in a more in-depth
discussion.

1.2 STRUCTURAL TECHNIQUES

1.2.1 X-Ray Diffraction

of heterogeneous catalysts with crystalline structures [14–16]. XRD analysis is typically limited
to the identification of specific lattice planes that produce peaks at their corresponding angular
positions 2�, determined by Bragg’s law, 2d sin� � n�. In spite of this limitation, the character-
istic patterns associated with individual solids make XRD quite useful for the identification of the

and after reduction [17]. These data indicate that, regardless of the starting point (MnO2, Mn2O3,
or Mn3O4), the structure of the catalyst changes after pretreatment with H2 to the same reduced
MnO phase, allegedly the one active for selective hydrogenation. In situ XRD is particularly
suited to follow these types of structural changes in the catalysts during pretreatments or catalytic
reactions [18,19]. 

X-ray diffraction can also be used to estimate the average crystallite or grain size of catalysts

and become broader for crystallite sizes below about 100 nm. Average particle sizes below about
60 nm can be roughly estimated by applying the Debye–Scherrer equation, D � 0.89�/(B0

2�Be
2)1/2

cos �, where B0 is the measured width (in radians) of a diffraction line at half-maximum, and Be the

displays an example of the application of this method for the characterization of anatase TiO2 pho-
tocatalysts [21]. In that case, the line width of the (101) diffraction peak at 25.4° was used to cal-
culate the average grain sizes of samples prepared using different procedures: a significant growth
in particle size was clearly observed upon high-temperature calcination.

In spite of the large success of XRD in routine structural analysis of solids, this technique does
present some limitations when applied to catalysis [1,9]. First, it can only detect crystalline phases,
and fails to provide useful information on the amorphous or highly dispersed solid phases so com-
mon in catalysts [22]. Second, due to its low sensitivity, the concentration of the crystalline phase
in the sample needs to be reasonably high in order to be detected. Third, XRD probes bulk phases,

2 SURFACE AND NANOMOLECULAR CATALYSIS

CRC_DK3277_ch001.qxd  3/8/2006  2:13 PM  Page 2

© 2006 by Taylor & Francis Group, LLC

bulk crystalline components of solid catalysts. This is illustrated by the example in Figure 1.1,

X-ray diffraction (XRD) is commonly used to determine the bulk structure and composition

which displays XRD patterns obtained ex situ for a number of manganese oxide catalysts before

corresponding width at half-maximum of a well-crystallized reference sample [14,20]. Figure 1.2

[14,20]. The XRD peaks are intense and sharp only if the sample has sufficient long-range order,



and is not able to selectively identify the surface structures where catalytic reactions take place.
Finally, XRD is not useful for the detection of reaction intermediates on catalytic surfaces.

1.2.2 X-Ray Absorption Spectroscopy

X-ray absorption can also be used for both structural and compositional analysis of solid catalysts
[23–25]. In these experiments, the absorption of x-rays is recorded as a function of photon energy
in the region around the value needed for excitation of a core electron of the element of interest. The
region near the absorption edge shows features associated with electronic transitions to the valence
and conduction bands of the solid. Accordingly, the x-ray absorption near-edge structure (XANES,
also called NEXAFS) spectra, which are derived from these excitations, provide information about
the chemical environment surrounding the atom probed [26–28]. Farther away from the absorption
edge, the extended x-ray absorption fine structure (EXAFS) spectra show oscillatory behavior due to
the interference of the wave of the outgoing photoelectron with those reflected from the neighboring
atoms. In EXAFS, a Fourier transform of the spectra is used to determine the local geometry of the

The power of x-ray absorption spectroscopy for the characterization of catalysts is illustrated

exchanged molybdo(vanado)phosphoric acid (NbPMo11(V)pyr) active for light alkane oxidation
[31]. Specifically, the left panel of the figure displays an enlarged view of the Nb near-edge electronic
spectra of the NbPMo11(V)pyr catalyst at different temperatures and under the conditions used for

CHARACTERIZATION OF HETEROGENEOUS CATALYSTS 3

XRD data of MnOx samples

MnO2

Mn2O3

Mn3O4

MnO2 after reduction

Mn2O3 after reduction

Mn3O4 after reduction

9080706050403020100
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Figure 1.1 XRD patterns for different manganese oxides before and after pretreatment in H2 at 420°C [17]. The
top three traces correspond to the original MnO2, Mn2O3, and Mn3O4 solids used in these experiments,
while the bottom three were obtained after H2 treatment. It can be seen here that the catalysts are all
reduced to the same MnO phase regardless of the nature of the starting material. It was
inferred that MnO is the actual working catalyst in all cases, hence the similarity in methyl benzoate
hydrogenation activity obtained with all these MnOx solids. (Reproduced with permission from Elsevier.)
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in Figure 1.3, where both XANES and EXAFS spectra are shown for a pyridine salt of niobium-

neighborhood around the atom being excited [25,29,30].



butane oxidation. The data indicate that below 350°C, the predominant species is Nb5�, as deter-
mined by comparison with the spectrum from a reference Nb2O5 sample. At higher temperatures,
however, the data resemble that of NbO2, indicating the predominance of Nb4� ions . This change
in niobium oxidation state is directly related to the activation of the catalyst for alkane oxidation.

4 SURFACE AND NANOMOLECULAR CATALYSIS

XRD patterns of TiO2 samples

(a) TiO2 (hydrothermally treated at 80°C), 6 nm

(b) TiO2 (hydrothermally treated at 180°C), 11 nm

(c) TiO2 (thermally calcinated at 450°C), 21 nm
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Figure 1.2 XRD patterns for three TiO2 samples obtained by hydrothermal treatments at 80°C (a) and 180°C
(b) and after calcination at 450°C (c) [21]. From the six XRD peaks identified with the anatase phase,
the broadening of the (101) peak at 25.4° was chosen to estimate the average grain size of these
samples. Generally, the sharper the peaks, the larger the particle size. The differences in grain size
identified in these experiments were correlated with photocatalytic activity. (Reproduced with per-
mission from The American Chemical Society.)
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Figure 1.3 Left: Detailed view of the Nb K-edge XANES data of a pyridine salt of niobium-exchanged
molybdo(vanado)phosphoric acid (NbPMo11(V)pry) as a function of temperature [31]. A change in
niobium oxidation state, from Nb5� to Nb4�, is identified between 350 and 420°C by a relative in-
crease in absorption about 19.002 keV, and can be connected with the activation of the catalyst for
light alkane oxidation. Right: Radial Fourier-transform EXAFS function for the NbPMo11(V)pyr sam-
ple heated to 420°C [31]. The two peaks correspond to the Nb–O (1.5 Å) and Nb–Mo (3 Å) distances
in the heteropolymolybdate fragments presumed to be the active phase for alkane oxidation.
(Reproduced with permission from Elsevier.)
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k-weighed background-subtracted EXAFS data from the solid heated to 420°C [31]. This spectrum
shows two major peaks, one at about 1.5 Å associated with backscattering from O neighbors, and a
second at 3 Å related to the Nb–Mo pairs. The measured distances are consistent with a combina-
tion of niobium oxo species and heteropolymolybdate fragments, presumably the catalytically
active phase.

Several advantages and limitations are associated with the use of x-ray absorption spectroscopy
for catalyst characterization. On the positive side, no long-range order is needed in the samples

cuum environments, and can be employed in situ during catalysis [19]. However, XANES is not
very sensitive to variations in electronic structure, and the interpretation of the spectra is difficult,
often requiring the use of reference samples and high-level theory. EXAFS only provides average
values for the interatomic distances; it cannot be used to directly identify the chemical nature of the
neighboring atoms, and is not very sensitive to the coordination number. Finally, x-ray absorption
experiments typically require the use of expensive synchrotron facilities.

1.2.3 Electron Microscopy

Electron microscopy (EM) is a straightforward technique useful for the determination of the
morphology and size of solid catalysts [32,33]. Electron microscopy can be performed in one of two
modes — by scanning of a well-focused electron beam over the surface of the sample, or in a trans-
mission arrangement. In scanning electron microscopy (SEM), the yield of either secondary or
back-scattered electrons is recorded as a function of the position of the primary electron beam, and
the contrast of the signal used to determine the morphology of the surface: the parts facing the
detector appear brighter than those pointing away from the detector [34]. Dedicated SEM instru-
ments can have resolutions down to 5 nm, but in most cases, SEM is only good for imaging catalyst
particles and surfaces of micrometer dimensions. Additional elemental analysis can be added to
SEM via energy-dispersive analysis of the x-rays (EDX) emitted by the sample [34].

9 3 1.2Ox catalyst used in the selective oxida-
tion of acrolein to acylic acid [35]. Although SEM analysis of the fresh sample failed to reveal any
crystalline structure (data not shown), the images in Figure 1.4 clearly indicate the formation of
well-resolved crystals after activation of the catalyst in the reaction mixture. In addition, the EDX

lites of the catalyst. This analysis helped pin down the crystalline (MoVW)5O14-type structure as the
catalytically active phase. The EM images in this example were taken ex situ, that is, after transfer-
ring the used catalysts from the reactor to the microscope, but in situ imaging of working catalysts
is also possible [36,37].

Transmission electron microscopy (TEM) resembles optical microscopy, except that electro-
magnetic instead of optical lenses are used to focus an electron beam on the sample. Two modes are
available in TEM, a bright-field mode where the intensity of the transmitted beam provides a two-
dimensional image of the density or thickness of the sample, and a dark-field mode where the elec-
tron diffraction pattern is recorded. A combination of topographic and crystallographic information,
including particle size distributions, can be obtained in this way [32].

sized catalysts such as metal oxide particles, supported metals, and catalysts with nanopores

2

solid (A), and the particle size distribution estimated from statistical analysis of a number of simi-
lar pictures (B) [42]. Spherical Au particles, well dispersed on the surface of the round TiO2 grains,
are clearly seen in the picture, with sizes ranging from 2 to 8 nm and averaging 4.7 nm. A good cor-
relation was obtained in this study between particle size and catalytic activity for CO
oxidation and acetylene hydrogenation reactions. High-resolution TEM (HRTEM), being capable of

CHARACTERIZATION OF HETEROGENEOUS CATALYSTS 5
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The right panel of Figure 1.3 displays the radial function obtained by Fourier transformation of the

Figure 1.4 shows SEM and EDX data for a Mo V W

spectra obtained from these samples point to variations in composition among the different crystal-

[38–41]. As an example, Figure 1.5 shows a TEM image of Au nanoparticles supported on a TiO

Since TEM has a higher resolution than SEM (down to 0.1 nm), it is often used to image nano-

under study, since only the local environment is probed. Also, this technique works well in nonva-



imaging individual planes in crystalline particles, can provide even more detailed structural infor-
mation on the surface of the catalysts [40,43]. 

Electron microscopy does have some limitations. For example, this technique usually requires spe-
cial sample preparations. Caution also needs to be exercised to minimize any electron beam-induced

6 SURFACE AND NANOMOLECULAR CATALYSIS
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Figure 1.4 SEM images and EDX data from a Mo9V3W1.2Ox catalyst after activation during the oxidation of
acrolein [35]. The pictures indicate that needle-like (A), platelet-like (B), and spherical (not shown)
particles are formed during exposure to the reaction mixture. EDX analysis at different spots, two of
which are exemplified here, point to V, Mo, and W contents that vary from 19 to 29, 60 to 69, and 11
to 13 atom%, respectively. It was determined that the in situ formation of a (MoVW)5O14-type phase
accounts for the increase in acrolein conversion observed during the initial reaction stages.
(Reproduced with permission from Elsevier.)
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effects, such as changes in the specimen due to local heating, electronic excitations, or deposition of
contaminants during observation [40]. In addition, SEM and TEM work best for sturdy solids, and
are not well suited to detect reaction intermediates on catalyst surfaces. Finally, and importantly, sta-
tistical analysis of a large number of images is needed to get meaningful information on particle size
distributions. It is best to correlate such results with information obtained by other characterization
methods [38].

1.3 ADSORPTION–DESORPTION AND THERMAL TECHNIQUES

1.3.1 Surface Area and Pore Structure

Most heterogeneous catalysts, including metal oxides, supported metal catalysts, and zeolites, are
porous materials with specific surface areas ranging from 1 to 1000 m2/g [1]. These pores can display
fairly complex size distributions, and can be broadly grouped into three types, namely, micropores
(average pore diameter d � 2 nm), mesopores (2 � d � 50 nm), and macropores (d � 50 nm). The
surface area, pore volume, and average pore size of such porous catalysts often play a pivotal role in
determining the number of active sites available for catalysis, the diffusion rates of reactants and
products in and out of these pores, and the deposition of coke and other contaminants. The most com-
mon method used to characterize the structural parameters associated with pores in solids is via the
measurement of adsorption–desorption isotherms, that is, of the adsorption volume of a gas, typically
nitrogen, as a function of its partial pressure [44–48].

Given the complexity of the pore structure in high-surface-area catalysts, six types of adsorp-
tion isotherms have been identified according to a classification advanced by IUPAC [45–48]. Out
of these six, only four are usually found in catalysis:

● Type II, typical of macroporous solids where the prevailing adsorption processes are the formation of
a monolayer at low relative pressures, followed by gradual and overlapping multilayer condensation
as the pressure is increased.

● Type IV, often seen in mesoporous solids, where condensation occurs sharply at a pressure determined
by Kelvin-type rules.

● Type I, characteristic of microporous solids, where pore filling takes place without capillary con-
densation, and is indistinguishable from the monolayer formation process.

● Type VI, corresponding to uniform ultramicroporous solids, where the pressure at which adsorption
takes place depends on surface–adsorbate interactions, and shows isotherms with various steps each
corresponding to adsorption on one group of energetically uniform sites.

A number of models have been developed for the analysis of the adsorption data, including the
most common Langmuir [49] and BET (Brunauer, Emmet, and Teller) [50] equations, and others such
as t-plot [51], H–K (Horvath–Kawazoe) [52], and BJH (Barrett, Joyner, and Halenda) [53] methods.
The BET model is often the method of choice, and is usually used for the measurement of total sur-
face areas. In contrast, t-plots and the BJH method are best employed to calculate total micropore and
mesopore volume, respectively [46]. A combination of isothermal adsorption measurements can pro-
vide a fairly complete picture of the pore size distribution in solid catalysts. Many surface area ana-
lyzers and software based on this methodology are commercially available nowadays.

A recent example of the type of data that can be obtained with such instrumentation is presented

mesoporous silica, SBA-15, used as support for many high-surface-area catalysts. The isotherm,
identified as type IV according to the IUPAC classification, is typical of mesoporous materials.
Three regions are clearly seen with increasing nitrogen pressure, corresponding to monolayer–
multilayer adsorption, capillary condensation, and multilayer adsorption on the outer particle sur-
faces, respectively. A clear H1-type hysteresis loop, characterized by almost vertical and parallel
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in Figure 1.6 [54]. This corresponds to the nitrogen adsorption–desorption isotherm obtained for a



but displaced lines in the adsorption and desorption branches, is also observed in the adsorption–
desorption isotherm, indicating the presence of uniform cylindrical pore channels. 

Aside from N2 adsorption, Kr or Ar adsorption can be used at low temperatures to determine
low (�1 m2/g) surface areas [46]. Chemically sensitive probes such as H2, O2, or CO can also be
employed to selectively measure surface areas of specific components of the catalyst (see below).
Finally, mercury-based porosimeters, where the volume of the mercury incorporated into the pores
is measured as a function of increasing (well above atmospheric) pressures, are sometimes used to
determine the size of meso- and macropores [1]. By and large, the limitations of all of the above
methods are that they only provide information on average pore volumes, and that they usually lack
chemical sensitivity.

1.3.2 Temperature-Programmed Desorption and Reaction

As stated above, when probes with specific adsorption characteristics are used, additional chemi-
cal information can be extracted from adsorption–desorption experiments. Temperature-programmed
desorption (TPD) in particular is often employed to obtain information about specific sites in cata-
lysts [55,56]. The temperature at which desorption occurs indicates the strength of adsorption,
whereas either the amount of gas consumed in the uptake or the amount of desorption upon heating
attests to the concentration of the surface sites. The most common molecules used in TPD are NH3

and CO2, which probe acidic and basic sites, respectively, but experiments with pyridine, O2, H2,
CO, H2O, and other molecules are often performed as well [57–59]. As an example, the ammonia
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Figure 1.6 Top: Low-temperature nitrogen adsorption (•) and desorption (�) isotherms measured on a calcined
SBA-15 mesoporous silica solid prepared using an EO20PO70EO20 block copolymer [54]. Bottom:
Pore size distribution derived from the adsorption isotherm reported at the top [54]. A high surface

2

volume (1.17 cm3/g) were all estimated from these data. These properties make this material suit-
able for use as support in the preparation of high-surface-area solid catalysts. (Reproduced with per-
mission from The American Chemical Society.)
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area (850 m /g), a uniform distribution of cylindrical nanopores (diameter �90 Å), and a large pore



TPD data in Figure 1.7 show how special treatments of a V2O5/TiO2 catalyst can influence its prop-
erties in terms of the strength and distribution of acid sites. These treatments can be used to tune se-

Some solid samples may decompose or react with the probe molecules at elevated temperatures,
causing artifacts in the TPD profiles [58]. However, this conversion can in some instances be used
to better understand the reduction, oxidation, and reactivity of the catalyst. In this mode, the tech-
nique is often called temperature-programmed reduction (TPR), temperature-programmed oxida-
tion (TPO), or, in general, temperature-programmed surface reaction (TPSR or TPR) [55,56,60].
The principles of TPR, TPO, and TPSR are similar to those of TPD, in the sense that either the up-
take of the reactants or the yields of desorption are recorded as a function of temperature.
Nevertheless, there can be subtle differences in either the way the experiments are carried out or the
scope of the application. TPSR in particular often requires the use of mass spectrometry or some
other analytical technique to identify and monitor the various species that desorb from the surface.

MoO3/Al2O3 catalyst. There, the production of water, formaldehyde, and dimethyl ether was de-
tected above 100°C, around 250°C, and about 200°C, respectively [61]. Such information is key for
the elucidation of reaction mechanisms.

These TPD techniques reflect the kinetics (not thermodynamics) of adsorption, and are quite
useful for determining trends across series of catalysts, but are often not suitable for the derivation
of quantitative information on surface kinetics or energetics, in particular on ill-defined real cata-
lysts. Besides averaging the results from desorption from different sites, TPD detection is also com-
plicated in porous catalysts by simultaneous diffusion and readsorption processes [58].

1.3.3 Thermogravimetry and Thermal Analysis

Changes in catalysts during preparation, which often involves thermal calcination, oxidation,
and reduction, can also be followed by recording the associated variations in sample weight, as in
normal thermogravimetry (TG) or differential thermogravimetry (DTG); or in sample temperature,
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Figure 1.7 Ammonia TPD from a V2O5/TiO2 catalyst after different pretreatments [59]. Two TPD peaks at 460
and 610 K are seen in the data for the oxidized sample, whereas only one is observed at 520 K for
the catalyst obtained after either evacuation or reduction. This indicates that the type of treatment
used during the preparation of the catalyst influences both the amount and the distribution of acidic
sites on the V2O5/TiO2 surface. (Reproduced with permission from Elsevier.)

CRC_DK3277_ch001.qxd  3/8/2006  2:13 PM  Page 9

© 2006 by Taylor & Francis Group, LLC

lectivity in partial oxidation reactions [59].

Figure 1.8 shows an example of such application for the case of methanol adsorbed on a



as in differential thermal analysis (DTA) [62–64]. Although these thermal methods are quite tradi-

TG, DTG, and DTA techniques can be used to better understand and design procedures for catalyst
preparation [65]. In this case, a MgFe2O4 spinel, used for the selective oxidation of styrene, was pre-
pared by co-precipitation from a solution containing Fe(NO3)3 and Mg(NO3)2, followed by thermal
calcination. The data show that the initial amorphous precursor undergoes a number of transforma-
tions upon calcination, including the losses of adsorbed and crystal water around 110 and 220°C,
respectively, its decomposition and dehydroxylation into a mixed oxide at 390°C, and the forma-
tion of the MgFe2O4 spinel at 640°C.

Besides the prediction of calcination temperatures during catalyst preparation, thermal analysis is
also used to determine the composition of catalysts based on weight changes and thermal behavior
during thermal decomposition and reduction, to characterize the aging and deactivation mechanisms

However, these techniques lack chemical specificity, and require corroboration by other characteriza-
tion methods.

1.3.4 Microcalorimetry

Another thermal analysis method available for catalyst characterization is microcalorimetry,
which is based on the measurement of the heat generated or consumed when a gas adsorbs and re-
acts on the surface of a solid [66–68]. This information can be used, for instance, to determine the
relative stability among different phases of a solid [69]. Microcalorimetry is also applicable in the
measurement of the strengths and distribution of acidic or basic sites as well as for the characteri-

for ammonia adsorption on H-ZSM-5 and H-mordenite zeolites [70], clearly illustrating the differ-
ences in both acid strength (indicated by the different initial adsorption heats) and total number of
acidic sites (measured by the total ammonia uptake) between the two catalysts.
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Figure 1.8 TPSR spectra obtained after saturation of a MoO3/Al2O3 catalyst with methanol at room tempera-
ture [61]. Seen here are mass spectrometry traces corresponding to methanol (m/e � 28 and 32),
formaldehyde (m/e � 28 and 30), water (m/e � 18), and dimethyl ether (m/e � 45).These data were
used to propose a mechanism for the selective oxidation of methanol on MoO3-based catalysts.
(Reproduced with permission from Elsevier.)
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tional, they are still used often in catalysis research. In Figure 1.9, an example is provided on how

zation of metal-based catalysts [66–68]. For instance, Figure 1.10 presents microcalorimetry data

of catalysts, and to investigate the acid–base properties of solid catalysts using probe molecules.



Recent advances have led to the development of microcalorimeters sensitive enough for low-
surface-area (�1 cm2) solids [71]. This instrumentation has already been used in model systems to
determine the energetics of bonding of catalytic particles to the support, and also in adsorption and
reaction processes [72,73].
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Figure 1.9 TG, DTG, and DTA profiles for an amorphous catalyst precursor obtained by coprecipitation of
Fe(NO3)3 and Mg(NO3)2 in solution [65]. This precursor is heated at high temperatures to produce a
MgFe2O4 spinel, used for the selective oxidation of styrene. The thermal analysis reported here
points to four stages in this transformation, namely, the losses of adsorbed and crystal water at 110
and 220°C, respectively, the decomposition and dehydroxylation of the precursor into a mixed oxide
at 390°C, and the formation of the MgFe2O4 spinel at 640°C. Information such as this is central in
the design of preparation procedures for catalysts. (Reproduced with permission from Elsevier.)
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Figure 1.10 Differential heats of adsorption as a function of coverage for ammonia on H-ZSM-5 (o) and H-
mordenite (•) zeolites [70]. In both cases, the heats decrease with the extent of NH3 uptake, indi-
cating that the strengths of the individual acidic sites on each catalyst are not uniform. On the other
hand, the H-ZSM-5 sample has a smaller total number of acidic sites. Also, the H-mordenite sam-
ple has a few very strong sites, as manifested by the high initial adsorption heat at low ammonia
coverage. These data point to a significant difference in acidity between the two zeolites. That may
account for their different catalytic performance. (Reproduced with permission from Elsevier.)
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1.4 OPTICAL SPECTROSCOPIES

1.4.1 Infrared Spectroscopy

In catalysis, infrared (IR) spectroscopy is commonly used to characterize specific adsorbates.
Because of the localized nature and particular chemical specificity of molecular vibrations, IR spec-
tra are quite rich in information, and can be used to extract or infer both structural and compositional
information on the adsorbate itself as well as on its coordination on the surface of the catalyst. In
some instances, IR spectroscopy is also suitable for the direct characterization of solids, especially
if they can be probed in the far-IR region (10–200 cm�1) [74–76]. 

Several working modes are available for IR spectroscopy studies [74–76]. The most common
arrangement is transmission, where a thin solid sample is placed between the IR beam and the
detector; this mode works best with weakly absorbing samples. Diffuse reflectance IR (DRIFTS)
offers an alternative for the study of loose powders, strong scatters, or absorbing particles.
Attenuated total reflection (ATR) IR is based on the use of the evanescent wave from the surface of
an optical element with trapezoidal or semispherical shape, and works best with samples in thin

flat reflecting surfaces, typically metals. In the emission mode, the IR signal emanating from the
heated sample is recorded. Finally, both photoacoustic (PAS) and photothermal IR spectroscopies
rely on temperature fluctuations caused by radiation of the sample with a modulated monochro-
matic beam. The availability of all these arrangements makes IR spectroscopy quite versatile for the
characterization of catalytic systems.

The applications of IR spectroscopy in catalysis are many. For example, IR can be used to di-
rectly characterize the catalysts themselves. This is often done in the study of zeolites, metal oxides,

displays transmission IR spectra for a number of Cox Mo1�xOy (0 � x � 1) mixed metal oxides with
various compositions [79]. In this study, a clear distinction could be made between pure MoO3, with
its characteristic IR peaks at 993, 863, 820, and 563 cm�1, and the MoO4 tetrahedral units in the
CoMoO4 solid solutions formed upon Co3O4 incorporation, with its new bands at 946 and 662 cm�1.
These properties could be correlated with the activity of the catalysts toward carburization and hy-
drodenitrogenation reactions. 

Further catalyst characterization can be carried out by appropriate use of selected adsorbing
probes [80–83]. For instance, the acid–base properties of specific surface sites can be tested by
recording the ensuing vibrational perturbations and molecular symmetry lowering of either acidic
(CO and CO2) or basic (pyridine and ammonia) adsorbates. Oxidation states can also be probed by
using carbon monoxide [84,85]. For instance, our recent study of Pd/Al2O3 and Pd/Al2O3–25%
ZrO2 catalysts used for nitrogen oxide reduction indicated that the Pd component can be extensively

2 additive, but oxidized fully to PdO only in the
presence of the zirconia [86,87].

Another common application of IR is to characterize reaction intermediates on the catalytic sur-

ple in the form of a set of transmission IR spectra obtained as a function of temperature during
the oxidation of 2-propanol on Ni/Al2O3 [90]. A clear dehydrogenation reaction is identified in
these data above 440 K by the appearance of new acetone absorption bands around 1378, 1472, and
1590 cm�1.

New directions have been recently advanced in the use of IR spectroscopy for the characteriza-
tion of adsorbates, including the investigation of liquid–solid interfaces in situ during catalysis.
Both ATR [91,92] and RAIRS [86,93] have been recently implemented for that purpose. RAIRS has
also been used for the detection of intermediates on model surfaces in situ during catalytic reactions
[94–96]. The ability to detect monolayers in situ under catalytic environments on small-area sam-
ples promises to advance the fundamental understanding of surface catalytic reactions.
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and heteropolyacids, among other catalysts [77,78]. To exemplify this type of application, Figure 1.11

films. Reflection–absorption IR spectroscopy (RAIRS) is employed to probe adsorbed species on

faces, often in situ during the course of the reaction [76,78,88,89]. Figure 1.12 provides an exam-

reduced in both samples, with and without the ZrO



Owing to its great molecular specificity, good sensitivity, and high versatility, IR spectroscopy
is one of the most widely used techniques for catalyst characterization. Nevertheless, IR catalytic
studies do suffer from a few limitations. In particular, strong absorption of radiation by the solid
often limits the vibrational energy window available for analysis. For instance, spectra of catalysts
dispersed on silica or alumina supports display sharp cutoffs below 1300 and 1050 cm�1, respectively
[75]. Also, the intensities of IR absorption bands are difficult to use for quantitative analysis.
Finally, it is not always straightforward to interpret IR spectra, especially in cases involving com-
plex molecules with a large number of vibrational modes.

1.4.2 Raman Spectroscopy

Raman spectroscopy offers an alternative for the vibrational characterization of catalysts, and has
been used for the study of the structure of many solids, in particular of oxides such as MoO3, V2O5,
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Figure 1.11 Transmission IR spectra from CoxMo1�xOy (0 � x � 1) samples obtained by addition of different
amount of Co3O4 to pure MoO3 [79]. As the Co/Mo ratio is increased from 0.25 to 1, the IR peaks
due to tetrahedral MoO4 units (at 662 and 946 cm�1) grow at the expense of those associated with
the MoO3 phase (at 563, 820, 863, and 993 cm�1), a trend that indicates the formation of CoMoO4.
This example shows how IR can be used to directly characterize solid catalyst samples.
(Reproduced with permission from Elsevier.)
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and WO3

oxides such as SiO2, Al2O3, and zeolites give low Raman signals, this technique is ideal for the iden-

spectra of a series of transition metal oxides dispersed on high-surface-area alumina supports
[75,102]. A clear distinction can be made with the help of these data between terminal and bridging
oxygen atoms, and with that a correlation can be drawn between the coordination and bond type of
these oxygen sites and their catalytic activity. Data such as these can also be used to determine the
nature and geometry of supported oxides as a function of loading and subsequent treatment. 

Surface-enhanced Raman spectroscopy (SERS) has also been employed to characterize metal
catalyst surfaces [103]. The low sensitivity and severe conditions required for the signal enhance-
ment have limited the use of this technique [104], but some interesting work has been published
over the years in this area, including studies on model liquid–solid interfaces [105].
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Figure 1.12 Transmission IR spectra obtained during the oxidation of 2-propanol on a Ni/Al2O3 catalyst as a
function of reaction temperature [90]. A change in the nature of the adsorbed species from molecu-
lar 2-propanol to acetone is seen above 440 K. Experiments such as these allow for the identifica-
tion of potential reaction intermediates during catalysis. (Reproduced with permission from
Elsevier.)
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tification of oxygen species in covalent metal oxides. As an example, Figure 1.13 shows the Raman

[97–99], as well as for the investigation of a number of adsorbates [100,101]. Whereas



Raman spectroscopy does suffer from some severe limitations. For example, Raman intensities
of surface species are often quite low. Also, the high laser powers needed for Raman characteriza-
tion tend to heat the sample, and often cause changes in the physical properties of the solid. Finally,

these difficulties have been recently minimized via the implementation of Fourier transform

vantages of UV–Raman spectroscopy for catalyst characterization [108]. In this example involving
a MoO3/Al2O3 catalyst, no signal other than a sloping background due to fluorescence is seen when
using 488 nm radiation, but clear peaks assignable to molybdenum oxide are seen with the 244 nm
laser excitation in spite of the low (0.1 wt%) metal oxide loading. There are also new efforts made
on the use of Raman spectroscopy in situ and under operando (in conjunction with activity meas-
urement) conditions [109,110].

1.4.3 Ultraviolet–Visible Spectroscopy

Compared with IR and Raman spectroscopies, ultraviolet–visible (UV–Vis) spectroscopy has
had only limited use in heterogeneous catalysis. Nevertheless, this spectroscopy can provide infor-
mation on concentration changes of organic compounds dissolved in a liquid phase in contact with
a solid catalyst, be used to characterize adsorbates on catalytic surfaces, provide information on the
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Figure 1.13 Raman spectra for a number of transition metal oxides supported on �-Al2O3 [75,102]. Three dis-
tinct regions can be differentiated in these spectra, namely, the peaks around 1000 cm�1 assigned
to the stretching frequency of terminal metal–oxygen double bonds, the features about 900 cm�1

corresponding to metal–oxygen stretches in tetrahedral coordination sites, and the low-frequency
(�400 cm�1) range associated with oxygen–metal–oxygen deformation modes. Raman spec-
troscopy can clearly complement IR data for the characterization of solid catalysts. (Reproduced
with permission from The American Chemical Society.)
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[106,107] and UV [108,109] Raman spectroscopy arrangements. Figure 1.14 demonstrates the ad-

strong sample fluorescence typically masks the weaker Raman signals [8]. Fortunately, some of



absorption spectra and band gap of photocatalysts, or map the electronic structure of transition
3� and

Cr6� species in calcined, hydrated, and reduced chromia/alumina catalysts are differentiated by
UV–Vis [115]. This information was used to optimize the preparation method for Cr6�-based cata-
lysts for alkane dehydrogenation.

The main drawback of the use of UV–Vis spectroscopy for catalyst characterization is that the
data commonly show broad and overlapping absorption bands with little chemical specificity. Also,
it is often quite difficult to properly interpret the resulting spectra. Lastly, quantitative analysis is
only possible at low metal oxide loadings [114].

1.4.4 Nuclear Magnetic Resonance

Nuclear magnetic resonance (NMR) spectroscopy is most frequently used to analyze liquid
samples, but in the magic angle spinning (MAS) mode, this spectroscopy can also be employed to
characterize solid catalysts, zeolites in particular [116–120]. For example, the 29Si NMR signal can
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to indicate that while the catalyst does not absorb light in the visible region, it does show two UV
absorption peaks at 290 and 220 nm. The data clearly illustrate the advantage of using ultraviolet
(244 nm) light for Raman excitation, since the spectrum obtained with visible (488 nm) radiation is
dominated by the fluorescence of the solid. (Reproduced with permission from Elsevier.)
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metal cations in inorganic materials [111–114]. Figure 1.15 displays an example where Cr



be used to determine the coordination environment of Si in the framework of the zeolite, taking ad-
vantage of the fact that the coordination of each additional Al atom to a given Si center results in a
shift of about 5 to 6 ppm from the original peak position in Si(OSi)4 at �102 to �110 ppm. This is
illustrated in Figure 1.16 for the case of ruthenium supported on NaY zeolites [121,122]. In addi-
tion, the relative population of the Si(xAl) NMR peaks can be used to determine Si/Al ratios in a
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ments [115]. All these spectra display a shoulder at about 16,700 cm�1 corresponding to the first
d–d transition of Cr3�, but the main feature seen in the hydrated and calcined samples at about
26,000 cm�1 due to a Cr6� charge transition is absent in the data for the reduced sample. This
points to a loss of the catalytically active Cr6� phase upon reduction. (Reproduced with permission
from Elsevier.)
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more reliable fashion than by using other analytical methods, in particular because the NMR data
provide information about the framework atoms rather than about the bulk phase of the catalyst,
which also contains extra-framework Al species. Caution should be exercised when dealing with
dealuminated zeolites because 29Si NMR signals with local Si(OSi)4�x(OAl)x and Si(OSi)4�x

(OAl)x�1(OH) environments often overlap [120], but, fortunately, special 1H/29Si cross-polarization
double-resonance experiments can help make this distinction. 27Al MAS NMR can also be used to
obtain a picture of the coordination environment around the Al atoms in the solid catalyst by taking
advantage of the distinct chemical shifts observed for tetrahedral (60 to 50 ppm), pentacoordinated
(about 25 ppm), and octahedral (13 to �17 ppm) environments.

Besides the 29Si and 27Al NMR studies of zeolites mentioned above, other nuclei such as 1H, 13C,
17O, 23Na, 31P, and 51V have been used to study physical chemistry properties such as solid acidity
and defect sites in specific catalysts [123,124]. 129Xe NMR has also been applied for the characteri-
zation of pore sizes, pore shapes, and cation distributions in zeolites [125,126]. Finally, less common
but also possible is the study of adsorbates with NMR. For instance, the interactions between solid
acid surfaces and probe molecules such as pyridine, ammonia, and P(CH3)3 have been investigated
by 13C, 15N, and 31P NMR [124]. In situ 13C MAS NMR has also been adopted to follow the chem-
istry of reactants, intermediates, and products on solid catalysts [127,128]. 

Nuclear magnetic resonance is certainly a versatile analytical tool with wide applicability to
catalysis. Nevertheless, it does have some notable shortcomings. For example, NMR is not a very
sensitive spectroscopic technique, and requires catalytic samples with high surface areas. This is
often not a big problem, given that most catalytic phases are highly dispersed, but these too have a
large number of types of sites, which get averaged in the NMR spectra. In addition, different NMR
peaks may overlap in complex mixtures of reactants, intermediates, and products, making the analy-
sis of catalytic systems difficult [10]. 

1.4.5 Electron Spin Resonance

Electron spin resonance (ESR), also called electron paramagnetic resonance (EPR), is used in
heterogeneous catalysis to study paramagnetic species containing one or more unpaired electrons,
either catalytic active sites or reaction intermediates [113,129,130]. For instance, a number of ESR

such as O2
–, O–, O2

2–, and O2–, key intermediates in catalytic oxidation processes [131–135].
Another important use of ESR in catalysis is for the study of the coordination chemistry of transi-
tion metal cations incorporated into zeolites or metal oxides [136,137]. As an illustration of this lat-

into a silicate-based zeolite for use in selective oxidation catalysis [138]. The calcined catalyst ex-
hibits no ESR signal because of the exclusive presence of the ESR-silent V5� species. However, a
strong and complex ESR spectrum develops after photoreduction of the catalyst, indicative of the
existence of V4� in tetrahedral coordination; further addition of a small amount of water leads to
yet another ESR trace assignable to distorted octahedral VO2� ions. This information could be cor-
related with both the accessibility and photocatalytic activity of the vanadium centers after differ-
ent catalyst pretreatments.

Special spin-trapping techniques are also available for the detection of short-lived radicals in
both homogeneous and heterogeneous systems. For instance, �-phenyl N-tert-butyl nitrone (PBN),
tert-nitrosobutane (t-NB), �-(4-pyridyl N-oxide) N-tert-butyl nitrone (4-POBN), or 5,5-dimethyl-1-
pyrroline N-oxide (DMPO) can be made to react with catalytic intermediates to form stable para-
magnetic adducts detectable by ESR [135]. Radicals evolving into the gas phase can also be trapped
directly by condensation or by using matrix isolation techniques [139].

Although ESR has the advantage over NMR of its high sensitivity toward low concentrations
of active sites and intermediates, this method is only applicable to the characterization of paramag-
netic substances. In addition, the widths of the ESR signals increase dramatically with increasing
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ter application, Figure 1.17 shows the results from ESR studies on the incorporation of vanadium

studies have been dedicated to the detection and characterization of oxygen ionic surface species



temperature, making the in situ characterization of catalytic systems at reaction temperatures diffi-
cult. Finally, ESR methods cannot distinguish surface and bulk species [135]. 

1.5 SURFACE-SENSITIVE SPECTROSCOPIES

1.5.1 X-Ray and Ultraviolet Photoelectron Spectroscopies

X-ray photoelectron spectroscopy (XPS) is a useful technique to probe both the elemental
composition of the surface of catalysts and the oxidation state and electronic environment of each
component [140–144]. Qualitative information is derived from the chemical shifts of the binding
energies of given photoelectrons originating from a specific element on the surface: in general,
binding energies increase with increasing oxidation state, and to a lesser extent with increasing
electronegativity of the neighboring atoms. Quantitative information on elemental composition is

are similar to those of XPS, except that ultraviolet radiation (10 to 45 eV) is used instead of soft
x-rays (200 to 2000 eV), and what is examined is valence rather than core electronic levels [140].

tained for a Mo–V–Sb–Nb mixed oxide catalyst after calcination under different conditions (in air
vs. nitrogen) [145]. In spite of the fact that each catalyst displays different activity and selectivity
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Figure 1.17 (a) ESR spectrum from a vanadium silicate catalyst after photoreduction with H2 at 77 K [138]. The
ESR data obtained indicate the existence of V4� ions in tetrahedral coordination. (b) Addition of a
small amount of water leads to a new ESR trace identified with distorted octahedral VO2� ions,
indicating the easy accessibility of the vanadium surface species. (Reproduced with permission
from Elsevier.)
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As an example of the use of XPS for catalyst characterization, Figure 1.18 presents data ob-

obtained from the signal intensities. The principles of ultraviolet photoelectron spectroscopy (UPS)



for the selective oxidation of propane to acrylic acid, the survey spectra of the two catalysts look
quite similar, both showing peaks for Mo, V, Sb, Nb, O, and C on their surfaces. However, a closer
inspection of the data indicates that the metal ions, the Sb and V ions in particular, are oxidized to
a lesser extent in N2. Further quantitative analysis shows that there is more Sb but less Nb on the
surface of the catalyst calcined in air. A good correlation could be derived between the physical
properties determined by XPS and the catalytic behavior of these samples.

X-ray photoelectron spectroscopy is indeed quite informative, but requires the use of expensive
instrumentation. Also, the detection of photoelectrons requires the use of ultrahigh vacuum, and
therefore can mostly be used for ex situ characterization of catalytic samples (although new designs
are now available for in situ studies [146,147]). Finally, XPS probes the upper 10 to 100 Å of the

results when analyzing porous materials.

1.5.2 Auger Electron Spectroscopy

Auger electron spectroscopy (AES) is based on the ejection of the so-called Auger electrons after
relaxation of photoionized atoms. This technique is quite complementary to XPS, and also provides

AES data obtained during the characterization of a Ru/Al2O3 catalyst used for CO hydrogenation
[148]. These data were recorded after poisoning with H2S, and show that the sulfur detected in this
catalyst sample is present only on the surface and not on the subsurface; mild sputtering leads to the
easy removal of all the sulfur signal. Moreover, the lack of any carbon either before or after sputter-
ing indicates the absence of carbon in the used catalyst. 

As opposed to XPS, AES signals typically exhibit complex structure, and sometimes require
elaborate data treatment. Also, AES does not easily provide information on oxidation states, as XPS
does. On the other hand, AES is often acquired by using easy-to-focus electron beams as the exci-
tation source, and can therefore be used in a rastering mode for the microanalysis of nanosized spots
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Figure 1.18 Survey and expanded V 2p and Mo 3d XPS spectra form a Mo–V–Sb–Nb mixed oxide catalyst
after calcination in nitrogen (a) and air (b) atmospheres [145]. The data indicate a lesser degree of
oxidation in nitrogen, a result that was correlated with the promotion of reactions leading to the pro-
duction of propene and acrylic acid rather than acetic acid, the main product obtained with the fully
oxidized sample. (Reproduced with permission from Elsevier.)
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surface-sensitive information on surface compositions and chemical bonding [143]. Figure 1.19 shows

solid sample, and is only sensitive to the outer surfaces of the catalysts. This may yield misleading



within the surface of the catalyst. Given their different sampling depths, XPS and AES can also be
combined to obtain a better picture of the profile of the different elements in the solid as a function
of distance from the surface. The latter task can be aided by adding sputtering capabilities to the ex-
perimental setup, as illustrated in the example in Figure 1.19 [148].

1.5.3 Low-Energy Ion Scattering

Low-energy ion scattering (LEIS), also called ion scattering spectroscopy (ISS), is based on the
determination of the energy losses associated with the elastic scattering of monochromatic ions im-
pinging on the surface [149,150]. Like AES and XPS, it is used to determine the atomic composi-
tion of surfaces, though, unlike them, LEIS is sensitive only to the outermost atomic layer of the

which shows LEIS data for a series of WO3/Al2O3 catalysts with different WO3 loading [151]. The
three peaks at E/E0 � 0.41, 0.59, and 0.93 are easily assigned to O, Al, and W, respectively. The al-
most linear decrease in the Al/O peak intensity ratio and the concomitant increase in the W/O ratio
seen with WO3 loading indicate the blocking of the Al sites by the tungsten species, which appear
to deposit in two-dimensional monolayers. The surface coverage of WO3 could be determined quan-
titatively in each case using these data. 

1.5.4 Secondary-Ion Mass Spectroscopy

Secondary-ion mass spectroscopy (SIMS) is based on the mass spectrometric detection of the
secondary ions emitted upon bombardment of the sample with a primary ion beam. The composition
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solid. The power of this unique surface sensitivity is illustrated by the example in Figure 1.20,



of the ion clusters detected provides an indication of the molecular arrangement of the atoms on the

tering rate is used in order to analyze the topmost surface, and dynamic, in which case the primary
ion current density is sufficient to erode the surface for depth profile analysis.

2 3 catalyst before
and after the reforming of an n-heptane reaction mixture [153]. These spectra highlight the high
sensitivity of SIMS, in particular given the low metal loading used in the catalyst. Pt–, PtO–, PtCl–,
PtClO–, and PtCl2

– clusters are clearly identified in these spectra, proving the pivotal role of residual
chlorine in the active catalyst. Also, a substantial decrease in the intensity of most of the Pt-containing
clusters after reaction is indicative of the build-up of significant amounts of carbonaceous deposits on
the surface.

Although SIMS can provide quite valuable information on the molecular (rather than atomic)
composition of the surface, this is a difficult technique to use. Moreover, the resulting spectra are
complex, and quantification of the data is almost impossible. To date, SIMS remains a special and
seldom-used technique for catalyst characterization.

1.6 MODEL CATALYSTS

The fields of surface science and catalysis have benefited greatly from advances in ultrahigh-
vacuum technology during the space race. As a consequence, a large number of surface-sensitive
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Figure 1.20 LEIS data for an Al2O3 support covered with different amounts of WO3 [151]. It is seen here that as
the tungsten loading is increased, the O LEIS signal remains unchanged, whereas the W peak in-
creases at the expense of the Al signal, indicating the direct growth of two-dimensional WO3 is-
lands on top of the aluminum sites. The Al/O intensity ratios in these data were also used to cal-
culate the surface coverage of WO3. This technique has proven successful for the study of surface
coverages in supported catalysts. (Reproduced with permission from Springer.)
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Figure 1.21 shows time-of-flight negative-ion SIMS data from a 0.6% Pt/Al O

surface [152]. SIMS experiments may be performed in one of two modes— static, where a low sput-



spectroscopies were developed, with capabilities for probing structural, electronic, and chemical
properties of both the substrate itself and the molecular adsorbates. A detailed description of these
techniques is beyond the scope of this chapter, but can be found in a number of excellent reviews
and books [13,154,155].

As mentioned above, most modern surface-sensitive techniques operate under vacuum, and are
often used for studies in model systems. Nevertheless, there have been recent attempts to extend
that work to more relevant catalytic problems. Great advances have already been made to bridge the
so-called pressure and materials gaps, that is, to address the issues related to the differences in cat-
alytic behavior between small simple samples (often single crystals) in vacuum, and supported cat-
alysts under higher (atmospheric) pressures [155–157]. Nevertheless, more work is still needed.

vancing the molecular-level understanding of catalytic processes. The studies on ethylene hydro-

illustrate this point [158–162]. A number of spectroscopies, including TPD, low-energy electron
diffraction (LEED), and high-resolution energy loss spectroscopy (HREELS), were initially used to
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Figure 1.21 (a) Time-of-flight (TOF) negative-ion SIMS data from a fresh 0.6% Pt/Al2O3 catalyst prepared by
using a H2PtCl6 solution [153]. Clusters in the 180 to 300 amu mass range arise from Pt–, PtO–,
PtCl–, PtClO–, and PtCl2

– ions. (b) TOF–SIMS data for the same catalyst after having been used for
heptane reforming. The total intensity of the Pt– signal has been attenuated by 70%, but PtCl– clus-
ters are still observable in the spectra. These data provide direct evidence for the role of residual Cl
atoms in the performance of the Pt catalyst. (Reproduced with permission from Elsevier.)
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genation over Pt(111) model catalysts summarized by the data in Figure 1.22 are used here to

High-pressure surface science experiments with model samples have proven quite useful in ad-



characterize the surface of the catalyst after ethylene hydrogenation at atmospheric pressures
[158,163]. The results from that work led to the inference that ethylidyne species form and remain
on the Pt(111) surface during reaction, a conclusion later confirmed by in situ IR and sum-frequency
generation (SFG) spectroscopies (Figure 1.22) [162,164,165]. Isotope labeling [166] and other
experiments [167] have since been used to determine that this ethylidyne layer acts as a spectator,
passivating in part the high activity of the metal and helping store hydrogen on the surface, and that
a weakly �-bonded species is the active species during catalysis. These observations have many
implications for catalysis, since the deposition of carbonaceous deposits is fairly common in hy-
drocarbon conversion processes [168,169].

The characterization of model-supported catalysts provides another venue for the molecular-

by the sequential physical deposition of thin oxide films and metal particles on well-defined re-

approach, in this case for a model Au/TiO2 catalyst [173]. Gold clusters of 1 to 6 nm diameter were
deposited on TiO2 single-crystal surfaces in a controlled fashion, and the samples characterized
under ultrahigh vacuum in order to correlate physical properties with activity. STM and reaction
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Figure 1.22 Left : Low-energy electron diffraction (LEED; top) and hydrogen temperature programmed desorp-
tion (TPD; bottom) data obtained after the catalytic hydrogenation of ethylene on a Pt(111) single-
crystal surface [158,159]. The order of the overlayer formed on the surface, as indicated by the
(2�2) diffraction pattern in LEED, together with the main H2 desorption features seen at 530 and
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during ethylene hydrogenation, corroborating the presence of the ethylidyne layer as well as di-�
and � bonding forms of ethylene on the platinum surface [162]. Additional experiments have shown
that the �-bonded species is the direct intermediate in the catalytic hydrogenation process [162].
(Reproduced with permission from The American Chemical Society.)
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fractive substrates [170–172]. Figure 1.23 summarizes some results from an investigation using this

level study of catalysis. In particular, metal particles deposited on oxide supports can be emulated



kinetics measurements showed that the structure sensitivity of the carbon monoxide oxidation re-
action over gold catalysts is related to a quantum size effect, with two-layer thick gold
islands being the most active for oxidation reactions. Studies where this methodology is applied to
more demanding reactions promise to provide a great insight into the chemistry involved.

The strength of the surface science approach is that it can address the molecular details of catalytic
issues by pooling information from a battery of specific analytical spectroscopies and techniques
[174]. As more complex model systems are developed, the wealth of characterization techniques
available in vacuum environments can be used to better understand catalysis. 

1.7 CONCLUDING REMARKS

In this chapter, we have briefly introduced a selection of techniques used to characterize hetero-
geneous catalysts. Only the most common and useful techniques have been reviewed since a compre-
hensive list of all the characterization methods available would be never ending. Other spectroscopies,
including field emission microscopy (FEM) [175], field ion microscopy (FIM) [176], scanning
tunneling and atomic force microscopies (STM and AFM, respectively) [177,178], photoemission
electron microscopy (PEEM) [179,180], electron tomography [181], ellipsometry [182], lumines-
cence spectroscopy [183], SFG [184,185], and Mössbauer spectroscopy [186,187], among others,
have also been used for the characterization of specific heterogeneous catalysts and model systems.
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Figure 1.23 Left : STM image of a model Au/TiO2 sample used to emulate carbon monoxide oxidation catalysts
[173]. This sample was prepared by physical evaporation of gold atoms on a TiO2 (110)-(1�2) sin-
gle-crystal surface under ultrahigh vacuum, and corresponds to a metal coverage of approximately

2 model
systems such as that imaged on the left as a function of Au cluster size. A 1:5 CO/O2 mixture was
converted at 350 K and a total pressure of 40 torr. Right, middle: Cluster band gap, measured by
scanning tunneling spectroscopy (STS), again as a function of Au cluster size. Right, bottom: Size
distribution of two-atom-thick Au clusters with a band gap of 0.2 to 0.6 V. A combination of surface
characterization and catalytic measurements, as illustrated in this figure, can be used to establish
structure–reactivity correlations and to understand the physical properties responsible for changes
in the behavior of catalysts with changing particle size. In this example, the activity of supported
gold particle is ascribed to the semiconductor properties of the small (2 to 4 nm) particles.
(Reproduced with permission from The American Association for the Advancement of Science.)
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a quarter of a monolayer. Right, top : CO oxidation activity, in turnover frequency, on Au/TiO



Chemical probes such as titrations using Hammett indicators [188,189] and test reactions [190] have
been often employed as well. Given that each method has its own strengths and limitations, a rational
combination of specific techniques is often the best approach to the study of a given catalytic system.

before and after reaction. This is normally the easiest way to carry out the experiments, and is often
sufficient to acquire the required information. However, it is known that the reaction environment
plays an important role in determining the structure and properties of working catalysts.
Consequently, it is desirable to also try to perform catalytic studies under realistic conditions, either

measurements [194–196]. In addition, advances in high-throughput (also known as combinatorial)
catalysis call for the fast and simultaneous analysis of a large number of catalytic samples
[197,198]. This represents a new direction for further research.

alysts, usually supported metals or single, mixed, or supported metal oxides. Many other materials
such as alloys [199,200], carbides [201–203], nitrides [204,205], and sulfides [206] are also fre-
quently used in catalysis. Moreover, although modern surface science studies with model catalysts
were only mentioned briefly toward the end of the review, this in no way suggests that these are of
less significance. In fact, as the ultimate goal of catalyst characterization is to understand catalytic
processes at a molecular level, surface studies on well-defined model catalysts is poised to be cen-

details on this topic.
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CHAPTER 1 QUESTIONS

Question 1

right, compares the XRD patterns of the pre-
cursor and calcined (at 700, 800, 900, 1000,
and 1100°C) forms of MgFe2O4

Assign the observed XRD peaks. What can be
learned from these XRD patterns about the

cination temperature is increased all the way
to 1100°C? How can the crystallite size of the
MgFe2O4 spinel calcined at 900°C be deter-
mined from the data? Can the appearance of
spinel peaks at 700°C be approximately corre-
lated to the results from thermogravimetric

Question 2

duced on the right, reports radial EXAFS
data around the S 1s absorption edge for

nickel single-crystal surface. The top trace
corresponds to the deposition of atomic
sulfur by dehydrogenation of H2S, while
the bottom data were obtained by adsorb-
ing thiophene on the clean surface at 100
K. Based on these data, what can be
learned about the adsorption geometry of
thiophene? Propose a local structure for
the sulfur atoms in reference to the neigh-
boring nickel surface.

Question 3

2

samples. Based on these images, what can you say, in terms of shape and grain sizes, about the four
samples? In Table 2 of the same article, the average grain size of the A-HT-TiO2-450 sample is
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catalysts.

sulfur adsorbed on the (100) plane of a

Figure 2 in Ref. 65, reproduced on the

(DTA) analysis shown in Figure 1 of Ref. 65? 

changes that occur in the sample when the cal-

A part of Figure 3 in Ref. 207, repro-

Figure 4 in Ref. 208, reproduced on the right, compares the TEM images of four nanosized TiO



reported, based on the broadening
of the XRD peaks, at about 12 nm.
Is this value roughly consistent
with the grain size observed by
TEM?

Question 4

compares the NH3-TPD data obtained from pure
Nb2O5 against those from a series of
MoO3/Nb2O5 samples. What can be learned
from these experiments in terms of the acidity of
MoO3/Nb2O5 catalysts? What inferences can be
drawn between these NH3-TPD results and the

authors determine the NH3 uptakes?

Question 5

adsorbed on a Ni(100) single-crystal surface precovered with oxygen. Describe briefly how these
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catalytic data reported in this paper? How did the

Figure 8 in Ref. 209, reproduced on the right,

Figure 3 in Ref. 210, reproduced on the right, shows TPSR traces obtained from 2-iodopropane



the products detected, propose a mechanism for
the reaction(s) that take place on the surface.
What is the main purpose of the XPS data re-

context of these studies? Justify the assignments

5/2 XPS peaks at 620.0 and
619.5 eV to molecular iodopropane and atomic
adsorbed iodine, respectively.

pares the diffusion reflectance FTIR data of a
number of samples based on nanosized TiO2 cata-
lysts. Based on regular vibrational mode analysis,
interpret the features seen in these spectra in terms
of possible surface species. What general conclu-
sions can be reached concerning surface reaction
intermediates seen during the conversion of
toluene on these catalysts, and about the process

Question 7

V–Ce–O catalysts and related reference samples. Summarize the key experimental findings from

34 SURFACE AND NANOMOLECULAR CATALYSIS

Tr
an

sm
itt

an
ce

500100015002000
Wavenumber (cm−1)

Fresh

Used

Regenerated
at 350°C

Benzoic acid

Benzoic acid+
benzaldehyde

DRIFT of sol−gel prepared
titania catalysts

Temperature (K)

Acetone

Propane

Propene

Hydrogen

x10

P
ar

tia
l p

re
ss

ur
e 

(a
.u

.)

2-C3H7I on O/Ni(100)

Acetone formation, TPD

3.0 L O2 at 300 K
Tads = 100 K

100 300 500 700

4.0 L exposure

CRC_DK3277_ch001.qxd  3/8/2006  2:13 PM  Page 34

© 2006 by Taylor & Francis Group, LLC

TPSR experiments were carried out. Based on

Question 6

devised for catalyst regeneration?

ported in Figure 2 of the same article within the

provided for the I 3d

Figure 7 in Ref. 211, shown on the right, com-

Figure 1 in Ref. 212, displayed on the right, shows the Raman spectra obtained from a series of



these data in the context of the presence of
different solid species as the V loading and
calcination temperature are changed.

Question 8

displays diffuse-reflectance UV–Vis spectroscopic
data obtained for titanium-substituted mesoporous
(Ti-SBA-15) catalysts as a function of titanium con-
tent. Assign the main absorption feature observed at
200 to 220 nm and the shoulder seen at about 300 nm.
What can we learn from this figure in terms of the

Question 9

27Al MAS NMR data from
an ultra-stable Y (USY) zeolite sample after several treatments with nitric acid solutions.
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different titanium species present on the solid?

Figure 8 in Ref. 213, reproduced on the right,

The left panel of Figure 4 in Ref. 214, shown on the right, displays 



Summarize the main findings of these experi-
ments in terms of the different Al species present
in the solid.

Question 10

right, reports ISS spectra from a Ni(100) sin-
gle-crystal surface partially covered with
oxygen as a function of 2-C3H7I exposure.
Assign the different peaks seen in these data
to the corresponding atoms present on the
surface. What was the objective of this
study? How do the areas of the two main ISS
peaks change as the 2-C3H7I exposure is in-
creased? What is the main lesson from these
results?

Question 11

5/2 XPS spectra from calcined alu-
mina-supported platinum catalysts, pure (Pt/A) and doped with lanthanum (Pt/A–L), cerium
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Figure 7 in Ref. 215, reproduced on the

Figure 4 in Ref. 216, reproduced on the right, displays Pt 4d



(Pt/A–C), and a mixture of both elements (Pt/A–L–C).
Provide an interpretation for the results.

Question 12

reproduced on the right,
shows SIMS spectra
from a CuO/CeO2/
�-Al2 O3 catalyst before
and after a methanol
steam reforming reac-
tion. Assign the main
peaks in the spectra, and
provide an interpretation
for the changes seen in
the catalyst after reac-
tion.
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Figure 3 in Ref. 217,
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2.1 INTRODUCTION

semiconductors to insulators, which exhibit diverse and fascinating properties. They are ubiquitous
in heterogeneous catalysis. Indeed, they are the key components for a variety of catalytic reactions,
functioning directly as reactive components or as supports (having high-specific-surface areas) to
disperse active metal species, or as additives or promoters to enhance the rate of catalytic reactions.
The importance of metal oxides in the field of catalysis is thus profound. However, their widespread
use as supports has incorrectly led to the popular misconception that they are benign or inert in
many catalytic reactions. Although stoichiometric low-index faces of oxides are often rather unre-
active, it is important not to assume that this is always true for single-crystal faces, and it certainly
is not for step-edges, corners, and other defects.1

The surface science of metal oxides has received tremendous attention during recent years. The
advent of several advanced techniques to probe their surfaces has led to a new understanding of
their surface properties and structures. This in turn has helped catalyst scientists to tailor the prop-
erties of the oxide materials for appropriate applications. 

spillover and transport of organic reagents between the metal and the oxide support. Many com-

monly used supports are silica and alumina. The use of metal oxides as supports is very extensive
and inclusion of them herein is well beyond the scope of this chapter.

An increasing application of transition metal oxides is their use as photocatalysts. A major land-
mark in the study of transition metal oxides occurred with the report by Fujishima and Honda2 that
TiO2 could be used as a photoelectrode in a photoelectrolysis cell, to decompose water into hydro-
gen and oxygen without the application of an external voltage. This report coupled with the energy

splitting of water. Although no practical prototype has been developed in spite of 30 years of intense
research, the hope is that the results derived from the past studies would help to design a catalyst ca-
pable of achieving acceptable efficiency in the future. The subject of photocatalysis is discussed in

Clays and zeolites too come under the classification of oxide materials. Zeolites are microporous
aluminosilicates extensively employed as catalysts and as detergents. They are used in the petroleum
industry as cracking catalysts, or as adsorbents to eliminate odor, or as molecular sieves to separate
oxygen, argon, nitrogen, and other components of air.3 The preparation, characterization, and appli-

hence will also not find mention in the present chapter. 

2.2 PROPERTIES OF METAL OXIDES

Metal oxides, in particular transition metal oxides, exhibit a wide-ranging array of properties
and phenomena. The diverse structures adopted by the metal oxides are helpful to demonstrate the
relationship between structures and properties. Correlation of structure and physical properties of
transition metal oxides requires an understanding of the valence electrons that bind the atoms in the
solid state.4 The band theory and the ligand field theory have been invoked to explain the electronic
properties of transition metal oxides. The important properties of oxides that are of interest are mag-
netic, electrical, dielectric, optical, Lewis acid/base, and redox. 

40
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Oxides in heterogeneous metal catalysts facilitate well-observed phenomena such as hydrogen

SURFACE AND NANOMOLECULAR CATALYSIS

Chapter 12 and therefore will not be included in the present chapter.

mercial catalysts consist of metal particles supported on high-surface-area oxide. The most com-

cations of zeolites as catalysts are exhaustive and have been described in detail in Chapter 4 and

crisis of the 1970s led to a widespread interest in the synthesis of semiconductor metal oxides for the

Metal oxides constitute an important class of materials covering the entire range from metals to



2.2.1 The Periodic Table as Metal Oxides

Oxide materials can be classified into simple metal oxides and their nonstoichiometric variants,
and complex metal oxides such as spinels, perovskites, pyrochlores (exhibiting intersecting tunnel
structures), and polyoxometalates (POMs). POMs are discrete molecular species and hence different
from bulk structures such as spinels or perovskites. Metal oxides crystallize in a variety of structures,
and bonding in the materials can range from ionic (MgO, CaO, BaO, and Fe1�xO) to semimetallic

2 3

ing oxides are made up of elements from both the right and the left sides of the periodic table. Typical

2 2 3

properties of some of the transition metal oxides. 

2.2.2 Insulators (Highly Ionic)

We shall briefly discuss the electrical properties of the metal oxides. Thermal conductivity,
electrical conductivity, the Seebeck effect, and the Hall effect are some of the electron transport

properties, the solid materials may be classified into metals, semiconductors, and insulators as
shown in Figure 2.1. The range of electronic structures of oxides is very wide and hence they can

transition metal oxides, the cation valence orbitals are of s or p type, whereas the cation valence
orbitals are of d type in transition metal oxides. A useful starting point in describing the structures
of the metal oxides is the ionic model.5 Ionic crystals are formed between highly electropositive
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Table 2.1 Electrical and Magnetic Properties of Binary Transition Metal Oxides

Metal Oxide Properties

(d0) 
TiO2, V2O5, ZrO2, Nb2O5, MoO3, WO3 Diamagnetic semiconductors or insulators
(dn) 
TiO, CrO2, MoO2, WO2, IrO2, ReO3, RhO2 Metallic and paramagnetic
(dn) 
Ti2O3, Ti3O5, VO2, V2O3, NbO2 Exhibit temperature-induced metal to nonmetal transition
(dn) 
Cr2O3, MnO, Mn3O4, FeO, CoO, NiO Insulators
(fn)
Ln2O3 (Ln � rare earth) Insulators and paramagnetic

Eg (band gap) ~ kTEg (band gap) >> kT

Conduction band

Valence band

Valence band

Conduction band

Conduction band

Valence band

Eg (band gap) = 0

(a) (b) (c)

Figure 2.1 Schematic representation of band structure of (a) insulator, (b) semiconductor, and (c) metal.
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(VO) to semiconductor (TiO , MnO, NiO, FeO, and CoO) to metallic (TiO and ReO ). The insulat-

odic table (Sc to Zn) comprise the semiconducting or metallic oxides. Other oxides of Ru, Mo, W,
examples include SiO , Al O , MgO, and CaO. The oxides of the metals in the middle of the peri-

properties of solids that characterize the nature of the charge carriers. On the basis of electrical

be classified into two categories, nontransition metal oxides and transition metal oxides. In non-

Pt, V, and Sn find applications in catalysis and sensors. Table 2.1 shows the electrical and magnetic



and highly electronegative elements. Bonding is considered to be ionic if the electronegativity dif-
ference between the cation and the anion is sufficiently large, e.g., greater than 2. The crystal struc-
tures of the compounds are essentially determined by the nature of bonding and the relative sizes
of the cation and the anion. Metal oxides can be nearly ionic as in MgO, but in reality, in many
transition metal oxides, the bonding is only partly ionic. Since in metal oxides the anions are gen-
erally larger than the cations, the structures can be thought of as consisting of a close-packed array
of the anions with the voids or interstices being occupied by the cations. The opposite would be
the case when the cations are larger than the anions. Generally, ionic radii correspond actually to
free ions and not to ions in crystals. However, the anions in the metal oxide do not exist as O2� in
free space but are subject to a Madelung potential, giving rise to a contraction of the charge cloud,
while cations are subject to a negative potential causing an opposing effect. Let us, for example,
consider MgO, which is a highly ionic compound. The crystal structure of MgO indicates that the
distance between the nuclei of O2� and Mg2� is 2.08 Å (0.208 nm). However, the size of the free
ions would predict a distance of 2.12 Å. Hence, the effect of lattice potentials can be seen in this
difference.

The ionic model suggests that the filled orbitals of highest energy are the filled O 2p on O2� and
that the lowest unoccupied ones are the empty Mg 3s orbitals on Mg2�. The ionic model is at best
a semiempirical approach to describe the properties of the ionic compound. The optical band gaps
(Eg) of insulators are generally over 5 eV. For example, the band gaps of MgO, CaO, SrO, and BaO
are 7.7, 6.9, 5.3, and 4.4 eV, respectively. It is a popular misconception that insulators do not con-
duct electricity because they do not have electrons which can move around. The fact is that the dif-
ference in energy levels between the conduction band edge and the valence band edge is very large
compared to the thermal energy of the electron, i.e., Eg �� kT, and so it is not possible for the ma-
terial to conduct at room temperature.

2.2.3 Semiconductors (Ionic–Covalent Bonding)

In compound semiconductors, the difference in electronegativity leads to a combination of both
covalent and ionic bonding. In semiconductor metal oxides, the band gap is of almost similar mag-
nitude to that of the thermal energy of the electron, i.e., Eg ~ kT. Hence, it is possible to excite the
electrons from the valence band to the conduction band with relatively less energy (heating or UV

eV. The
semiconductors that are most popularly studied are TiO2 and ZnO. Other examples include WO3

and SrTiO3. All of these semiconductors have a band gap of ~3.2 eV and hence require ultraviolet

an illustration of the band structure in insulators and in semiconductors. Titanium dioxide is a pop-
ular semiconductor oxide used as a pigment in paints and increasingly as a photocatalyst for the
degradation of pollutants.6 In TiO2, the valence band is composed mainly of O 2p orbitals and the
conduction band of Ti 3d orbitals. However, there is some covalent mixing or hybridization of these
levels, which is greater in the lower bonding part of the valence band than in the upper nonbonding
part. It is difficult to prepare many transition metal oxide semiconductors without large defect con-
centrations, and hence their intrinsic properties are difficult to be accurately determined. Even in
TiO2, where reasonably pure and stoichiometric materials can be made, defects can be very easily
introduced. The presence of such defects in various oxides such as ZnO and SnO2 leads to semi-
conducting properties.

2.2.4 Crystal Structures

The chemistry of metal oxides can be understood only when their crystal structure is under-
stood. Knowledge of the geometric structure is thus a prerequisite to understanding the properties
of metal oxides. The bulk structure of polycrystalline solids can usually be determined by x-ray
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radiation to promote an electron from the conduction band to the valence band. Figure 2.1 shows

and visible light excitation). The optical band gaps of semiconductor metal oxides are ~3



crystallography. In recent years, it has been possible to obtain the detailed structure of the oxides in
powder form by employing x-ray and neutron diffraction methods. In fact, these two techniques are
used because of the availability of synchrotron x-rays and pulsed neutron sources. In this subsec-
tion, we shall describe some of the bulk structures of the metal oxides. At the moment though, we

and including the surface planes. In the subsequent section, we shall consider the local or mi-
crostructure of the oxides, often arising from defects or compositional changes.

The simplest of structures is the rock salt structure, depicted in Figure 2.2a. Magnesium oxide
is considered to be the simplest oxide for a number of reasons. It is an ionic oxide with a 6:6 octa-
hedral coordination and it has a very simple structure — the cubic NaCl structure. The structure is
generally described as a cubic close packing (ABC-type packing) of oxygen atoms in the 〈111〉 di-
rection forming octahedral cavities. This structure is exhibited by other alkaline earth metal oxides
such as BaO, CaO, and monoxides of 3d transition metals as well as lanthanides and actinides such
as TiO, NiO, EuO, and NpO. 

The wurtzite structure with hexagonal symmetry depicted in Figure 2.2b has a 4:4 tetrahedral
coordination arising from HCP arrangement of anions with half the tetrahedral sites occupied by
the cations. Examples include ZnO and BeO. 

The rutile structure shown in Figure 2.2c is tetragonal and consists of an infinite array of TiO6

octahedra linked through opposite edges along the c-axis. Many tetravalent oxides (Ti, V, Cr, Mn,
Nb, Sn, Pb, Ir, and W) crystallize in this structure. Other oxides such as VO2, MoO2, TcO2, NbO2,
and WO2 have a distorted rutile structure. Further, it is possible to substitute stoichiometrically equiv-
alent amounts of appropriate cations to obtain ternary compounds such as CrNbO4, FeNbO4, etc. 

Another important structure is the fluorite structure exhibited by oxides with the formula MO2. The
coordination of the cation/anion is 8:4. The fluorite structure shown in Figure 2.2d consists of a cubic
close-packed array of cations in which all the tetrahedral sites are occupied by anions. The fluorite
structure corresponding to the mineral CaF2 is exhibited in oxides such as ZrO2, HfO2, UO2, and TbO2.
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(a) (b)

(c) (d)

O
Zn

Figure 2.2 Metal oxides with (a) rock salt, (b) wurtzite, (c) rutile, and (d) fluorite structures.
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shall restrict ourselves to ideal crystals, in which the bulk atomic arrangement is maintained up to



The structures of ternary oxides such as spinels, perovskites, pyrochlores, layered cuprates
(high-Tc superconductors), and other lamellar oxides are fascinating subjects by themselves and are
beyond the scope of the present discussion. 

2.3 SURFACE STRUCTURES

As described in the introduction, metal oxides are key components of a wide range of industrial
catalysts. Since catalysis occurs mainly on the surface, the surface properties of the metal oxides
assume great importance. The study of the field of metal-oxide surface structures is quite young
compared to that of metals or semiconductors. The applications of several ultra-high- vacuum
(UHV) techniques in the last 20 years have led to a surge of interest in the study of metal oxide sur-
faces. There are several reasons for the lag in the growth of knowledge of metal oxide surfaces. The
electronic structure of metal oxides is much more complex than that of metals or semiconductors.
The number of atoms per unit cell along with the reduced symmetry at the surface and the neces-
sity to separate the surface and bulk effects makes the task of evaluating the surface properties of
the metal oxides a daunting one. Another difficulty is a practical one related to experimental tech-
niques used by surface scientists. Many of the oxides such as MgO and alumina are very good in-
sulators and are of great importance to chemical industries. However, many of the powerful surface
science techniques such as x-ray photoelectron spectroscopy (XPS) and ultraviolet photoelectron
spectroscopy (UPS) involve emission or absorption of charged particles, whether they are ions or
electrons. Samples that have negligible conductivity often cannot be studied by these techniques
due to surface charging. However, such problems have been circumvented to some degree during
the last decade. However, in spite of all the progress made, the fact remains that the range of ex-
perimental techniques to probe metal oxide surfaces is smaller than with metals or semiconductors.
A comprehensive work devoted to the surface science of metal oxides may be found in the book by
Heinrich and Cox.1 Heinrich and Cox have made an extensive compilation of the literature pertain-
ing to the surface of metal oxides and the book has nearly 1000 references. 

According to Idriss and Barteau,7 the surface of a metal oxide resembles the metal center of
mononuclear metal complexes in solution, more than it resembles metal atoms on an extended
metal surface. The absence of metal–metal bonds due to the presence of bridging oxygen anions
makes the metal cations isolated from each other. Also, the metal centers are not in their zero-va-
lent state unlike the metal centers on a bulk metal surface. Thus, these authors strongly contend that
metal oxides find strong analogies with organometallic chemistry and homogeneous catalysis by
transition metal complexes. Thus, analogous to organometallic complexes, the key concepts appli-
cable to oxide surfaces are their coordination environment, oxidation state, and redox properties. 

2.3.1 Surface Reconstruction

dergo thermal rearrangement, which is called surface reconstruction or faceting. This arises from
two factors, the first being the need for charge balancing at the surface of ionic solids. The second
factor is that the average coordination of the metal center on the oxide surface is lower than in bulk

perienced by the surface atoms are different compared to the bonding environment in the bulk, and
hence each atom tries to minimize the energy and maximize the coordination; this leads to a re-

tures that minimize surface polarity and the number of dangling bonds at the surface. An important
consequence of surface reconstruction is that polar surfaces are never truly stable. For example,
when Mg is burned in air or oxygen, the MgO particles that are formed are almost perfect cubes
having (100) faces. Thus, nearly all work on the surface properties of rocksalt oxides have been
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An important factor affecting the property of the surface of the metal oxide is their ability to un-

constructed surface as shown in Figure 2.3. These effects tend to cause reconstruction to form struc-

metals and this leads to the creation of coordination vacancies to balance the charge. The forces ex-



done on (100) surfaces. Attempts to prepare (110) and (111) surfaces have been partially success-
ful, although they tend to reconstruct to surfaces containing (100) planes in order to minimize the
surface energy. However, in some cases, the (110) and (111) planes may be stabilized by impuri-
ties. The net result is that even low Miller index planes of surfaces undergo reconstruction and
faceting. The tendency of surfaces to undergo reconstruction makes it more difficult to vary surface
structure of any given oxide. However, it makes it possible to examine the various reconstructed sur-
face structures using only one single-crystal sample. Although the surface reconstruction produces
new and interesting reactivity patterns, it also produces a greater challenge to define surface struc-
ture and relate it to surface reactivity, since the ultimate goal of a surface scientist is to understand
the chemical reactivity in relation to the geometric structure of the oxide surface.

A set of simple physical and chemical principles can be used to understand and predict the sur-
face reconstruction or faceting, which occurs on oxide surfaces.8,9 These include: (1) autocompen-
sation of stable surfaces, (2) rehybridization of the dangling bond charge density, (3) formation of
an insulating surface, (4) conservation of near-neighbor bond lengths (which minimize the forma-
tion of surface strain fields), and (5) surface kinetic factors. We shall briefly discuss all of these fac-
tors governing the surface reconstruction of metal oxide.

The autocompensation model states that the energetically most stable surfaces are those for
which all the cation-derived dangling bonds are completely empty and all anion-derived dangling
bonds are completely full. Thus, this model predicts which rearrangement of atoms and which sur-
face terminations will be stable and exist.10 Surface autocompensation is a necessary but insufficient
condition for a stable structure. This means that there may be several autocompensated surfaces that
are stable but not observed, presumably because some other autocompensated surfaces are more
stable energetically. However, the main drawback of this model is that it cannot predict interlayer
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Figure 2.3 A simple model depicting reconstruction on the surface of a material: (a) ideal surface and (b) re-
constructed surface.
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relaxations. Based on the autocompensation principles, for example for �-Fe2O3 (0001) and Fe3O4

(0001) surfaces, the most stable surface structures contain Fe atoms terminated at the surface. 
Once a particular surface structure has been determined to be stable (i.e., autocompensated), the

primary factor determining the nature of the surface reconstruction is the energy that can be gained
by rehybridizing the surface dangling bond charge density in response to the reduced coordination
at the surface. As a consequence, a charge transfer between the atoms at the surface takes place and
this results in the formation of new bonds between surface atoms adsorbed to the surface (also
known as adatoms). The formation of new bonds on the surface leads to different chemical and
physical properties at the surface.11

A third factor responsible for surface reconstruction is the formation of insulating surfaces.
Surface dimerization or adsorption leads to the pairing of electrons in the surface dangling bonds.
As a result, there is an opening up of a gap between the occupied and unoccupied surface states and
hence an insulating surface is formed. The formation of such an insulating surface results in the sta-
bilization of the occupied surface states while destabilizing the unoccupied surface states. This re-
sults in a net lowering of the surface energy.

The surface atoms change their positions in order to minimize the energy of the dangling bond
charge density, as discussed earlier. As a result, there are changes in the local bonding environment
(near-neighbor bond lengths and bond angles). This leads to the formation of local strain fields that
are energetically unfavorable. Changes in near-neighbor bond lengths cost the most energy and at
times even prevent the surface atoms from moving. Hence, the reconstruction of a surface results from
a balance of energy lowering due to rehybridization of the dangling bond charge density, formation of
insulating surface, and the elastic energy cost in conservation of near-neighbor bond lengths. 

The last factor affecting the surface reconstruction is kinetics. This is important since the exper-
imentally observed surface is that which is kinetically accessible under the experimental conditions.
This no longer guarantees that the observed surface is the thermodynamically most stable surface.
For example, for cleaved surfaces, the experimentally observed surface is activationless, i.e., the ac-
tivation barrier to reconstruction is less than the energy supplied by the cleavage process. Thus the
surface geometry that is exhibited is an energy balance between formation of local strain fields and
rehybridization of surface dangling bond charge density.

It is also worth mentioning briefly the various techniques used for surface determination. The bulk
geometrical structures of all crystalline solids are known accurately, but the geometric arrangement of
atoms and ions on the surface of solids is known only for a relatively small number of materials. Low-
energy electron diffraction (LEED), ion scattering spectroscopy (ISS), and extended x-ray absorption
fine structure (EXAFS) are some of the techniques used to understand the geometric arrangement of
atoms.12 Also of considerable importance are scanning tunneling microscopy (STM) and atomic force
microscopy (AFM) to probe the surface structures of oxides.13,14 These two surface structural tech-
niques are truly local in that they image individual atoms and do not necessarily rely on long-range
order to produce a signal. Higher spatial resolution has been achieved with STM (~1 Å lateral and
~0.1 Å vertical), but the STM technique requires a conducting surface. 

2.3.2 Defect Sites

Thermodynamic considerations imply that all crystals must contain a certain number of defects
at nonzero temperatures (0 K). Defects are important because they are much more abundant at sur-
faces than in bulk, and in oxides they are usually responsible for many of the catalytic and chemi-
cal properties.15 Bulk defects may be classified either as point defects or as extended defects such
as line defects and planar defects. Examples of point defects in crystals are Frenkel (vacancy plus
interstitial of the same type) and Schottky (balancing pairs of vacancies) types of defects. On oxide
surfaces, the point defects can be cation or anion vacancies or adatoms. Measurements of the elec-
tronic structure of a variety of oxide surfaces have shown that the predominant type of defect
formed when samples are heated are oxygen vacancies.16 Hence, most of the surface models of
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oxides have oxygen vacancies. Cation vacancies also exist on oxide surfaces but are considered to
be less important when compared with oxygen vacancies. Planar defects include the surface itself,
grain boundaries, and crystallographic shear (CS) plane. Point defects may cluster and aggregate in
numerous ways: the formation of a crystallographic shear plane can be regarded as the association
of oxygen vacancies along a lattice plane accompanied by a shear of the structure in such a way as
to eliminate the vacancies completely. 

A block model of defects on a single-crystal surface is depicted in Figure 2.4.17 The surface it-
self in reality is a two-dimensional defect of the bulk material. In addition, one-dimensional defects
in the form of steps which have zero-dimensional defects in the form of kink sites. Terraces, which
are also shown in the figure, have a variety of surface sites and may also exhibit vacancies, adatoms,
and point defects. Surface boundaries may be formed as a result of surface reconstruction of sev-
eral equivalent orientations on terraces.

It is worthwhile to look at the geometry of a simple oxide surface in order to fully appreciate
the importance of defects in surface chemistry. The MgO structure as mentioned previously is the
simplest oxide not only from the point of view of arrangement of atoms, but more importantly
the surface energy is far lower for the (100) surface for MgO than for any other oxide. It is
interesting to note that periclase (MgO) occurs naturally as octahedral crystals having predomi-
nantly (111) faces, but the ideal MgO (111) surface is polar and hence highly unstable. As men-
tioned previously, the (111) planes tend to reconstruct to (100) planes to minimize the surface
energy. Figure 2.5 shows the representation of the surface (100) plane of MgO.18 The cations and
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Figure 2.4 A simple model depicting the various types of defects formed on a single-crystal oxide surface.
(Reproduced from Brown, G. E. et al., Chem. Rev. 1999, 99, 77–174. Copyright 1999, American
Chemical Society. With permission.)
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Figure 2.5 Representation of a surface (100) plane of MgO showing steps, kinks, and terraces, which provide
sites for Mn� and low-coordination oxygen anions. (Reproduced from Dyrek, K. and Che, M., Chem.
Rev. 1997, 97, 305–331. Copyright 1997, American Chemical Society. With permission.)

CRC_DK3277_ch002.qxd  3/8/2006  11:45 AM  Page 47

© 2006 by Taylor & Francis Group, LLC



anions on the MgO (100) surface have five nearest-neighbor atoms, four in the surface plane, and
one directly below it in the second plane. 

2.3.3 Hydroxyl Groups

When a metal oxide surface is exposed to water, adsorption of water molecules takes place as
shown in Equation 2.1. Cation sites can be considered as Lewis acids and interact with donor mol-
ecules like water through a combination of ion–dipole attraction and orbital overlap. Subsequent
protonation and deprotonation of the surface hydroxyls produce charged oxide surfaces as shown
in Equation 2.2 and Equation 2.3, respectively:

(2.1)

(2.2)

(2.3)

Hence the surface hydroxyl groups can act as either a basic site (Equation 2.2) or as an acidic
site (Equation 2.3).

Adsorption of water is thought to occur mainly at steps and defects and is very common on
polycrystalline surfaces, and hence the metal oxides are frequently covered with hydroxyl groups.
On prolonged exposure, hydroxide formation may proceed into the bulk of the solid in certain cases
as with very basic oxides such as BaO. The adsorption of water may either be a dissociative or
nondissociative process and has been investigated on surfaces such as MgO, CaO, TiO2, and
SrTiO3.

16 These studies illustrate the fact that water molecules react dissociatively with defect sites
at very low water-vapor pressures (�10�9 torr) and then with terrace sites at water-vapor pressures
that exceed a threshold pressure. Hydroxyl groups will be further discussed in the context of
Bronsted acids and Lewis bases. 

2.4 SOLID ACIDS AND BASES

Before we discuss the acidity and basicity of metal oxides, the definitions of acidity and basic-
ity as originally proposed by Bronsted and Lewis is worth mentioning. Lowry and Bronsted inde-
pendently proposed that an acid is any hydrogen-containing species that is capable of releasing a
proton, while a base is any species that is capable of accepting a proton.19,20 According to this view,
an acid HA is in equilibrium with a base B to give rise to the conjugated base of HA, A� and the
conjugated acid of B, HB� as follows:

(2.4)

In the same year, Lewis proposed an alternative definition. According to Lewis, an acid is any
species that can accept a pair of electrons because of the presence of an incomplete electronic
grouping. Hence, a Lewis base is any species that possesses a nonbonding electron pair that can the
donated to form a coordination or dative bond. The Lewis acid–base interaction is given by 

(2.5)

Thus, according to the above definitions, Lewis bases are also Bronsted bases but Lewis acids
do not correspond to Bronsted acids.

B A B A� � � �� �

HA B A HB� � � �

MOH MO Hsurf surf→ � �

MOH H MOHsurf 2surf� � �→

MO H O MO.H O MOH.OHsurf 2 2 surf surf� → →

48 SURFACE AND NANOMOLECULAR CATALYSIS

CRC_DK3277_ch002.qxd  3/8/2006  11:45 AM  Page 48

© 2006 by Taylor & Francis Group, LLC



As discussed in the previous sections, the surface of a metal oxide consists of unsaturated metal
cations and oxide anions. In the case of highly ionic oxides, the ions can act as acids and bases ac-
cording to the Lewis definition. Therefore, Lewis acid sites (coordinatively unsaturated cations) and
basic sites (oxide anions) are normally associated at the surface of ionic metal oxides. The interac-
tion of water (invariably present) converts the surface of the oxide into hydroxyl groups and these
groups behave as Bronsted acids, although they mostly behave as basic hydroxyl groups because
the bond with which they are held to a metal cation is ionic. In the case of covalent oxides such as
SiO2, water irreversibly coordinates to the surface of these oxides and hence Lewis acidity disap-
pears completely and the formation of surface hydroxyl groups partially is responsible for Bronsted
acidity. The oxides of metals in high oxidation state (such as V2O5, WO3, and MoO3) are also char-
acterized by high covalency. Thus, they exhibit weak or no basicity. However, the presence of
metal–oxygen double bonds leads to the presence of strong Lewis acidity in some cases. Further,
the dissociative adsorption of water on the surface results in delocalization of the anion charge,
which results in medium-to-strong Bronsted acidity. 

2.4.1 Metal Cations as Lewis Acids

For clean metal oxide surfaces, without any hydroxyl groups or surface protons, the catalytic be-
havior of the oxide surfaces is mainly explained in terms of Lewis acidity and basicity. The coordi-
natively unsaturated cations exposed at the surface of the metal oxide gives rise to surface Lewis acid
sites. Thus, basic molecules can react to either form a coordinative bond or increase the overall co-
ordination of the surface cation. The interaction of the surface metal cation and the basic molecule
depends on the polarizing power of the unsaturated cation and the basic strength of the adsorbate.
Different strengths of Lewis acid sites can be found on oxide surfaces pertaining to different coordi-
nation of the surface metal ions. For example, on TiO2 surfaces, the presence of two types of Lewis
acid sites have been observed and they have been attributed to five- and fourfold coordinated tita-
nium cations situated on different faces (edges, corners, and steps).21 The adsorption of probe mole-
cules such as pyridine, piperidine, ammonia, CO, and NO has been used for characterization of
acid/base properties of surface sites on oxides. These characterizations are in turn helpful to explain
the catalytic behavior of oxide surfaces. 

2.4.2 Oxygen Anions as Lewis Bases

The electron-rich oxygen anions exhibit basic electron donor capacity. Basic metal oxides are com-
monly used for neutralizing or scrubbing acidic gases. Alkaline earth metal oxides have been used for
the removal of NOx. The surfaces of cubic alkaline metal oxide such as MgO, CaO, and BaO are dom-
inated by the Lewis basicity of surface oxide anions. The basicity increases down the alkaline earth
family as the metal ion radii become larger and the charge on the metal ion becomes more positive. 

Adsorption of Lewis acids such as CO2, SO2, or SO3 can thus be expected to bond to the oxide
surfaces at the anion sites forming surface carbonate (CO3

2�), sulfite (SO3
2�), and sulfate (SO4

2�),
respectively. However, the resulting species formed at the surface may have different coordination
geometries. The interaction of CO2 can be regarded as an acid–base reaction between the basic
oxide and acidic CO2 to form surface carbonates. But this simplistic view ignores the variations in
the coordination of CO2 with the oxide surface. One can have a monodentate or a bidentate car-
bonate species formed on the surface. The formation of a monodentate carbonate species requires
only direct interaction with the surface oxide anion, whereas the formation of a bidentate species
most likely requires the interaction of CO2 with oxide anions as well as neighboring cations. In ad-
dition to these species, one can have bent and linear unperturbed physisorbed species. A variety of
different coordination environments of oxygen anions may be encountered on different oxide ma-
terials or different surface orientations of the same material itself. Thus, the metal oxide surfaces
can exhibit different strengths of basicity, i.e., surface heterogeneity. 
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2.4.3 Hydroxyl Groups as Bronsted Acids and Lewis Bases

The surfaces of oxide materials are heterogeneous due to the presence of surface defects, dif-
ferent crystallite faces that terminate the surface, and alsothe presence of multiple hydroxyl
groups. The surface properties of a metal oxide thus depend on the distribution, concentration, and
nature of the hydroxyl groups. The number of surface hydroxyl groups on an oxide surface has
been estimated to be as high as 5 OH/nm2 in the case of SiO2.

22 For example, on a silica surface,
two main types of surface hydroxyl groups (silanol) have been identified. The first type is a single
hydroxyl group attached to silicon (single silanols or Q3 sites) and the second type are those with
two hydroxyl groups attached to each silicon (geminal silanols or Q2 sites). Surface hydroxyl those

sites and are active sites for anchoring or immobilizing chemically active chemical species. The
hydroxyl groups that are bonded to metal ions constitute Bronsted acid sites due to their ability to
release protons. The stability of the surface hydroxyl groups is temperature-dependent. Complete
dehydroxylation is not complete even at temperatures as high as 1100°C. However, during dehy-
droxylation, two neighboring hydroxyl groups can be dehydrated (resulting in the loss of a water
molecule) leading to the formation of a Lewis base site. Various spectroscopic techniques such as
nuclear magnetic resonance (NMR),23 infra-red (IR),24 Raman,25 chemical probes, and other ana-
lytic tools have been used to investigate surface hydroxyl groups. The concentration of hydroxyl
groups and therefore the concentration of Bronsted acid sites could be obtained from these spec-
troscopic techniques. This will be discussed in detail in the following section. 

2.4.4 Spectroscopic Methods of Detecting Lewis Acidity/Basicity and Bronsted
Acidity/Basicity

Many methods have been developed to detect the Lewis acidity/basicity and Bronsted acid-
ity/basicity. Liquid- or gas-phase titration, UV spectroscopy, and calorimetry are some of the non-
spectroscopic methods of detecting acidity and basicity of an oxide material.26 However, we shall
confine our discussion to the spectroscopic methods of detecting the acidity and basicity of an oxide
material. IR, Raman, and NMR are the common spectroscopic techniques used to quantify the acid-
ity or basicity of an oxide material. 

The Raman and IR detection of surface acid–base centers is based on the observation of vibrational
changes when probe molecules (such as pyridine, CO2, and CO) are adsorbed on them. As discussed
earlier, the presence of coordinatively unsaturated metal ions on the surface give rise to Lewis acidity
in an ionic oxide. Consequently, basic molecules can interact with these sites to increase the coordi-
nation of the surface metal ion. The Lewis interaction is dependent on the basic strength of the adsor-
bate and on the polarizing power of the metal cation (charge-to-ionic radius ratio). Upon adsorption of
a basic molecule, electrons flow from the basic molecules to the catalyst surface. This results in an
electronic perturbation and the lowering of the symmetry. As a consequence, a vibrational perturbation
of the adsorbate molecules is observed. In most cases, the vibrational perturbation consists of shifts in
vibrational frequencies. The shift in the vibrational frequency is a measure of the Lewis strength of the
surface site. The more pronounced the shift in the vibrational frequency, the greater is the Lewis
strength of the surface site. Thus, the shift of the position of the bands of the adsorbate molecule can
be taken as a measure of the Lewis acid strength of the surface sites. IR spectroscopy in particular has
proven to be a powerful technique since it allows one to directly probe the hydroxyls present on a solid
surface. In principle, it is also possible to quantitatively estimate the strength of the different types of
hydroxyl groups.

Two types of probe molecules have been used for the detection of Lewis and Bronsted acid sites.
The first involves the adsorption of relatively strong basic molecules such as pyridine, ammonia,
quinoline, and diazines. The second kind involves the adsorption of weak base molecules such as
CO, NO, acetone, acetonitrile, and olefins. The pioneering works of Parry27 and Hughes and
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White28 indicated that the adsorption of pyridine molecule can be used to determine the concentra-
tion of Bronsted and Lewis acid sites. When IR is used in conjunction with thermal desorption, an
estimation of the acid strength distribution can be obtained. 

Pyridine is toxic and also has low volatility. In spite of these drawbacks, pyridine is still the most
widely used basic probe molecule for surface acidity characterization. The characteristic bands of pyri-
dine protonated by Bronsted acid sites (pyridinium ions) appear at ~1640 and 1540 cm�1. The bands
from pyridine coordinated to Lewis acid sites appear at ~1620 and 1450 cm�1. From a measurement
of the intensity of the bands and the values of the extinction coefficients reported in literature,28–30 it is
thus possible to calculate the number of Bronsted and Lewis acid sites. When different hydroxyl groups
are present on a metal oxide surface, it is possible to look at the stretching frequency of the different
hydroxyl groups before and after adsorption. Heating the oxide progressively to higher temperatures
causes desorption of some of the pyridine molecules and thus it is possible to determine which hy-
droxyl groups are acidic, and their relative acid strength. Laser Raman spectroscopy can also be used
to observe the adsorption of pyridine on Bronsted and Lewis acid sites. However, Raman spectroscopy
has a lower sensitivity for the detection of Bronsted acidity. Ammonia can also be used to distinguish
between Bronsted and Lewis acid sites since it gives IR bands due to NH4

� and NH3 coordinated to
Lewis acid sites. Bronsted acid sites can be selectively measured by IR using substituted pyridines such
as 2,6-dimethylpyridine as the probe molecule. 

Basic molecules such as pyridine and NH3 have been the popular choice as the basic probe mol-
ecules since they are stable and one can differentiate and quantify the Bronsted and Lewis sites.
Their main drawback is that they are very strong bases and hence adsorb nonspecifically even on
the weakest acid sites. Therefore, weaker bases such as CO, NO, and acetonitrile have been used as
probe molecules for solid acid catalysts. Adsorption of CO at low temperatures (77 K) is com-
monly used because CO is a weak base, has a small molecular size, a very intense �C�O band that
is quite sensitive to perturbations, is unreactive at low temperature, and interacts specifically with
hydroxyl groups and metal cationic Lewis acid sites.26

Thus far, we have discussed the properties of the metal oxide, the surface structures, and their
acid–base behavior. In the concluding section, we shall discuss some important catalytic reactions
occurring on oxide surfaces. 

2.5 EXAMPLES OF CATALYSIS

2.5.1 Examples of Solid Acids and Bases

As discussed in the previous section, metal oxides have both acidic and basic properties. The
acid–base properties of metal oxides have led to many interesting catalytic reactions. Catalytic re-
actions such as H2–D2 exchange, hydrogenation, isomerization, dehydrogenation, dehydrohalo-
genation, and benzylation can be considered as examples of acid–base catalysis reactions.31–36

These reactions will be briefly discussed in the following section. The remarkable properties of
MgO as a catalyst have been well documented in the literature and we shall discuss some of these
unique catalytic properties. 

2.5.1.1 Hydrogen–Deuterium Exchange Reaction

Metal oxides catalyze the exchange between elemental hydrogen and deuterium (through ex-
change with the OH group) and the H–D exchange of saturated hydrocarbons. MgO is an important
base catalyst because the electron-rich oxygen anions on the MgO surface act as electron-donating
sites (basic), while the electron-deficient magnesium ions act as weak electron-accepting sites.
Many catalytic reactions such as isomerization, hydrogenation of conjugated dienes, amination, and
H–D exchange have been shown to be base-catalyzed.37 Tanabe and coworkers38,39 have shown that
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several basic oxides such as MgO, CaO, SrO, BaO, and La2O3 are active for H–D exchange reac-
tions. In these catalytic reactions, the first step involves the heterolytic dissolution of the adsorbed
molecules (R-H → R�

ads � H�
ads) through an acid–base-type interaction on the surface of MgO.

This results in the formation of protons adsorbed on oxygen anions and conjugate base anions (car-
banions) adsorbed on magnesium cations. The formation of carbanions has been verified by Stone
and coworkers,40 who measured the formation of carbanions by allowing them to react with O2 and
measuring the relative amount of O2

– by electron spin resonance (ESR) studies. The reactions oc-
curring on the surface of MgO can be summarized by the following equations:

(2.6)

(2.7)

The ESR signal due to O2
� demonstrates that the heterolytic activation of R–H has occurred. An

interesting feature of the H–D exchange reactions over the MgO surface is the low activation energy,
i.e., Ea ~ 2 kcal/mol. This is lower than the gas phase Ea for the reaction H� � D2 → 2 D� � HD. The
high activity of the ionic oxides has been attributed to the presence of basic sites and in particular to
defect sites that are formed during the oxide preparation that persist even at elevated temperatures.41,42

2.5.1.2 Hydrogenation (1,3-Butadiene � D2) 

Another novel catalytic property of MgO is its high activity and selectivity for the hydrogena-
tion (deuteriogenation) of 1,3-butadiene to cis-2-butene.43 Preferential formation of cis-2-butene
containing 2 D atoms was observed. During the course of the hydrogenation reaction, the molecu-
lar identity of hydrogen (or D2) is maintained, i.e., both H (or D) atoms in a H2 (or D2) molecule
are incorporated into one hydrogenated molecule. A similar behavior was exhibited by ZnO for the
hydrogenation of 1,3-butadiene. Once again, the products formed were those that resulted from an
addition of two H (or D) atoms to the original double bond. The mechanism for the deuteriogena-
tion of 1,3-butadiene as suggested by Tanabe et al.43 is as follows. 1,3-Butadiene consists of 93%
trans conformer and 7% cis conformer in the gas phase. Deuterium adsorbs heterolytically to form
D� and D�. A �-allyl carbanion of the trans form is formed by the attack of D� on to a terminal
carbon atom. This can either undergo interconversion to form cis allyl anion or react with D� to
form cis-2-butene. The electron density in a �-allyl carbanion is highest at the other terminal car-
bon atom and hence D� selectively attacks the other carbon atom to form cis-2-butene-d2. On al-
kaline earth oxides such as MgO, BaO, and SrO, the interconversion between the trans allyl anion
and the cis allyl anion is faster than the addition of D�. Thus cis-2-butene-d2 is preferentially
formed.43 However, in the cases of ThO2, ZrO2, and rare earth oxides, the addition is faster than the
interconversion and hence trans-2-butene-d2 is the main product. 

The hydrogenation reactions occurring on heterogeneous basic catalysts have characteristic fea-
tures, which distinguish heterogeneous basic catalysts from transition metal catalysts.44 The key
features of the base-catalyzed hydrogenation reactions are as follows:

1. There is a preferential formation of 1,4- addition of H atoms in contrast to 1,2- addition which is
commonly observed for conventional hydrogenation catalysts. For example, as discussed above in
the case of MgO-catalyzed hydrogenation, 2-butene is preferentially formed while 1-butene is the
main product over conventional hydrogenation catalysts.

2. There is retention of the molecular identity of H atoms during reaction. The two H atoms used for
hydrogenation of a reactant molecule originate from the same hydrogen molecule.

3. The dissociation of H2 (or D2) is heterolytic from H� and H� (or D� and D�) on these metal oxides.
This is different from conventional metal-based hydrogenation catalysts where H2 dissociates
homolytically and 2H. molecules are formed.

R O (g) R Oads 2 2 surf
� �� �→ i

R - H R Hsurf surf→ � ��
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The active sites for hydrogenation on alkaline earth oxides such as MgO are believed to be
Mg2�

3c–O2�
3c pairs of low coordination. 

2.5.1.3 Dehydration and Dehydrogenation

In general, alcohols undergo dehydrogenation to aldehydes or ketones, and dehydration to
alkenes over basic catalysts. The catalytic decomposition of alcohols on oxide catalysts via dehy-
drogenation and dehydration is considered as a simple route for the production of valuable chemi-
cal compounds such as ethane, propylene, and hence has been widely studied in the past decades
by several catalysis scientists. Different reaction mechanisms, such as E1, E2, or E1CB have been
proposed to explain the product distribution. The surface acid or basic sites participating in the de-
hydration reaction lead to the formation of alkenes whereas basic or redox sites in dehydrogenation
lead to the formation of aldehydes or ketones. In fact, the decomposition of alcohols has become a
well-established probe for the study of the surface acid–base and redox properties of heterogeneous
oxide catalysts.45 Basic catalysts such as ZnO, MgO, Cr2O3, and CuO are active for alcohol dehy-
drogenation. In general, dehydration is thought to be catalyzed by surface Bronsted acid sites, while
the dehydrogenation sites are surface base sites or acid–base site pairs. However, single-crystal
oxides investigated in UHV experiments can dehydrate alcohols in spite of the fact that they are de-
void of Bronsted acid sites. 

2.5.1.4 Dehydrochlorination

The disposal and destruction of chlorinated compounds is a subject of great importance. In fact,
in 1993, some environmental groups had proposed the need for a chlorine-free economy. The cost
of complete elimination of chlorinated compounds is quite staggering with the latest estimate as
high as $160 billion/year.46 The most common method to destroy chlorocarbons is by high-temper-
ature thermal oxidation (incineration).47 The toxic chlorinated compounds seem to be completely
destroyed at high temperatures; however, there is concern about the formation of toxic by-products
such as dioxins and furans.48

The dehydrochlorination can be expressed by the equation 

(2.8)

Oxidative catalysis over metal oxides yields mainly HCl and CO2. Catalysts such as V2O3 and
Cr2O3 have been used with some success.49,50 In recent years, nanoscale MgO and CaO prepared by
a modified aerogel/hypercritical drying procedure (abbreviated as AP-CaO) and AP-MgO, were
found to be superior to conventionally prepared (henceforth denoted as CP) CP-CaO, CP-MgO, and
commercial CaO/MgO catalysts for the dehydrochlorination of several toxic chlorinated sub-
stances.51,52 The interaction of 1-chlorobutane with nanocrystalline MgO at 200 to 350°C results in
both stoichiometric and catalytic dehydrochlorination of 1-chlorobutane to isomers of butene and
simultaneous topochemical conversion of MgO to MgCl2.

53–55 The crystallite sizes in these
nanoscale materials are of the order of nanometers (~4 nm). These oxides are efficient due to the
presence of high concentration of low coordinated sites, structural defects on their surface, and
high-specific-surface area. 

2.5.1.5 Benzylation

Friedel–Crafts reactions involving electrophilic substitution of aromatic compounds have been
reported on solid base catalysts such as thallium oxide and MgO. The rates of benzylation of toluene
by benzyl chloride over MgO nanocrystals were found to be of the order CP-MgO � CM-MgO �
AP-MgO.56 An important observation in the study was that x-ray diffraction of the spent catalyst

R - CH - CH - Cl R - CH = CH HCl2 2 2→ �
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indicated that the CM-MgO bulk phase was unchanged, while CP and AP samples were converted
into MgCl2–MgO. Another interesting feature of the reaction was that the AP-MgO sample exhibited
an induction period whereas the CP-MgO did not. Thermogravimetric analyzer-mass spectrometer
(TGA–MS) studies indicate that the AP-MgO samples strongly adsorbed the organic species, mean-
ing that the catalytic sites were blocked. This is manifested in the observation of an induction period
of 80 min for AP-MgO. The unusual trends observed in the rates were explained in terms of the crys-
tal shapes of these oxide crystals. The CP-MgO samples are thin hexagonal platelets about 150 nm
in length and 10 nm in thickness, the CM samples are large cubic crystals, and the AP-MgO sam-
ples are small stacks of plates with numerous edges, corners, and crystal faces. The MgO (100) face
is perhaps the most important crystal face since the CP-MgO hexagonal crystals primarily expose the
(100) face surface and allow appropriate adsorption and desorption of the reactant molecules. 

2.5.1.6 Claisen–Schmidt Condensation-Asymmetric Epoxidation

Chiral epoxides are important precursors to natural products and drug molecules. Thus, asym-
metric epoxidation (AE) of �,�-unsaturated ketones to yield chiral epoxides is an important organic
reaction in the pharmaceutical industry. The chiral epoxides are generally prepared by homogeneous
catalytic processes; heterogeneous catalytic processes are preferred by the industry because of the
ease of work-up, handling and separation of reactants and products, and regenerability.
Nanocrystalline MgO was found to be a bifunctional heterogeneous catalyst for the Claisen–Schmidt
condensation (CSC) of benzaldehyde with acetophenone to yield chiral epoxy ketones with 58% yield
and 90% enantioselectivities (ee’s) in a two-pot reaction.57 Different MgO samples were evaluated for
the CSC–AE reactions to find the best catalyst. The samples that were studied were CM-MgO, CP-
MgO, and AP-MgO. However, AP-MgO was found to the most active catalyst in the condensation and
epoxidation reactions. The ee of the product was found to be as high as 90% in the case of AP-MgO,
as compared to 30% for CM-MgO and 0% for CP-MgO. The CSC and epoxidation reactions are base-
catalyzed reactions and hence the surface hydroxyl groups and O2� of AP-MgO are believed to be the
active species responsible for the reaction. The –OH groups present on the edge and corner sites of

the –OHs are situated on flat planes in close proximity with each other,thus hindering the adsorption

catalyst. 

2.5.2 Oxidation Catalysis

The Mars and van Krevelen58 mechanism is one of the most general mechanisms for oxidation
reactions on metallic oxides. The cooperation of redox sites and acid–base is a key feature in this
mechanism. The mechanism can be described by a series of elementary steps as follows: (1) acti-
vation of the substrate on a metallic cation, (2) insertion of oxygen from lattice oxygen, and (3)
transfer of one or more electrons and redox reaction at the metallic site. In the first step, metallic
cations act as Lewis acid sites and the surface O2� and OH groups constitute the basic sites. The
substrate then undergoes hydrogen abstraction, oxygen insertion, and finally electron transfer. Some
of the examples of oxidation catalysis believed to occur through this mechanism include oxidation
of butane to maleic anhydride, isobutyric acid oxidative dehydrogenation to methacrylic acid, and
propane oxidative dehydrogenation to propene.59–61

2.5.2.1 Oxidative Dehydrogenation — Vanadia

Vanadia catalysts exhibit high activity and selectivity for numerous oxidation reactions. The
reactions are partial oxidation of methane and methanol to formaldehyde, and oxidative dehydro-
genation of propane to propene and ethane to ethene.62–65 The catalytic activity and selectivity of
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of reactant molecules. Figure 2.6 shows the various reactions occurring over nanocrystalline AP-MgO

the AP-MgO surface are more isolated and hence accessible for epoxidation, whereas on CP-MgO,



vanadia have been found to depend on the structure of the vanadia species.63 Several techniques
such as Raman, IR, UV–visible, solid-state NMR and EXAFS have been used to elucidate the struc-
ture and geometry of vanadium species on the surface. Three types of vanadium species have been
identified: isolated VO4 species, polyvanadate species (ribbons and chains of VO4 units), and V2O5

crystallites. The distribution of vanadium species depends on a variety of factors such as vanadium
concentration on the surface and sample pretreatment conditions. At low vanadia concentrations,
monovanadate species are predominant. With increasing concentrations of vanadia, polyvanadate
species are formed. The VOx species undergoes structural transformations upon oxidation at high
temperatures and hence the active site responsible for the ODH reaction is still a matter of intense
controversy. However, it appears that tetrahedral V5� are the active sites for the oxidative dehydro-
genation of C2–C4 compounds.63

High-surface-area nanocrystalline MgO, Al2O3, and MgO–Al2O3 have been examined for the
oxidative dehydrogenation of butane to butadiene in the presence of small amounts of iodine.66

Molecular iodine shifts the equilibrium of the dehydrogenation reactions to the right and makes it
possible to achieve high butane conversion. Butadiene selectivity as high as 64% has been achieved
in the presence of small amounts of iodine (0.25 vol%) over a vanadia–magnesia catalyst at 82%
butane conversion. 

2.5.2.2 Oxidative Coupling of Methane

There are large reserves of natural gas throughout the world; in America alone, the Energy
Information Administration (EIA) estimates that there are 1190.62 Tcf of technically recoverable
natural gas. Natural gas is a combustible mixture of hydrocarbon gases, formed primarily of
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methane, but also including ethane, propane, butane, and pentane. It is proposed to be one of the
cleanest and safest of all the nonrenewable energy sources.67 Natural gas is a vital component of the
world’s supply of energy. New processes and technologies are necessary to convert this valuable re-
source into liquid fuels and chemical feedstocks. One such reaction that has received a great deal
of attention is the oxidative coupling of methane (OCM). Methane is passed separately or together
with oxygen over a metal oxide catalyst and converted into ethane, ethylene, CO, and CO2.
Ethylene, a key intermediate in the chemical industry, can be oligomerized into liquid fuel or used
for manufacture of other important chemicals such as alcohols. A large number of alkali, alkaline
and rare earth oxides were found to be active and selective for the oxidative coupling of methane.
The basic metal oxides such as MgO, SrO, CaO, and BaO were found to be selective for the OCM
reaction.68 It has been suggested that low-coordinated anion and cation sites, electron-deficient
oxide ions (O�), and anion vacancies are involved in this reaction. Evidence also suggests that the
gas phase coupling of methyl radicals is a major pathway for the formation of ethane and ethylene.69

2.5.3 Chloride–Oxide Exchange Catalysis

The carcinogenic and toxic properties of chlorocarbons have urged scientists to find efficient
ways to destroy them. The desired reaction is the complete oxidation of chlorocarbons to water,
CO2, and HCl, without the formation of any toxic by-products. High surface area and high surface
reactivity are desired properties of such destructive adsorbents, and nanoparticles fall into this cat-
egory. Nanoparticles will react to a greater extent than normal metal oxides because there are more
molecules of metal oxide available for reaction with chemicals adsorbed on the surface of the par-
ticles. Also, nanocrystals exhibit intrinsically higher chemical reactivities owing to the presence of
a large number of defect sites such as edges/corners, and high concentration of coordinatively un-
saturated ions. The mechanism to describe the oxidation of chlorocarbons has been developed and
involves chemisorption followed by surface to adsorbate oxygen transfer and adsorbate to surface
chlorine transfer, i.e., a chloride–oxide exchange. 

2.5.3.1 Chlorocarbons

CaO and MgO destroy chlorocarbons such as CCl4, CHCl3, and C2Cl4 at temperatures around
400 to 500°C in the absence of an oxidant, yielding mainly CO2 and the corresponding metal chlo-
rides.70–72 In this temperature range, the solid nanocrystalline oxides react nearly stoichiometrically.
Nanoparticles of MgO and CaO react with CCl4 to yield CaCl2 and CO2. The reaction with CHCl3

yields CaCl2, CO, and H2O, while C2Cl4 yields CaCl2, carbon, and CaCO3. All these reactions are
thermodynamically favorable; however, kinetic parameters demand that high-surface-area metal ox-
ides to be used. The mobility of oxygen and chlorine atoms in the bulk of the material becomes im-
portant and kinetic parameters involving the migration of these atoms are rate-limiting. The reaction
efficiencies can be improved by the presence of small amounts of transition metal oxide as catalyst;
for example, Fe2O3

shuttle chloride and oxide anions in and out of the base metal oxide (CaO or MgO) as shown in

Nanocrystalline MgO and CaO also allow the destruction of chlorinated benzenes (mono-, di-,
and trichlorobenzenes) at lower temperatures (700 to 900°C) than incineration.73 The presence of
hydrogen as a carrier gas allows still lower temperatures to be used (e.g., 500°C). MgO was found
to be more reactive than CaO as the latter induces the formation of more carbon. 

2.5.3.2 Freons

Freons are a family of compounds containing C–F bonds. The most common of the freons,
freon-12, CF2Cl2, was developed by Dupont in the 1930s as a substitute for ammonia that was used
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Figure 2.7.

on CaO. Morphological studies indicate that iron chloride intermediates help



at that time as the gas in refrigerators. However, in recent years, these chemicals are thought to be
responsible for the destruction of the ozone layer, allowing potentially dangerous levels of UV light
to reach the earth. These compounds are very difficult to decompose. Compounds such as C2F6,
C3F6, C2ClF, and CHF3 can be effectively mineralized over CaO and MgO at higher temperatures
(�500°C).74 The use of an overlayer of Fe2O3 on nanoscale MgO crystallites has proved to be prom-
ising for the one-step decomposition of chlorofluorocarbons at temperatures near 400°C. Similarly,
the use of [MgVxOv]MgO shell/core-like particles led to the decomposition of CCl3F at tempera-
tures as low as 280°C. No chloride/fluoride was found on the surface of the sample, suggesting the
formation of volatile vanadium–halogen products.75

2.6 CONCLUSIONS

In this chapter, we have discussed the application of metal oxides as catalysts. Metal oxides dis-
play a wide range of properties, from metallic to semiconductor to insulator. Because of the com-
positional variability and more localized electronic structures than metals, the presence of defects
(such as corners, kinks, steps, and coordinatively unsaturated sites) play a very important role in
oxide surface chemistry and hence in catalysis. As described, the catalytic reactions also depend on
the surface crystallographic structure. The catalytic properties of the oxide surfaces can be ex-
plained in terms of Lewis acidity and basicity. The electronegative oxygen atoms accumulate elec-
trons and act as Lewis bases while the metal cations act as Lewis acids. The important applications
of metal oxides as catalysts are in processes such as selective oxidation, hydrogenation, oxidative
dehydrogenation, and dehydrochlorination and destructive adsorption of chlorocarbons. 
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CHAPTER 2 QUESTIONS

Question 1

Explain why MgO crystallizes in the rock salt (NaCl) structure whereas BeO crystallizes in the
wurtzite structure. 

Question 2

Explain why TiO (rock salt structure) is a metal whereas TiO2 (rutile) is a semiconductor. 

Question 3

Explain the difference between a semiconductor and an insulator, and why a semiconductor
such as TiO2 cannot be excited by visible light. How can TiO2 be made to absorb light in the visi-
ble region? 

Question 4

What is surface reconstruction? and why is it difficult to prepare MgO (110) and (111) surfaces
although MgO crystals having (111) faces occur naturally ?

Question 5

Explain the various defect sites (bulk and surface) and their importance in surface chemistry re-
actions. 

Question 6

Describe the acid–base properties of metal oxides. 

Question 7

Describe the spectroscopic methods for detection of Lewis acidity/basicity and Bronsted acid-
ity/basicity of metal oxides, and explain why pyridine (in spite of its toxicity and low volatility) is
a popular choice as an adsorbate molecule. 

Question 8

The hydrogenation of 1,3-butadiene over metal oxide catalysts with D2 or H2 gives rise to pre-
dominantly 2-butene, whereas conventional metal catalysts give rise to 1-butene as the main prod-
uct. Explain the differences in the product distribution in light of the reaction mechanisms.
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3.1 INTRODUCTION

Studies of useful size-dependent properties of nanomaterials are only possible when they are
prepared and isolated in a monodisperse form. The synthesis, therefore, should address the need for
a great degree of control over the structure, size, and also the composition of the particles. The de-
sign of successful synthetic strategies has enabled continuous exploration and exploitation of the
unusual properties of nanomaterials that differ both from the single atom (molecule) and the bulk.
This also suggests that the intended use of the nanomaterials will dictate the method that can be
conveniently applied to obtain them.

Colloidal nanoparticles are generated by using colloidal stabilizers that control the agglomer-
ation of the primarily formed metal particles of uniform sizes, during synthesis. Generally, isolable
particles that are less than 50 nm in size are called colloidal nanoparticles. Colloidal metal
nanoparticles of controlled size and morphology have been of great scientific interest since their
inception. This is due to the access to colloidal metal particles of controlled size, shape, and mor-
phology having unique physical, chemical, and thermodynamical properties that have made them
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useful in such diverse fields of science as homogeneous and heterogeneous catalysis [1–2], fuel
cell catalysis [2–4], electronics [5], optics [6], magnetism [7,8], material sciences [9,10], and, of
late, even in biological and medical sciences [11,12]. The newer tunable synthetic approaches have
provided chemists with not just compositional variations but also with significant control over size
and inner structures [13–16]. Here we provide a detailed report on the preparation of colloidal
nanometal particles and their applications in catalysis.

3.2  MECHANISM OF STABLE PARTICLE FORMATION

There are two general approaches for the production of nanostructured materials, namely the
top-down and the bottom-up approaches. The top-down approach relies on breaking down of the
bulk material into nanosized material with subsequent stabilization by appropriate stabilizers
[17,18], while the bottom-up approach works on the principle of building nanoclusters by generat-
ing individual atoms that group to form a stable nucleus that are then stabilized. For this reason, it
is very difficult to obtain monodispersed particles by the top-down approach, whereas this is the
hallmark of the bottom-up approach. The versatile wet chemical approach, electrochemical ap-
proach, and thermal decomposition of lower-valent metal complexes are all based on the bottom-up
synthetic method and there exists a large volume of information on this subject [19–30]. A plethora
of stabilizers like donor ligands, polymers and surfactants are used to control the growth of the pri-
marily formed nanoparticles and to prevent them from agglomeration.

After Faraday’s seminal report on the preparation of transition metal clusters in the presence of
stabilizing agents in 1857 [31], Turkevich [19–21] heralded the first reproducible protocol for the
preparation of metal colloids and the mechanism proposed by him for the stepwise formation of
nanoclusters based on nucleation, growth, and agglomeration [19] is still valid but for some refine-
ment based on additional information available from modern analytical techniques and data from

alternatively, collisions of already formed nuclei with reduced metal atoms are now considered the

There have been many recent studies in support of this mechanistic approach. Stepwise reduc-
tive formation of Ag3

� and Ag4
� clusters has been followed using spectroscopic methods by

Henglein [33]. Reduction of copper (II) to colloidal Cu protected by cationic surfactants (NR4
�)

through the intermediate Cu� prior to nucleation of the particles [36] as monitored by in situ x-ray
absorption spectroscopy is another example. The seed-mediated synthesis also serves as evidence
in support of this mechanism [38–41].

The formation of nanometal colloid via reductive stabilization using aluminum organic reagent

dated based on various physical and analytical data [37].
The current general understanding is that metal salts are reduced to give zero-valent metal atoms

in the embryonic stage of nucleation [37], which can collide in solution with other metal ions, metal
atoms, or clusters, to form an irreversible seed of stable metal nucleus (as shown in Figure 3.1). The
diameter of this seed nucleus can be controlled to well below 1 nm, depending on the difference in
redox potentials of the metal salt and the reducing agent used, and the strength of the metal–metal
bonds. Further, size of the resulting metal colloid is determined by the relative rates of nucleation
and particle growth. 

3.3 MODES OF STABILIZATION

The enormous surface area-to-volume ratio of nanoparticles leads to excess surface free energy
that is comparable to the lattice energy leading to structural instabilities. The nanoparticles have to
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most plausible mechanism for seed formation. Figure 3.1 illustrates the proposed mechanism [42].

thermodynamic and kinetic experiments [32–41]. Agglomeration of zero-valent nuclei in the seed or,

operates with a different mechanism as is depicted in Figure 3.2. The mechanism has been eluci-



be kinetically protected from further condensation reactions to form the thermodynamically favored
binary phases. This implies that a ligand sphere coordinating to surface metal centers is necessary to
prevent such unwanted agglomerations of nanoparticles in synthesis. The role of the ligand is not just
to hold the particles stable against oxidation and agglomeration, but rather also to serve as controller
of even crystal growth and shape. This stabilizer should coordinate to nanoparticles strongly enough
to prevent them from agglomeration, but should leave the metal surface relatively easy to generate
pure metal surfaces as needed in catalysis. Two stabilization modes are well established [43].

The electrical double layer formed by ions adsorbed at the particle surface and the corresponding
counter-ions causing a coulombic repulsion between particles provides electrostatic stabilization.
Reduction of [AuCl4

�] with sodium citrate to produce gold sols is one of the examples [19–21]. 
Steric stabilization is achieved due to the presence of sterically bulky organic molecules on the

metal surface acting as protective shields. The main classes of protective groups that have been
studied till date include polymers and block copolymers; P, N, and S-donors (e.g., phosphines,
amines, thioethers); solvents such as THF, THF/MeOH, or propylene carbonate; long-chain
alcohols; surfactants; and organometallics. A recent review on various protective groups [2]
provides a broad overview of this subject. 

Depending on the nature of these protecting shells, the resulting metal colloid may be taken into
organic (organosols) or aqueous (hydrosols) medium. Lipophilic protective agents such as
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Figure 3.1 Formation of nanostructured metal colloids via the salt reduction method. (Adapted from Maase, M.,
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Bochum, Germany, 1998.)

CRC_DK3277_cH003.qxd  4/7/2006  4:34 PM  Page 65

© 2006 by Taylor & Francis Group, LLC



e.g., 3-(N,N-dimethyldodecylammonio)-propanesulfonate (SB12), give hydrosols. In metal

surfactant coating [44], in contrast to metal hydrosols that are stabilized by zwitterionic surfactants
able to self-aggregate in the form of organic double layers [45].

3.4 REDUCTION METHODS

There are several bottom-up methods for the preparation of nanoparticles and also colloidal
nanometals. Amongst these, the salt-reduction method is one of the most powerful in obtaining
monodisperse colloidal particles. Electrochemical methods, which gained prominence recently
after the days of Faraday, are not used to prepare colloidal nanoparticles on a large scale [26,
46]. The decomposition of lower valent transitional metal complexes is gaining momentum in
recent years for the production of uniform particle size nanoparticles in multigram amounts
[47,48].

Metal salt reduction is one of the most used wet chemical methods of nanoparticle synthesis
because of the simple advantages of having high concentration of metal in solution, reproducibil-
ity in multigram amounts, and narrow size distribution of the particles. The classical route of
reducing [AuCl4]

� by sodium citrate is still used to prepare standard 20 nm gold sols [19,43]. An
array of chemical reducing agents and methods have successfully been applied to obtain
nanostructured colloidal metals. Diboranes as reducing agents with various stabilizers (used by
Schmid and coworkers [49–63]), Finke’s polyoxoanion- and tetraalkylammonium-stabilizer in
conjunction with hydrogen [29,35,64–68], hydrogen in the presence of stabilizers like phenan-
throline and bipyridine (Moiseev’s giant Pd) [69–74], other stabilizers and polymers [75,76],
alcohols containing �-hydrogens (method developed by Hirai and Toshima) [77–83], polyols, CO,
formic acid or sodium formate, formaldehyde, benzaldehyde [20,84,85], tetrakis(hydroxy-
methyl)phosphoniumchloride (THPC) [86–91], silanes [92,93], hydrazine [94–96],
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organosols stabilized by tetraalkylammonium halides (Figure 3.4), the metal core is protected by a

tetraalkylammonium or aluminum organics give organosols, while the hydrophilic protective agents



hydroxylamine [41,97], even electrons of K� [(crown)2K]� [98], and borates (though metal boride
contaminants are formed) using solvent as stabilizer [99–104] are among the many different re-
ducing agents conveniently used. Alkaline hydrotriorganoborates (MBR3H) may be regarded as
adducts of MH and BR3, in which the triorganoboron acts as a neutral complexing agent and not
as a reducing agent. Use of this reducing agent for the preparation of transition metals (groups
6–12 and also group 14) yielded metal nanopowders without contamination from borides. Early
transition metals like Ti, Mn, Zr, Nb, V formed solvent-stabilized nanoparticles of diminished
sizes [24]. However, a wide range of applications in the wet chemical reduction of transition metal
salts have been performed using hydrotriorganoborate having tetraalkylammonium cations
[24,25,27,105–108]. In this case, the reductant (BEt3H

�) is combined with the stabilizing agent
(e.g., NR4

�). The surface-active NR4
� salts are immediately formed at the reduction center in high

local concentration and act as powerful protecting agents for the metal particles and prevent their
aggregation. By suitable work-up, the resulting colloid can be isolated in solid form and re-
dissolved in various solvents in high molar concentrations of the metal. The other advantages of
this process are that trialkylboron is recovered unchanged from the reaction and no borides con-
taminate the products. Using various advanced physical methods, it has been recently shown in the
case of tetrabutyl- and tetraoctyl-ammonium-stabilized Pd colloids [109] that negatively charged
chloride is present on the inner side of the protecting shell and is located between the palladium
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Figure 3.3 (a) TEM micrographs of colloidal Pt particles (single and aggregated, average core size�2.8 nm)
stabilized by Carboxybetaine 12. (b) Schematic model of  hydrosol stabilization by a double layer of
the zwitterionic Carboxybetaine 12. (Adapted from Schulze Tilling, A., Bimetallische
Edelmetallkolloide als Precursor für Kohlenhydrat-Oxidationskatalysatoren., Ph.D. thesis, RWTH
Aachen, 1996.)

CRC_DK3277_cH003.qxd  4/7/2006  4:34 PM  Page 67

© 2006 by Taylor & Francis Group, LLC



core and N(alkyl)4 groups. Moreover, results also suggest a dependence of the equilibrium posi-
tion on the chloride between the metal core and the alkyl chain length of the protecting shell

(3.1)

where M � metals of the groups 6–11; X � Cl, Br; � � 1,2,3; and R � alkyl, C6 – C20.

From this method of colloidal synthesis, the NR4
�-stabilized metal raw colloids typically contain

6–12 wt-% of metal. Upon work-up, purified transition metal colloids containing ca. 70–85 wt.-% of
metal are obtained [24]. As an alternative, the prepreparation of (NR4

� BEt3H
�) can be avoided when

NR4X is coupled to the metal salt prior to the reduction step. NR4
�-stabilized transition metal

nanoparticles can also be obtained from NR4X-transition metal double salts. Since the local concen-
tration of the protecting group is sufficiently high, a number of conventional reducing agents may be
applied to give protected colloidal particles:

(3.2)

where 
M � metals; Red � H2, HCOOH, K, Zn, LiH, LiBEt3H, NaBEt3H, KBEt3H; X, Y � Cl, Br; v,

w � 1–3; and R � alkyl, C6–C12

3
�) method for the preparation of various transition metal

nanoparticles. The average particle size of the resulting nanoparticles is indicated along with the
metal atoms.

The advantages of the method (Figure 3.5) may be summarized as follows:

● The method is generally applicable to salts of metals in groups 4–11 in the periodic table.
● It yields extraordinary stable metal colloids that are easy to isolate as dry powders.
● The particle size distribution is nearly monodisperse.
● Bi- and pluri-metallic colloids are easily accessible by co-reduction of different metal salts.
● The synthesis is suitable for multigram preparations and easy to scale-up. 

(NR ) MX Y [Red] M RedX NR Y4 colloid 4w v w v v w� � ��

MX NR (BEt H) M NR X BEt 2H4 3 colloid 4 3 2v v v v� � � �� �/
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(Figure 3.4). 

Figure 3.5 gives a survey of the (BEt H



A drawback of this method is that by altering the reaction conditions, the particle size of the
resulting sols cannot be varied. This synthetic method has a promising impact in generating
precursors for highly effective catalysts, which is dealt in some detail in Section 3.5 [110–112]. 

Organoaluminum compounds have been used for the reductive stabilization of mono- and
bimetallic nanoparticles (see Equation 3.3) to generate organosols [113–116]. 

(3.3)

From Equation 3.3, it is clear that colloids of zero-valent elements of groups 6–11 of the peri-
odic table (and also of tin) can be prepared in the form of stable, isolable organosols. This method
is now used for the production of a wide range of small zero-valent transition metal particles that
can be redispersed in organic solvents such as toluene or THF. The key feature of this synthesis is
the formation of an organometallic colloidal protecting shell around the particles that can be mod-
ified by using modifiers (mono-functional) and also spacer molecules (bifunctional). This modifi-
cation (Equation 3.4) of the organoaluminum-protecting shell can be used to tailor the dispersion
characteristics of the original organosols. A three-dimensional cross-linked nanoparticle network
can also be prepared, which finds useful application (Equation 3.4).

Toluene
MXn    +  AlR 3   +  [R2Alacac]

Al acac

CH3

Al CH3
acac

Al
acac

CH3

Alacac
CH3

Al
CH3

acac

AlCH3
acac

M = Metals of Groups 6-11
X= Halogen, Acetylacetonate
n = 2-4. R = C1-C8-Alkyl,
Particle sizes 1-12nm
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(Equation 3.1 and Equation 3.2) (including the mean particle sizes obtained) (Adapted from
Bönnemann, H. and Brijoux, W., in Surfactant-Stabilized Nanosized Colloidal Metals and Alloys as
Catalyst Precursors/Advanced Catalysts and Nanostructured Materials, Moser, W., Ed., Academic
Press, San Diego, 1996, pp. 165–196, Chap. 7. With permission from Elsevier Science.)
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(3.4)

The modifiers are alcohols, carboxylic acids, silanols, sugars, polyalcohols, polyvinylpyrrolidone,
surfactants, silica, alumina, etc.

While there are extensive reviews of organosols and the catalysts therefrom in the literature, hy-
drosols are relatively unknown in spite of the promising electrocatalysts that can emerge from them.
Hydrosols of mono-, bi- and multimetallic nanoparticles as isolable precursors for producing sup-
ported metal catalyst are an economically beneficial alternative to the traditional wet impregnation
of active metal components on carrier surfaces [25]. 

Organosols with promising catalytic activity are welcome in research, but for economical and
ecological reasons, water-based synthesis for the production of catalyst is preferred in practice.
Using hydrophilic surfactants as the stabilizer, highly water-soluble mono- and bi- metallic catalyst
precursors can be produced in water without appreciable metal precipitations. There are also a few
limitations in getting highly soluble colloidal metal nanoparticles in aqueous medium. A few in-
ventions available to date relate to poor metal concentration hydrosols [43,78,79]. Preparation of
Lewis base P, N donor-ligand-stabilized hydrosols affect the catalytic performance and are not suit-
able [43,56]. Moreover, such ligands themselves are prepared by multistep synthetic protocols and
thus they are economically nonviable. Auxiliary agents are known to stabilize nanometals in water;
however these tensides generally protect the nanometal only at low concentrations, and thus find
limited application. A significant breakthrough with regard to water-soluble colloids was achieved
by an electrochemical reduction process engineered by Reetz and Helbig [117] using an LiCl salt
of the sulfobetaine 3-(dimethyldodecylammonium)propane sulfonate. In one such preparation, a
palladium colloid (8 nm) stabilized by sulfobetaine was isolated in solid form. Highly water-solu-
ble hydrosols, particularly those of zero-valent precious metals were synthesized using betaine
surfactants instead of NR4

�

preparation of metal colloids using tetraalkylammonium carboxylates of the type NR4
�R�CO2

�

(R � octyl, R� � alkyl, aryl, H) both as the reducing agent and the stabilizer (Equation 3.5) was
also reported by Reetz and Maase [42,118,119]. 

(3.5)

where R � octyl, R�� Alkyl, Aryl, H
The electronic nature of the R� group in the carboxylate had a profound influence on the size

of the resulting particles. Electron donors produced small nanoclusters, while electron-with-
drawing substituents R�, in contrast, yielded larger particles. For example, Pd particles of 2.2 nm
size were found when Pd(NO3)2 was treated with an excess of tetra(n-octyl)ammonium-
carboxylate bearing R� � (CH3)3CCO2

� as the substituent. With R� � Cl2CHCO2
� (an electron-

withdrawing substituent), the particle size was found to be 5.4 nm. The following bimetallic
colloids were obtained with tetra(n-octyl) ammonium formate as the reductant: Pd/Pt (2.2 nm),
Pd/Sn (4.4 nm), Pd/Au (3.3 nm), Pd/Rh (1.8 nm), Pt/Ru (1.7 nm), and Pd/Cu (2.2 nm). The shape
of the particles also depends on the reductant: with tetra(n-octyl) ammonium glycolate reduction
of Pd(NO3)2, a significant amount of trigonal particles in the resulting Pd colloid was detected.
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hydrophilic surfactants may be used (see Table 3.1) [25,105,107]. Size- and morphology-selective
salts (see Equation 3.1). As shown in Equation 3.2, a broad variety of



Although this method gives hydrosols in isolable form and redispersible in water in high con-
centration of metal, a scale-up of this is not possible.

extremely hydrophilic surfactants have yielded isolable nanometal colloids having at least 100 mg

drosols with very good redispersibility properties include amphiphilic betaines A1–A4, cationic, an-
ionic, nonionic and even environmentally benign sugar soaps. Table 3.1 presents the list of hy-

method [105,120].
It is possible to extract the nanocolloids from aqueous solution into an organic phase or to

support them onto inorganic supports by what is called the precursor method (described in Section

in selective hydrogenation of fatty acids. 
Generating organosols and hydrosols is only part of the complete synthesis of a heterogeneous

catalyst. The deposition of these organosols onto a support and then activating them while retaining
most of the advantages achieved during their synthesis forms a more important and challenging part
of an active catalyst preparation protocol. These preparation details are discussed in Section 3.5.
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Table 3.1 Various Surfactants Used for the Preparation of Hydrosols 

Hydrophilic
Type of
Tenside Name Tenside Common Name/Formula, Commercial Name

A Amphiphilic betaines A1 3-(N,N-dimethyldodecylammonio) propane
sulfonate(SB12)

A2 Lauryldimethyl carboxymethyl-ammonium
betaine, REWO

A3 Cocoamidopropyl betaine, DEHYTON K,
A4 Cocoamidopropyl betaine, AMPHOLYT JB130,

B Cationic tensides B1

QUAB 426
B2

R � Alkyl radical of partially hydrogenated palm grease
ESTERQUAT AU35

C Fatty alcohol- C1 Polyoxyethylene laurylether, BRIJ 35
Polyglycolether

D Polyoxyethylene D1 Polyoxyethylene sorbitan monolaurate,
carbohydrate-20 TWEEN
Fatty alkylester

E Anionic tensides E1 Na-cocoamidoethyl-N-hydroxyethyl glycinate,
DEHYTON G

F Amphiphilic sugar F1 Alkylpolyglycoside, APG 600
tensides

CH3

O

(RCOCH2CH2)nN(CH2CH2OH)3−n
+

N

ClOH

−Cl CH3 CH2 CH CH2
+

C18H37

CH3
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3.5) to generate heterogeneous catalysts. Such catalysts find application in chemical catalysis, e.g.,

A synthetic alternative to this is the chemical reduction of metal salts in the presence of

3.2 shows the wide variety of transition metal mono- and bi-metallic hydrosols formed by this

of metal per litre of water [105]. The wide range of surfactants conveniently used to prepare hy-

drophilic stabilizers used for the preparation of nanostructured colloidal metal particles, and Table
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Table 3.2 Tenside-Stabilized Colloid of Metals of  Groups 8–11 of the Periodic Table by Reduction with Hydrogen in H2O

No. Metal Salt Tenside Metal Salt/ Reducing Solvent Reaction Amount Metal Water Solubility
(g/mmol) (g/mmol) Tenside Agent (mL) Conditions of Product Content(%) in mg Atom

Molar Ratio Isolated (g) Metal/L Water

T (��C) T (h) P (bar)

1 RuCl3.3H2O A1 1:3 H2 H2O 60 10 1 0.43 10.98 370
0.25/0.95 0.96/2.89 100

2 RuCl3 A1 1:3 H2 H2O 60 16 50 0.22 9.41 375
0.16/0.78 0.79/2.34 100

3 RuCl3.3H2O A2–K2CO3 1:3 H2 H2O 60 3 1 0.38 7.1 160
0.22/0.84 0.68/2.53–0.23/1.67 80

4 Ru2(OAc)4 A1 1:6 H2 H2O 60 16 50 0.41 8.78 210
0.27/0.62 1.25/3.7 100

5 Ru(Acac)3 A1 1:3 H2 H2O 60 16 50 0.35 9.37 340
0.39/0.97 0.98/2.91 100

6 RhCl3.3H2O A1 1:3 H2 H2O 20 2 1 1.02 11.40 330
0.42/1.6 1.62/4.81 60

7 RhCl3.3H2O A2 1:3 H2 H2O 20 2 1 0.85 10.73 150
0.40/1.52 1.24/4.57 100

8 PdBr2 A1–Li2C03 1:4 H2 H2O 20 3 1 9.6 5.3 290
1.4/5.3 7.2/21.2–0.4/5.3 100

9 H2PtCl6.6 H2O A1–Na2CO3 1:4 H2 H2O 20 4 1 12.6 7.1 360
2.7/5.3 7.2/21.2–3.4/31.8 100

10 PtCl2 A1–K2C03 1:4 H2 H2O 20 1.5 1 8.79 9.7 330
1.4/5.3 7.2/21.2–0.73/5.3 100

11 PtCl2 A1–K2C03 1:4 H2 H2O 20 3 1 8.5 10.1 310
1.4/5.3 7.2/21.2–0.73/5.3 100

12 PtCl2 A1–Na2C03 1:4 H2 H2O 20 1.5 1 9.0 10.8 350
1.4/5.3 7.2/21.2–0.56/5.3 100
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13 PtCl2 A1–Li2C03 1:4 H2 H2O 20 2 1 140 10.3 370
21/79.5 108/318–6/79.5 1500

14 PtCl2 A1–Li2C03 1:2 H2 H2O 20 2 1 73.7 17.9 450
21/79.5 54/159–3/39.75 1500

15 PtCl2 A1–Li2C03 1:4 H2 H2O 20 3 1 8.4 10.7 380
1.4/5.3 7.2/21.2-0.4/5.3 100

16 PtCl2 A1–Li2C03 1:2 H2 H2O 20 2 1 6.1 16.4 440
1.4/5.3 3.6/10.6–0.2/2.65 100

17 PtCl2 A1–Li2C03 1:4 H2 H2O 20 1.5 1 9.5 10.4 380
1.4/5.3 7.2/21.2–0.4/5.3 100

18 PtCl2 A1–LiBr 1:4 H2 H2O 20 3 1 9.7 9.8 360
1.4/5.3 7.2/21.2–0.5/5.3 100

19 PtCl2 A1–LiBr 1:2 H2 H2O 20 3 1 6.1 16.9 370
1.4/5.3 3.6/10.6–0.25/2.65 100

20 PtCl2 A2–Li2CO3 1:8 H2 H2O 20 3 1 14.1 7.1 160
1.4/5.3 11.5/42.4–0.8/10.6 100

21 PtCl2 A4–Li2CO3 1:8 H2 H2O 20 3 1 17.3 5.7 110
1.4/5.3 14.6/42.4–0.8/10.6 100

22 PtCl2 B1–Li2CO3 1:4 H2 H2O 20 3 1 25.1 4.1 105
1.4/5.3 21.7/21.2–0.4/5.3 100

23 PtCl2 D1–Li2CO3 – H2 H2O 20 4 1 9.5 10.6 130
1.4/5.3 7/–0.4/5.3 100

24 PtCl2 C1 – Li2CO3 – H2 H2O 20 2 1 9.7 10.6 145
1.4/5.3 7/–0.4/5.3 100

25 PtCl2 E1–Li2CO3 1:4 H2 H2O 20 4 1 11.5 8.9 110
1.4/5.3 8.3/21.2–0.4/5.3 100

26 PtCl2 F1–Li2CO3 – H2 H2O 20 3 1 13.7 6.8 110
1.4/5.3 7.2/–0.4/5.3 200

27 PtCl2 B2–Li2CO3 1:4 H2 H2O 20 3 1 10.8 9.1 105
1.4/5.3 7.2/21.2–0.4/5.3 100
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3.5 APPLICATIONS IN CATALYSIS

3.5.1 Quasi-Homogeneous Reactions

Lipophilic or hydrophilic nanostructured metal colloids dissolved in the form of organosols
or hydrosols can serve as catalysts either in organic solution or in the aqueous phase. Schmid
[121] has called these quasi-homogeneous catalytic reactions, which include solvated metal
atom dispersions (SMAD) [122], heterogeneous catalysis in solution. Rhodium hydrosols
dissolved in water were proven to be effective as hydrogenation catalysts in two-phase systems
with the olefin in the organic phase [123]. Solutions of Moiseev’s giant Pd colloids [69–74]
were shown to catalyze a number of reactions in the quasi-homogeneous phase, namely oxida-
tive acetoxylation reactions [69], oxidative carbonylation of phenol to diphenyl carbonate [74],
hydrogen-transfer reduction of multiple bonds by formic acid [124], reduction of nitriles and ni-
troarenes, and acetal formation [125] with high turnover frequencies and significant lifetimes
[29]. Giant Pd clusters protected by anionic ligands were prepared and used for catalyzing
oxidative acetoxylation of toluene in the presence of molecular oxygen [125]. Finke has
reported remarkable catalytic lifetimes for the polyoxoanion- and tetrabutylammonium-stabi-
lized transition metal nanoclusters [69–74]. For example, in the catalytic hydrogenation of
cyclohexene, a common test for structure-insensitive reactions, the Ir(0) nanocluster [35]
showed up to 18,000 total turnovers with turnover frequencies of 3,200 h�1 [126]. As many as
190,000 turnovers were reported in the case of the Rh(0) analog reported recently [127]. These
results are quite unprecedented. Obviously, the polyoxoanion component prevents the precious
metal nanoparticles from aggregating and hence the active metals exhibit a high surface area
[127]. A review [25] compares this new approach with the catalytic properties of other
nanometallic systems active in the quasi-homogeneous phase. The formation of olefins from
aldehydes and ketones via McMurry-type coupling reactions was reported when nanostructured
Ti colloids (3 nm) stabilized by Bu4NBr were used [128]. THF-protected Ti13-nanoclusters [129]
were found to hydrogenate Ti and Zr sponges in the quasi-homogeneous phase [130,131]. The
enantioselective hydrogenation of ethylpyruvate in HOAc/MeOH solution was performed using
cinchonidine-stabilized Pt colloids. Heck- and Suzuki C-C –bond-coupling reactions were cat-
alyzed with NR4

�X� -stabilized Pd and Pd/Ni colloids in dimethylacetamide. The same
reactions have been observed when solvent-stabilized Pd particles in propylene carbonate were
applied as the catalyst [133,134]. Nanosized Pd colloids generated in situ by reduction of Pd(II)
to Pd(0) are involved in the catalysis of phosphine-free Heck- and Suzuki reactions [135].
Micelles in which nanosized metals are incorporated are very stable; they undergo no signifi-
cant change of colloidal properties such as size and polydispersity and thus are effective hydro-
genation catalysts. Depending on the strength of the reducing agent, the morphology of the
metal core can be varied between a cherry- and a raspberry-type architecture. Block copolymer
stabilized Pd-raspberry-colloids have an extraordinary high metal surface and no additional
support is needed for catalytic applications in solution. This type of colloid catalyst combines
the advantages of homogeneous and heterogeneous catalysis, i.e., the high selectivity and reac-
tivity of homogeneous hydrogenation catalysts coupled with long-term stability of the hetero-
geneous systems. The scope of transition metal nanoparticles in catalysis has been recently
summarized by Schmid and Finke [59,136,137].

3.5.2 Heterogeneous Reactions

3.5.2.1 Precursor Concept

Heterogeneous catalysts are readily obtained when pre-prepared nanometal colloids are de-
posited on supports [20]. The so-called precursor concept for manufacture of heterogeneous
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metal colloid catalysts was developed on this basis in the 1990s [24, 25, 27, 105–108]. The cat-
alyst precursor is manufactured by dipping the supports into organic or aqueous media contain-
ing the dispersed precursor at ambient temperature to adsorb the pre-prepared particles. This has
been demonstrated for supports such as charcoal, various oxidic support materials, and even low-
surface materials such as quartz, sapphire, and highly oriented pyrolitic graphite (HOPG). The
feasibility of preparing catalysts in this way for industrial purposes has been demonstrated by
Degussa.

Using this method, homogeneous alloys, segregated alloys, layered bi-metallics, and decorated
particles are all readily accessible. An obvious advantage of the precursor concept over the con-
ventional salt-impregnation method is that both the size and the composition of the colloidal metal
precursors may be tailored independent of the support. Further, the metal particle surface may be
modified by lipophilic or hydrophilic protective shells and coated by intermediate layers, e.g., of
oxide. The modification of the precursor by dopants is also possible. 

A combination of AFM, STM, and XPS [138,139] has revealed the interaction of platinum
hydrosols with oxide (sapphire, quartz) and graphite single-crystal substrates. The metal core is
immediately adsorbed onto the support surface when dipped into aqueous Pt colloid solutions at
20�C. The carpet-like coat formed over the particles by the protecting shell and the support surface
cannot be removed from the particle surface even by intense washing with solvent. The organic-
protecting shell decomposes on annealing at 280�C and above in UHV. The thermal degradation
can be monitored by XPS up to 800�C and by STM. It was shown that the Pt particles remain
virtually unchanged at up to ca. 800�C. Sintering processes are observed only above this temper-
ature. 

3.5.2.2 Conditioning: A Key Step in Generating Active Catalysts

After depositing the colloidal precursor onto the support, when the protecting shell (especially
for organosols) cannot be washed without disturbing the metal dispersion on the surface of the
support, the colloidal catalyst precursors are heat treated in order to strip off the protecting shell. The
process, is called conditioning or reactive annealing [140] and involves heating the colloidal precur-
sor catalyst at a desired temperature using different gases in order to strip off the organic-protecting
shell from the colloidal precursor, eventually producing catalysts with clean surface metal particles
on the support. Figure 3.6 depicts details of the precursor concept and the conditioning procedure for

tures of a combination of precursor concept and conditioning in generating uniformly distributed

PtRu

Protecting-shell removal:
conditioning (30 min under Ar,
O2, H2, at 300°C)

PtCl2 + RuCl3 + 5N(oct)4B(et)3H
THF, 40°C

PtRu
THF, 40°C

Cl

PtRu

N
+

N
+

N
+

X X

X X
N

+

Precursor concept

Figure 3.6 Schematic representation of the supported catalyst preparation from its precursor using precursor
concept and conditioning. (Adapted from Bönnemann H. et al., Fuel Cells, 4, 1, 2004. With permis-
sion from Wiley VCH.)
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a tetraoctylammonium-stabilized catalyst precursor. Figure 3.7, in addition, brings out the salient fea-
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metal nanoparticles on the surface having advantageous catalytic properties. Three different reduc-
ing agents, LiBet3H, N(oct)4Bet3H, and Al(me)3, were used to generate colloidal nanoparticles of dif-
ferent particle sizes and their respective distribution on the support has been shown. It can be ob-
served here that irrespective of the reduction pathway, a uniform distribution of the metal particles
on the support surface is seen, though particle size differences are seen owing to the differences in
the strength of the reducing agents used and also on the mode of stabilization. 

During conditioning at elevated temperatures, some level of sintering of the metal particles oc-
curs, but most of the advantages of the synthetic steps are still retained. In particular, for the
tetraoctylammonium-protected catalyst precursors, the three mandatory steps during conditioning
involve heating the catalyst precursor in a flow of argon whereby most of the protecting shell is re-
moved; this is then followed by a 3.5% (v/v) oxygen/argon step that ensures oxidative removal of
the protective shell and also causes limited surface oxidation of the metal nanoparticles. Therefore,
a final step of treating the catalyst with hydrogen is performed to ensure clean and completely
reduced metal surfaces. For supported tetraoctylammonium-stabilized nanoparticles, the optimum

3.5.2.3 Heterogeneous Catalysts in Catalysis

N(octyl)4Br-stabilized Pd colloids (typical size 3 nm) have been used as precursors by Reetz and
coworkers [141] to generate the so-called cortex-catalyst, where the active metal forms an
extremely fine shell of less than 10 nm on the supports (e.g., Al2O3). Within the first 1–4 sec, the
impregnation of Al2O3 pellets by dispersed nanostructured metal colloids leads to the time-depend-
ent penetration of the support, which is complete after 10 sec. As a result, the so-called egg-shell
catalysts were obtained, which contain the colloidal metal particles as a thin layer (�250 nm) on

hydrogenation than the conventionally prepared catalysts for the same metal loading (5% Pd on
Al2O3). Schmid [57] has described phosphine-stabilized Rh55 nanoclusters, namely Rh55[P(t-
Bu)3]12Cl20 and Rh55[PPh3]12Cl20, deposited on TiO2. These systems were used to catalyze the

n- and i-butanal. Even though observed turnover frequencies were higher than those for homoge-
neous complex catalysts, the selectivity was too low for practical applications. The activity of
surfactant-stabilized colloidal rhodium (5 wt-% on charcoal) was found to surpass that of conven-
tional salt-impregnation catalysts for butyronitrile hydrogenation test with same metal loading.
Similarly, addition of 0.2% of colloidal Ti(0) to the supported noble metal resulted in a significant

Figure 3.7 TEM micrographs indicating the size and uniform distribution of colloidal nanoparticles on Vulcan
XC 72 using LiBet3H, N(oct)4Bet3H and aluminumorganic synthetic pathways.
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the surface of the support [Figure 3.6]. These catalysts exhibited threefold higher activity in olefin

temperature of 300�C was fixed using results from TGS-MS analysis [140].

enhancement in activity [25] (see Figure 3.8).

heterogeneous hydroformylation of propene with high turnover numbers giving equal amounts of
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to transition metals. The hydrogenation of acrylic acid can be promoted significantly by the addition
of neodymium ions onto the palladium particles [142]. The selective transformation of 
3,4-dichloronitrobenzene to the corresponding aniline has been selected to test pre-prepared Pt

The performance of the colloidal catalyst system was evaluated and compared with conventional
Pt/C systems in batch and continuous tests. Further, fine-tuning of the process was performed by
using the synergistic effect of bimetallic precursors (e.g., Pt/Cu). In summary, the potential of the
colloidal heterogeneous catalyst stems from the possibility of tailoring the properties for specific
applications by the controlled addition of special dopants or poisons (such as sulfur). The influence
of metal ions on the hydrogenation of o-chloronitrobenzene over platinum colloids, and the effect of
metal complexes on the catalytic performance of metal clusters have been investigated [144,145].
Furthermore, the doping effect of additional metal on the activity and selectivity of platinum clusters
in the homogeneous liquid-phase hydrogenation of cinnamaldehyde was studied [145].

Copper-catalyzed Suzuki cross-coupling reactions using mixed nanocluster catalysts have been
studied recently. Copper-based catalysts were shown to be effective as reagents that can present an
inexpensive and environmentally friendly alternative to noble metal catalysts. In the hydrogenation
of cinnamic acid to corresponding alcohol, the selectivity can be varied by doping Sn with Rh colloid
catalysts. A selectivity of 86% was achieved using a colloidal Rh/Sn (Rh/Sn � 1.5:1) catalyst on
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Figure 3.8 Activity of conventional and colloidal Rh/C catalysts, eventually doped with 2% colloidal Ti(0),
compared in the butyronitrile hydrogenation test (2d). (Adapted from Bönnemann, H. and Brijoux,
W., in Surfactant-Stabilized Nanosized Colloidal Metals and Alloys as Catalyst Precursors/Advanced
Catalysts and Nanostructured Materials, Moser, W., Ed., Academic Press, San Diego, 1996, 
pp. 165–196, Chap. 7. With permission from Elsevier Science.)
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hydrosols as heterogeneous catalyst precursors (see Figure 3.9) [143].

The addition of dopants is found to have beneficial effects. However, they are not restricted only
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carbon [105]. Remarkably, the stabilizing surfactant was shown to modify the colloidal metal surface
and hence the catalytic properties [143]. Bulk industrial processes often rely on alloy-like bimetallic
catalysts. The mutual influence of two different metals on the catalytic property have opened the pos-
sibility of differential studies for nanostructured bimetallics. The controlled co-reduction of two dif-
ferent metal ions has made bimetallic colloids [24,25,78–80,105] readily accessible, while structural

homogeneous structure of bimetallic particles can be altered to colloidal particles having composi-
tion gradients from the core to the shell by the successive reduction of mixed metal ions [146–149].
Bimetallic particles having a gradient metal distribution or a layered structure are most interesting
for catalytic applications. In the catalytic hydrogenation of crotonic acid to butanoic acid, a clear
synergistic effect of Pt and Rh [24] was observed when bimetallic colloidal precursors that have a
gradient core/shell structure were used (Pt20Rh80), with an increase in the Rh concentration from the

genation of 1,3-cyclooctadiene with Pt80Pd20 and Pd80Au20 colloid catalysts have been discussed by
Toshima [28]. 

A novel electronic structure evolves because of the electronegativity difference between Pd
and Au together with the combination of the partially filled d band of Pd and the completely filled
d band of Au. The sequential reduction of gold salts and palladium salts with sodium citrate allows
the gold core to be coated with Pd. The layered bimetallic colloid is stabilized by trisulfonated
triphenylphosphane and sodium sulfanilate (20–56 nm) to yield isolable (more than 90% metal)
particles. Redispersion in water is possible at high concentration. Au/Pd and Pd/Au systems on a
TiO2 support have been used as heterogeneous catalysts for the hydrogenation of hex-2-yne to cis-
hex-2-ene. In comparison to pure metal catalysts, both palladium-plated gold seeds and gold-
plated palladium particles showed considerably increased activities. Herein, the protecting ligand
shell enhances the lifetime of the ligand-stabilized colloid catalysts considerably. The influence of
the electronegativity difference between Au and Pd on the activity and selectivity of the hydrosi-
lylation reaction [150] on colloidal Pt surfaces [92,93] has been carefully investigated. The results
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Figure 3.9 Reaction scheme for the hydrogenation of 3,4-dichloronitrobenzene.
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core toward the surface of the particle [146] (see Figure 3.10). Similar effects in the partial hydro-

characterization and some catalytic aspects of bimetallic colloids have been reviewed [28]. The



demonstrate that by a defined variation of the core/shell composition in bimetallic precursors, the
activity, selectivity, and the lifetime of metal colloid catalysts may be optimized. 

Stabilizing agent residues present at the surface of the colloidal metal precursors (1 and 5 wt%
metal loading on charcoal, glassy carbon, zeolites, TiO2, Al2O3, CaCO3, SiO2, single-crystal oxides
or HOPG) may act as an effective catalyst modifier for controlling the selectivity and durability of
heterogeneous colloid catalysts. Ligands such as phosphines or phenanthrolines [61], surfactants of
various types [25,105], or organic “envelopes” such as polymers [151,152] were found to control
the regio- and enantioselectivity of heterogeneous metal colloid catalysts. In the case of partial hy-
drogenation of hex-2-yne to cis-hex-2-ene, it is found that even subtle changes in the chain length
of the substituents of the alkyl-substituted phenanthrolines used as colloid stabilizers alter the re-
gioselectivity significantly [153]. Seven- and eight-shell palladium clusters on TiO2, protected by
phenanthroline catalyze the semi-hydrogenation of hex-2-yne to cis-hex-2-ene with 93% selectiv-
ity. A similar selectivity resulted with the 3-n-decyl phenanthroline as the stabilizer. On substitution
of phenanthroline with n-butyl- or n-heptyl groups however, the activity drops dramatically and the
consecutive isomerization or total hydrogenation of the cis-hex-2-ene is completely suppressed.
Geometric, i.e., steric factors were proposed to explain the strong influence on the selectivity, which
is illustrated by further examples. A surfactant was found to control the selectivity in the synthesis
of leaf alcohol, a valuable fragrance, by cis-selective partial hydrogenation of 3-hexyn-1-ol
(Equation 3.6) [154].

(3.6)

The performance in this reaction (Equation 3.6) of heterogeneous Pd colloid catalysts on
CaCO3 modified by a number of surfactants was compared with conventional Pd/C and Lindlar
catalysts under optimized reaction conditions. The selectivity was found to depend on the support
and various promoters with the highest activity and the best selectivity (98.1%) toward the desired

OH

H2

Pd

OH OH OH
+ +
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Figure 3.10 Activity plot of alloyed Rh/Pt/C and mixed Rh 1Pt /C catalysts in the crotonic acid hydrogentation test
(H2 consumption). (Adapted from Bönnemann, H. and Brijoux, W., in Surfactant-Stabilized Nanosized
Colloidal Metals and Alloys as Catalyst Precursors/Advanced Catalysts and Nanostructured
Materials, Moser, W., Ed., Academic Press, San Diego, 1996, pp. 165–196, Chap. 7. With permis-
sion from Elsevier Science.)
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cis-3-hexen-1-ol found when employing a lead-acetate-promoted palladium colloid on CaCO3

modified by the zwitterionic surfactant sulfobetaine-12 (N,N-dimethyl-dodecylammoniopropane-
sulfonate). Chemisorption measurements have shown that residual amounts of the surfactant are
still present on the surface of the immobilized particles. This colloid catalyst was twice as active
as a conventional Lindlar catalyst and surpassed its selectivity by 0.5%. The contact of heteroge-
nized metal colloid surfaces with substrates in aqueous media is improved when hydrophilic
protecting shells are present. For example, a hydrophilic ruthenium nanocluster catalyst on
lanthanum oxide was shown to convert benzene into cyclohexene with 59% selectivity at 50%
benzene conversion when suspended in an aqueous solution of sodium hydroxide [155]. Chiral
molecules on the surface of the metal colloid can induce enantioselectivity control. Following this
concept, a new type of enantioselective platinum sol catalyst stabilized by the alkaloid dihy-
drocinchonidine was designed (see Figure 3.11) [156,157]. 

The colloidal catalysts have been prepared in different particle sizes by the reduction of plat-
inum tetrachloride with formic acid in the presence of different amounts of alkaloid. Optical yields
of 75–80% ee were obtained in the hydrogenation of ethyl pyruvate with chirally modified Pt sols
(Equation 3.7). The catalysts were demonstrated to be structure-insensitive since turnover frequen-
cies (ca. 1 sec�1) and enantiomeric excess are independent of the particle size.

(3.7)

In order to evaluate the catalytic characteristics of colloidal platinum, a comparison of the effi-
ciency of Pt nanoparticles in the quasi-homogeneous reaction shown in Equation 3.7, with that of
supported colloids of the same charge and of a conventional heterogeneous platinum catalyst was
performed. The quasi-homogeneous colloidal system surpassed the conventional catalyst in
turnover frequency by a factor of 3 [157]. Enantioselectivity of the reaction (Equation 3.7) in the
presence of polyvinyl-pyrrolidone as stabilizer has been studied by Bradley et al. [158,159], who
observed that the presence of HCl in as-prepared cinchona alkaloids modified Pt sols had a marked
effect on the rate and reproducibility [158]. Removal of HCl by dialysis improved the performance
of the catalysts in both rate and reproducibility. These purified colloidal catalysts can serve as reliable
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Figure 3.11 Enantioselective hydrogenation of ethyl pyruvate using dihydrocinchonidine stabilized Pt colloids.
(Adapted from Bönnemann, H. and Brijoux, W., in Surfactant-Stabilized Nanosized Colloidal Metals
and Alloys as Catalyst Precursors/Advanced Catalysts and Nanostructured Materials, Moser, W., Ed.,
Academic Press, San Diego, 1996, pp. 165–196, Chap. 7. With permission from Elsevier Science.)
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test systems to screen alternative chiral modifiers to cinchona alkaloids and for precise rate studies.
In addition, a systematic variation of the reaction parameters relevant to the catalyst performance is
possible without unwanted side effects. It was shown that an excess of polyvinylpyrrolidone pres-
ent on the colloidal Pt catalyst hinders the access of modifier molecules to the colloidal metal sur-
face. It is most likely that the polymer is adsorbed at the metal surface, reducing the number of mod-
ified surface sites available for the enantioselective hydrogenation [159]. Nanostructured metal col-
loids can be used for the stereoselective and enantioselective transformation of specific prochiral
substrates into valuable fine chemicals. The application of a rational ligand control based on mo-
lecular modeling, which has been successful in homogeneous metal complex catalysis, promises
similar results in heterogeneous metal colloid catalysis. 

On the basis of the chemisorption results, it is reasonable to believe that coating on catalytically
active nanometal particles, which is permeable for small molecules such as H2 or O2, effectively
prevents the contact of the metal surface with poisons and enhances the lifetime. In fact, it is evi-

tation catalysts. The activity of a conventional Pd/C catalyst for example, expires completely in the
hydrogenation of cyclooctene to cyclooctane after 38 � 103 catalytic cycles per Pd atom, but the Pd
colloid/C catalyst still shows a residual activity after 96 � 103

were supported on charcoal and promoted by bismuth. By comparison with industrial heterogeneous
Pd/Pt catalysts, charcoal-supported Pd88/Pt12-(Oct)4NCl alloy particles (1.5 to 3 nm) show an excel-
lent activity combined with high selectivity in the glucose oxidation to gluconic acid by molecular
oxygen (see Equation 3.8) [161]. 

(3.8)

Greater durability of the colloidal Pd/C catalysts was also observed in this case. The catalytic
activity was found to have declined much less than a conventionally manufactured Pd/C catalyst
after recycling both catalysts 25 times under similar conditions. Obviously, the lipophilic (Oct)4NCl
surfactant layer prevents the colloid particles from coagulating and being poisoned in the alkaline
aqueous reaction medium. Shape-selective hydrocarbon oxidation catalysts have been described,
where active Pt colloid particles are present exclusively in the pores of ultramicroscopic tungsten
heteropoly compounds [162]. Phosphine-free Suzuki and Heck reactions involving iodo-, bromo-
or activated chloroatoms were performed catalytically with ammonium salt- or poly(vinylpyrroli-
done)-stabilized palladium or palladium nickel colloids (Equation 3.9) [162, 163].

(3.9)

(E)-stilbene was the exclusive product of the Pd colloid-catalyzed Heck arylation of styrene
with chlorobenzene. Recently, a polymer-mediated self-assembly of functionalized Pd and SiO2

nanoparticles have been found to be highly active catalysts for hydrogenation and Heck coupling

X

R1

R2
base

Pd catalyst 140°C

R1

R2

+ +   HX

 Pd-Pt-Bi/C

H2O

pH 9.5

D-(+)-glucose D-gluconic acid 
Na-salt

OH

CHO

HO

OH

CH2OH

OH

OH

COONa

HO

OH

CH2OH

OH

+ 1/2 O2

+  NaOH

+ H2O

COLLOIDAL NANOPARTICLES IN CATALYSIS 81

CRC_DK3277_cH003.qxd  4/7/2006  4:34 PM  Page 81

© 2006 by Taylor & Francis Group, LLC

catalytic turnovers (Figure 3.12) [160].
Superior catalytic oxidation catalysts were obtained when surfactant-stabilized Pd–Pt-precursors

denced that the lifetime of colloid catalysts is considerably longer than that of conventional precipi-
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reactions. This type of C–C linkage is valuable for the production of pharmaceutical intermediates
and fine chemicals. Turnover frequencies (TOF) of more than 80,000 have been achieved in the cou-
pling of p-bromobenzaldehyde with butyl acrylate using poly(vinylpyrrolidone)-stabilized
palladium as the catalyst [164]. Reetz [165,166] has applied colloidal, water-soluble PtO2 (i.e., a
colloidal Adams catalyst) in the immobilized form for the reductive amination of benzaldehyde by
n-propylamine (Equation 3.10).

(3.10)

The selectivity in favor of the desired monobenzylated product was found to be �99% and the
immobilized PtO2 was found to be 4–5 times more active than the commercial Adams catalysts. In
solution or in immobilized form, the PtO2 colloid is effective in the hydrogenation of carbonyl com-
pounds or of olefins. Recently, the heterogeneous catalytic amination of aryl bromides by immobi-
lized Pd(0) particles has been reported [163]. Secondary amines such as piperidine and diethyl
amine are used in the amination of aryl bromides and the reaction proceeds with good turnover
numbers and regio-control. The catalysts can be reused repeatedly without loss of activity or selec-
tivity after filtration from the reaction mixture.

Noble metal nanoparticles have been used as catalysts for olefin hydrogenation in C–C coupling
reactions including Heck and Suzuki coupling reactions. Co nanoparticles are also being used as het-
erogenous Pauson–Khand catalysts. Fabrication of hollow spheres composed of paladium nanopar-
ticles and their application to heterogenous Suzuki reactions has been recently performed [167–169]. 

A new class of heterogeneous catalyst has emerged from the incorporation of mono- and
bimetallic nanocolloids in the mesopores of MCM-41 or via the entrapment of pre-prepared col-
loidal metal in sol-gel materials [170–172]. Noble metal nanoparticles containing Mex-MCM-41
were synthesized using surfactant stabilized palladium, iridium, and rhodium nanoparticles in the
synthesis gel. The materials were characterized by a number of physical methods, showed that
the nanoparticles were present inside the pores of MCM-41. They were found to be active catalysts
in the hydrogenation of cyclic olefins such as cyclohexene, cyclooctene, cyclododecene, and

NH2 +    PhCHO
H2

cat.
N
H

Ph

Figure 3.12 Durability of colloidal Pd/C catalysts in the cyclooctene hydrogenation test compared with a conven-
tional Pd/C system. (Adapted from Bönnemann, H. and Brijoux, W., in Surfactant-Stabilized
Nanosized Colloidal Metals and Alloys as Catalyst Precursors/Advanced Catalysts and
Nanostructured Materials, Moser, W., Ed., Academic Press, San Diego, 1996, pp. 165–196, Chap. 7.
With permission from Elsevier Science.)
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norbornene [173]. Pre-prepared Pd colloids stabilized via phenanthroline by the Schmid method
[49–63] have successfully been embedded in MCM-41 mesopores (some are deposited on the
external surface) to give CO oxidation catalysts [170]. 

A strategy for the entrapment of monodisperse nanometal colloids, e.g., NR4X-stabilized Pd
particles, has been developed by Reetz and Dugal [171]. The nanosized particles (2 to 3.5nm)
were pre-prepared by electrochemical synthesis [171]. The entrapment in hydrophobic sol-gel
materials occurs via the fluoride-catalyzed hydrolysis of mixtures of CH3Si(OCH3) and
Mg(OC2H5)2. Finally, the stabilizer is extracted and the “naked” nanometallic particles are left
trapped in the pores. Ultramicrotomic techniques in combination with shadow casting TEM has
confirmed that the Pd particles are embedded in the oxide matrix and not fixed on the outer
surface. Reetz and Dugal [171] have investigated the catalytic properties of the new material. By
adjusting the relative amounts of the CH3Si(OCH3)3 and Mg(OC2H5)2 in the gel they were able
to control the hydrophobicity of the matrix. The catalytic activity and selectivity were tested by
the partial hydrogenation of COD to give cyclooctene: it was found that the activity of the new
systems is governed by the specific pore volume and the hydrophobic properties of the wall. The
selectivity for cyclooctene was 93%. The most active of these sol-gel-entrapped Pd catalysts had
a considerably higher activity than the commercially available Pd/Al2O3 samples. The prepara-
tion of a fully alloyed Pd–Au colloid of 3.0 nm particle size, by a modified sol-gel procedure
using THF as the solvent, from the co-reduction of Pd and Au salts with tetraalkyl-ammonium-
triethylhydroborate [24] and its embedding in a silica has been described [172]. The integrity of
the incorporated Pd–Au alloy particles remained virtually untouched. After the removal of the
protecting surfactant, a mesoporous texture with a comparatively narrow pore distribution
remained. According to the physical characterization by a combination of techniques, the SiO2-
embedded Pd-Au colloid preserves the size and the structural characteristics of the colloidal
metal precursor. Tetraalkyl-substituted Ru in either silica or zirconia sol-gel matrix has been used
for hydrogenolysis [174,575]. In a similar fashion, colloidal palladium supported on silica gel has
been conclusively proved to be involved in the direct reaction of H2 and O2 to give H2O2 [175].
The material exhibits excellent catalytic properties in selective hydrogenation test reactions.
These few examples show that colloidal bimetallic precursors—embedded in matrices or de-
posited on various supports, and promoted by additives if necessary—may become of practical
importance in heterogeneous catalysis. A recent review describes various synthetic strategies
applied for the synthesis of metal nanoparticles, which can be used as reusable catalysts with al-
most all kinds of reactions studied so far. They include hydrosilylation, oxidation, C–C coupling
reactions such as carbonylation, Heck, and Suzuki reactions, hydrogenation, chemoselective,
regioselective, and stereo and enantioselective reactions [176].

3.5.2.4 Fuel Cell Catalysts

“Fuel cell technology” allows the direct conversion of chemical energy into electricity [177].
The fuel cell is an electrochemical reactor where the catalyst systems are an important component.
Among the wide-ranging applications, fuel cells are best suited for low-emission transport systems,
stationary power stations, and combined heat and power sources. The classical studies were carried
out in the early 1900s and major innovations and improvements have been achieved over the last
few years. The first new electric cars are expected to roll on the markets around the year 2010, but
further developments are still needed, notably in the catalyst sector. Hydrogen fuel cell catalysts
rely on pure Pt, whereas Pt-alloy-electrocatalysts are applied for the conversion of reformer gas or
methanol into electricity. The active components in the latter cases are small Pt-containing bi- or
trimetallic particles of 1–3 nm size. These systems offer improved efficiency and tolerance against
certain contaminants, especially CO in the anode feed [178–183]. It was clear from patents filed in
the early 1970s that finely particulated colloidal platinum sols should be the ideal precursors for the
manufacture of fuel cell electrodes [178]. 
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This survey focuses on recent developments in catalysts for phosphoric acid fuel cells (PAFC),

PAFC, operating at 160–220�C, orthophosphoric acid is used as the electrolyte, the anode catalyst
is Pt and the cathode can be a trimetallic system like Pt/Cr/Co. For this purpose, a trimetallic col-
loidal precursor of the composition Pt50Co30Cr20 (size 3.8 nm) was prepared by the co-reduction of
the corresponding metal salts [184–186]. From XRD analysis, the trimetallic particles were found
alloyed in an ordered fct-structure. The electrocatalytic performance in a standard half-cell was
compared with an industrial standard catalyst (trimetallic crystallites of 5.7 nm size) manufactured
by co-precipitation and subsequent annealing to 900�C. The advantage of the trimetallic colloid cat-
alysts lies in its improved durability, which is essential for PAFC applications. After 22 h it was
found that the potential had decayed by less than 10 mV [187]. 

PEM fuel cells use a solid proton-conducting polymer as the electrolyte at 50–125�C. The cath-
ode catalyst is based on Pt alone but because of the required tolerance to CO, a combination of Pt
and Ru is preferred for the anode [178–183]. Colloidal Pt/Ru catalysts have been extensively studied
for low-temperature (80�C) polymer membrane fuel cells [187,188]. These have also been proposed
for use in direct methanol fuel cells (DMFC) or in PEMFC, which are fed with CO-contaminated hy-
drogen produced in on-board methanol reformers. The ultimate dispersion state of the metals is es-
sential for CO-tolerant PEMFC, and truly alloyed Pt/Ru colloid particles of less than 2 nm size seem
to fulfill these requirements [189,190]. Alternatively, bimetallic Pt/Ru PEM catalysts have been de-
veloped for the same purpose, where non-alloyed Pt nanoparticles �2 nm and Ru particles �1 nm
are dispersed on the carbon support [180]. From the results it can be concluded that a Pt/Ru interface
is essential for the CO tolerance of the catalyst regardless of whether the precious metals are alloyed.
On the other hand, for DMFC applications, Pt/Ru nanopowders of 3–5 nm size or thin films serve
better as catalysts [181–183]. For electrocatalytic methanol oxidation, a Pt metal or a Pt metal alloy
catalyst has been developed where an Ru phthalocyanine complex is added as a dopant to reinforce
the catalytic effect substantially [186]. For comparison, the electrocatalytic activity was compared
with that of a bimetallic Pt50/Ru50-N(Oct4)Cl colloid prepared by the salt co-reduction method
[24,107] toward oxidation of CO and a CO/H2 gas mixture (simulated reformer gas) [189].
According to high-resolution transmission electron microscopy (HRTEM), the mean particle diam-
eter was 1.7 nm. The alloyed state of the particles was verified by point-resolved energy dispersive
x-ray (EDX) analysis. CO tolerance and direct methanol oxidation on Pt3Mo/C have been investi-
gated in PEM fuel cell conditions. This catalyst has shown threefold enhancement for CO tolerance,
while for methanol oxidation such enhancements were not observed. It is also emphasized that the
mechanism involved in CO oxidation is different from the conventional Pt–Ru catalysts. While ruthe-
nium is converted into its oxide that helps in the oxidation of CO, Mo oxide surface shows no affin-
ity for CO providing a pathway of easy oxidation at lower overpotentials [192].

Glassy carbon-supported Pt50/Ru50-N(Oct4)Cl colloids were examined by CO-stripping voltam-
metry, and the data were found to be essentially identical with those found in well-characterized bulk
alloy electrodes. In a rotating disk electrode, the activity of the colloid toward the continuous oxidation
of 2% CO in H2 was determined at 25�C in 0.5 M H2SO4. The results obtained led to the conclusion
that these Pt/Ru colloids are very suitable precursors for high-surface-area fuel cell catalysts [190].
Structural information on the precursor was obtained by in situ XRD via Debye function analysis. In
addition, the XANES data support the bimetallic character of the particles. In situ XRD has revealed
the catalytic function of the alloyed Ru in the CO oxidation: surface oxide species are formed on the
Ru surface at 280�C, which slowly coalesce to RuO2 particles. After re-reduction, the catalyst shows
a pure hcp ruthenium phase and larger platinum-enriched alloy particles [193]. Scanning probe mi-
croscopy (SPM) has been applied in order to characterize the real-space morphology of the electrode
surfaces of supported nanostructured metal colloids on the nanometer scale[194]. Colloidal Pt50/Ru50

precursors (�2nm) raise the tolerance to CO, allowing higher CO concentrations in the H2 feed of a
PEMFC without a significant drop in performance [190]. A selective Pt/Mo oxidation catalyst for the
oxidation of H2 in the presence of CO in fuel cells comprises PtxMoy particles where x is 0.5–0.9 and

CRC_DK3277_cH003.qxd  4/7/2006  4:34 PM  Page 84

© 2006 by Taylor & Francis Group, LLC

proton-exchange membrane fuel cells (PEMFC), and the direct methanol fuel cell (DMFC). In



COLLOIDAL NANOPARTICLES IN CATALYSIS 85

y is 0.5–0.1 [195]. The colloid method was found to be a highly suitable exploratory approach to find-
ing improved formulations for binary and ternary anode electrocatalysts. The metals used include Pt,
Ru, W, Mo, and Sn. As an alternative to the reductive metal colloid synthesis, the so-called metal oxide
concept was developed, which allows the fabrication of binary and ternary colloidal metal oxides as
electrocatalyst precursors (Equation 3.11) [165,166]. 

(3.11)

There are many recent reports of Pt–Ru being prepared by different methods and supported on
different carbon supports to check their catalytic activity [196,197]. Colloidal Pt/RuOx(1.5 	 0.4
nm) stabilized by a surfactant was prepared by co-hydrolysis of PtCl4 and RuCl3 under basic con-
ditions. The Pt/Ru ratio in the colloids can be varied between 1:4 and 4:1 by variation of the sto-
chiometry of the transition metal salts. The corresponding zero-valent metal colloids are obtained
by the subsequent application of H2 to the colloidal Pt/Ru oxides (optionally in the immobilized
form). Additional metals have been included in the metal oxide concept (Equation 3.11) in order to
prepare binary and ternary mixed metal oxides in the colloidal form. Pt/Ru/WOx is regarded as a
good precatalyst especially for the application in DMFCs. Main group elements such as Al have
been included in multimetallic alloy systems in order to improve the durability of fuel cell catalysts.
Pt3AlC0.5 alloyed with Cr, Mo or W particles of 4–7 nm size has been prepared by sequential pre-
cipitation on conductive carbon supports such as highly dispersed Vulcan XC72® [198].
Alternatively, colloidal precursors composed of Pt/Ru/Al allow the manufacture of multimetallic
fuel cell catalysts (1–2 nm) having a metal loading of �20%. 

The colloidal Pt/Ru/Al precursor is pre-prepared via the organoaluminum route. Co-reduction
of organic Pt and Ru salts using Al(CH3)3 gives halogen-free, multimetallic Pt colloids, e.g.,
Pt50Ru50/Al (size 1.2	0.3 nm). The stochiometric ratio of the metal salts can be adjusted by chang-
ing the amount of the second metal. The addition of alcohols or suitable surfactants allows the dis-
persivity of the colloidal precursor in organic media or water to be tailored without affecting the
particle size. In the second step, the Pt/Ru/Al colloid is adsorbed on high-surface-area carbon by
treatment at 40�C for 24 h. In the third step (conditioning) the dried Pt/Ru/Al Vulcan catalyst pow-
ders are exposed to O2 and H2 for 30 min each at 250–300�C to remove the surfactants completely.
The particle size of the Pt/Ru/Al colloid adsorbed on the support was found to be virtually un-
touched (1.3 	 0.4 nm) and after the thermal treatment only a moderate growth was observed (1.5
	 0.4nm). A thin sheath of oxidized aluminum was found on the Pt/Ru surface, which accounts for
the size stabilization observed in the Pt/Ru particles and for the improved durability of the result-
ing electrocatalysts. Recently, a fuel cell for generating electric power from a liquid organic fuel
(synfuel) was described. It comprises a solid electrolyte membrane directly supporting the anode
and cathode layers, which contain 7–10% Pt and Ru, 70–80% of perfluorovinyl ether sulfonic acid
and 15–20% polytetrafluoroethylene [199].

3.6 CONCLUSION

This chapter demonstrates how the colloidal precursor route generates novel pathways in
nanometal synthesis. The advantages for catalyst preparation are obvious. Using monodisperse col-
loidal metals is an elegant approach to both organosols and hydrosols, which can be readily re-dis-
persed with high metal concentrations in a variety of solvents. The colloidal stabilizers can also be
washed off the colloidal metal particles to give metal nanopowders. Alternatively, the mono- and 
bi-metallic colloids can easily be deposited onto any given support to generate supported heteroge-
neous catalysts. In the latter case, conditioning (reactive annealing) is used as the final step to

PtCl RuCl PtRuO colloid4 3
H O/base
stabilizer

2�  → x
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remove the colloidal protective shell and to activate the metallic surface, yielding catalysts with ad-
vantageous performances. Modulations of the particle surface both in terms of the structure and
composition are possible. Any bi- or pluri-metal combination having a particular composition and
particle structure is easily accessible by suitable manipulations during the preparation steps. The
versatility of the precursor method, its tunable approach, and the long-term stability of the nano-
sized metal particles have been confirmed by testing a series of catalysts and comparing them with
commercially available state-of-the-art systems. From the economic point of view it is, however,
obvious that multimetallic nanostructured colloids are promising precursors for manufacturing high
performance catalysts to be used for the production of either fine chemicals or for efficient nano-
sized multimetallic fuel cell catalysts that are truly nanosized (�3 nm) fuel cell catalyts with high
metal loadings (30 wt% of metal).
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CHAPTER 3 QUESTIONS

Question 1

Why is nanoscience interesting?

Question 2

What are nanostructured colloidal particles? What are hydrosols and organosols?

Question 3

What is the role of a protecting agent during nanoparticle synthesis?

Question 4

What are the advantages of Bönnemann’s method of colloidal nanoparticle synthesis?

Question 5

Why is heat treatment chosen to better effect the stripping off the protecting shell of a supported
colloidal catalyst precursor?
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4.1 SETTING THE SCENE

This chapter will focus on catalysis using porous catalysts. Since porosity is a feature often
found in nature but hardly ever discussed in standard textbooks, this short chapter is intended to set
the scene and introduce porous catalysts. 

Pores are found in many solids and the term porosity is often used quite arbitrarily to describe
many different properties of such materials. Occasionally, it is used to indicate the mere presence
of pores in a material, sometimes as a measure for the size of the pores, and often as a measure for
the amount of pores present in a material. The latter is closest to its physical definition. The porosity
of a material is defined as the ratio between the pore volume of a particle and its total volume (pore
volume � volume of solid) [1]. A certain porosity is a common feature of most heterogeneous
catalysts. The pores are either formed by voids between small aggregated particles (textural poros-
ity) or they are intrinsic structural features of the materials (structural porosity). According to
the IUPAC notation, porous materials are classified with respect to their sizes into three groups:
microporous, mesoporous, and macroporous materials [2]. Microporous materials have pores with
diameters � 2 nm, mesoporous materials have pore diameters between 2 and 50 nm, and macrop-
orous materials have pore diameters � 50 nm. Nowadays, some authors use the term nanoporosity
which, however, has no clear definition but is typically used in combination with nanotechnology
and nanochemistry for materials with pore sizes in the nanometer range, i.e., 0.1 to 100 nm.
Nanoporous could thus mean everything from microporous to macroporous.

The different pore sizes of specific catalysts have implications not only on their specific surface
areas but also on properties concerning diffusion, site accessibility, and catalyst deactivation
(e.g., owing to coke formation). In heterogeneous catalysis, conversions proceed on active sites on
the surface of solid catalysts. The conversion is thus closely related to the accessible surface area of
a given catalyst. If the diffusion of educts and products is not limited, the catalytic conversion scales
proportional to the specific surface area, S [m2 g�1], provided that the active sites are distributed
homogeneously on the surface of the catalyst. The specific surface area of a material is defined as
the surface area of a material per gram of solid. If the diffusion is limited owing to smaller pores,
the catalytic conversion is significantly reduced and does not scale proportional to the specific
surface area.

For gas-phase reactions on macroporous catalysts, diffusion limitations are of minor importance,
since gas diffusion is typically not restricted in pores of this size. However, for mesoporous and espe-
cially for microporous materials, diffusion control of gas molecules plays a major role. If the pore size
is of the same dimension as the size of the reacting molecules, a second effect has to be considered.
Molecules of sizes smaller than the diameter of a given pore can enter the pore system and react on sites
inside the pores. Yet, molecules of sizes larger than the pore diameter are excluded from the pore
system and thus from the reactive sites inside the material. Reactions of such larger molecules can only
proceed on sites on the external surface of the catalyst particles. Since the external surface area (i.e.,
outer surface area of particle) is typically two to three magnitudes smaller than the internal surface area
(i.e., surface area inside pores), the conversion of these molecules is comparably low. In this way, a se-

often termed molecular sieving; as a consequence, microporous materials are frequently called molec-
ular sieves. In the following section, typical microporous and mesoporous catalysts will be described.

these methods follows. This survey is intended to provide only some basic information on the different
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methods. For a more detailed understanding, it is recommended that readers consult Chapter 9 and

lectivity is achieved for smaller molecules. This mechanism is typical for microporous catalysts and is

more specialized textbooks(see Further Reading in the appendix at the end of this chapter).

To allow the reader to understand the results of specific characterization methods, a short survey on



4.2 POROUS CATALYSTS

Most heterogeneous catalysts are porous to a certain degree. Yet, a closer look shows that the
presence of pores in many materials is because of textural porosity, i.e., the pores are voids between
small aggregated particles. These type of pores are typically observed in many supported catalysts
where oxides or carbon materials are used as supports. Well-known examples are automotive cata-
lysts. They consist of highly dispersed rhodium and platinum particles (as the catalytically active
compound) being supported on an alumina washcoat. The alumina washcoat provides a high
surface area for the deposition of the noble metal catalysts, together with a textural porosity, which
allows the exhaust gas molecules to diffuse to the catalytically active noble metal sites. This type
of material will not be considered in the present chapter since their porosity is only because of
aggregation of nonporous particles. The main focus will be on materials with an intrinsic porosity
due to their structural properties. In the first section, microporous materials will be discussed, fol-
lowed by a short survey of mesoporous catalysts with structural porosity.

4.3 MICROPOROUS CATALYSTS: ZEOLITES

Microporosity is a feature observed in many different materials (e.g., activated carbons, aerogels,
and xerogels). However, with regard to heterogeneous catalysis, zeolites are practically the only
microporous catalysts used at present. The following chapter thus only addresses zeolites and their
use in catalysis.

4.3.1 What Are Zeolites?

In general, zeolites are crystalline aluminosilicates with microporous channels and/or cages in

called this new class of minerals zeolites (Greek: zeos � to boil, lithos � stone). Currently, about
160 different zeolite structure topologies are known [4] and many of them are found in natural
zeolites. However, for catalytic applications only a small number of synthetic zeolites are used.

cations. Synthetic zeolites can be obtained with exactly defined compositions, and desired particle
sizes and shapes can be obtained by controlling the crystallization process.

The frameworks of zeolites are formed by fully connected SiO4 and AlO4 tetrahedra linked by

mineral, which can be found in nature. Synthetic Faujasite-type zeolites are of particular importance
in zeolite catalysis as we will see below.

The silicon and aluminum atoms are located on the centers of the tetrahedra and are frequently de-
noted as T-atoms (T for tetrahedra). A TO4 unit could thus represent both SiO4 and AlO4 tetrahedra.
The Faujasite structure, as shown in Figure 4.1, can be considered as being formed by double rings
consisting of six TO4 units each, denoted as D6R (double six ring) hereafter. Larger cages are formed
by connecting these D6R, which build up cavities and open pore windows with a window diameter of
about 0.7 nm. Obviously, the structure representation showing all atoms present in a structure is rather
confusing and details of the structure are hardly visible. Therefore, a simplified representation is often
chosen as shown in Figure 4.1 (middle). The oxygen atoms are omitted and straight lines directly con-

4 and AlO4 tetrahedra. As a result, sub-
structures such as cages and channels are much easier recognized. Polyhedra representations as shown
in Figure 4.1 (bottom), allow an even easier perception of the zeolite cages and pore openings. The
large cages of the Faujasite structure are formed by smaller �-cages, which are connected by D6R
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shared oxygen atoms as shown in Figure 4.1 (top) for a Faujasite-type zeolite. Faujasite is a zeolitic

Natural zeolites typically have many impurities and are therefore of limited use for catalytic appli-

units. Similar cages are found in many zeolite structures as can be seen in Figure 4.2.

nect the silicon or aluminum atoms in the centers of the SiO

Cronstedt [3]. Upon heating of the minerals, he observed the release of steam from the crystals and
their structures. The first zeolitic minerals were discovered in 1756 by the Swedish mineralogist
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Figure 4.1 The framework structure of a Faujasite-type zeolite and simplified structure representations thereof
(top: ball and stick model, middle: simplified stick model, and bottom: comparison stick model and
polyhedra model).

Figure 4.2 Zeolite cages as found in Sodalite (SOD), Zeolite A (LTA), and Faujasites (FAU). (Reprinted from D.
Kern, N. Schall, W. Schmidt, R. Schmoll, J. Schürtz, Winnacker-Küchler: Chemische Technik,
Prozesse und Produkte, Vol. 3, Siliciumverbindungen, pp. 849–850. Copyright 2005. With permis-
sion from Wiley-VCH.)
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The connectivity (topology) of the zeolite framework is characteristic for a given zeolite type,
whereas the composition of the framework and the type of extra-framework species can vary. Each
zeolite structure type is denoted by a three-letter code [4]. As an example, Faujasite-type zeolites
have the structure type FAU. The pores and cages of the different zeolites are thus formed by mod-
ifications of the TO4 connectivity of the zeolite framework.

Besides the more or less stable framework, extra-framework cations, and inorganic or organic
guest molecules may be found in the zeolite pores. What is the reason for the presence of extra-
framework cations? We know that the zeolite framework is formed by SiO4 and TiO4 tetrahedra.
Each O2� anion is connected to two Si4� cations, thus each O2� anion provides one negative charge
per Si4� cation. Therefore, the four positive charges of a given Si4� cation are compensated by four
negative charges of the surrounding oxygen atoms. In the same way, the three positive charges of
an Al3� cation are balanced by four negative charges from the four surrounding oxygen atoms, re-
sulting in one negative excess charge. Thus, each Al3� cation in the zeolite framework causes a neg-
ative framework charge. These negative charges are balanced by extra-framework cations located in
the zeolite pores, as shown schematically in Figure 4.3. Typically, synthetic zeolites are crystallized
in alkaline reaction mixtures containing Na� cations and the charge compensating extra-framework
cations are then Na+ cations. The composition of such a zeolite can be written as:

The chemical composition is often given as the composition of a unit cell of the respective
zeolite structure (a unit cell is the smallest repetition unit of a crystal containing all information of
the crystal structure). An important feature of a given zeolite material is its silicon to aluminum
(Si/Al) ratio. Zeolites with an Si/Al ratio up to ten are called low silica zeolites, those with higher
Si/Al ratios high silica zeolites. The framework structures of low silica zeolites contain a large
number of aluminum cations. Since all these framework aluminum cations cause negative frame-
work charges, balanced by extra-framework cations, such low silica zeolite have a very high ion
exchange capacity. However, the lower limit for the Si/Al ratio is one. This implies that the frame-
work of a normal zeolite never contains more aluminum than silicon.

Zeolite structures typically consist of silicon and aluminum linked by tetrahedrally coordinat-
ing oxygen atoms. However, similar structures as found for these aluminosilicates can be formed
by substitution of the aluminum by other elements (e.g., Ga in gallosilicates or Ti in titanosilicates).
Even the substitution of both Si and Al is possible, as for example in aluminophosphates or

Na (AlO ) (SiO ) H O or Na Al Si O H O2 2 2 2 2x x y x x x y x yn n� � �[ ]
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gallophosphates. These types of materials are also considered to be zeolites but they are of minor
importance as catalysts.

The micropores of zeolites typically contain water as guest molecules, which desorbed upon

size, the K�

from the air. Nitrogen and oxygen molecules are too large to pass the 0.3 nm pore openings of this
zeolite, which is thus an excellent water adsorbent and typically used for drying gases or organic
liquids (Molsieve 3A).

The negative framework charges can also be balanced by many other cations, e.g., by most alka-
line and earth alkaline cations as well as by transition metal cations. The extra-framework cations are

enough to fit into the pores. Some cations are surrounded by rather bulky water shells, preventing
their migration into the zeolite pores. Stripping the water shell, e.g., by raising the temperature of the
exchange solution, may help to overcome this restriction. The easy exchange of cations makes zeo-
lites excellent ion exchangers. For this reason they are widely used as water softeners in detergents;
Ca2� and Mg2� cations are removed from the solution by the zeolite and replaced by Na� cations.

Apart from metal cations, the negative framework can also be compensated by other positively
charged cations such as NH4

� and H�. The protonated forms of zeolites have a high acidity because the
proton can be easily removed from the zeolite and replaced by other positively charged species. This
feature makes them very efficient solid-state acids, which can be used for acid-catalyzed reactions.

The pore size of a zeolite depends on its structure, but in general, the pore openings are enclosed
by a certain number of TO4 units, forming circular or elliptic rings. Figure 4.4 shows the width of some
circular pore openings with respect to the number of TO4 units. Depending on the shape of the pore
window, the width of the pores can vary in the range 0.3 to 0.8 nm for pores formed by rings consist-
ing of six (6MR) to twelve (12MR) TO4 units. Furthermore, the type and position of specific extra-
framework cations can affect the pore opening, since these cations may partially block the pore windows.
The diameters of the windows in zeolites determine the size of molecules being able to pass through
these windows, making them very efficient as molecular sieves and as selective catalysts.

The pores of zeolites can be regarded as extensions of their surfaces; zeolites have an external
surface, i.e., the surface of the zeolite crystallites, and an internal surface, i.e., the surface of their
channels and/or cages. In total, the surface areas of zeolites are remarkably large. One gram of
a typical Faujasite zeolite expresses a geometric surface area of about 1100 m2/g (specific surface
area). The contribution of the external surface area to this number is almost negligible (about 5 m2 g�1

for 1 µm crystallites), and almost the complete surface area is due to the surface of the micropores.
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-containing Zeolite A (see Figure 4.2, LTA type) is only capable of adsorbing water

usually easy to exchange by other ones, e.g., from aqueous solutions, provided the ions are small

heating. However, most zeolites easily adsorb water from the ambient air. Owing to its specific pore



The determination of the specific surface area of a zeolite is not trivial. Providers of zeolites typi-
cally give surface areas for their products, which were calculated from gas adsorption measure-
ments applying the Brunauer–Emmet–Teller (BET) method. The BET method is based on a model
assuming the successive formation of several layers of gas molecules on a given surface (multilayer
adsorption). The specific surface area is then calculated from the amount of adsorbed molecules in
the first layer. The space occupied by one adsorbed molecule is multiplied by the number of mole-
cules, thus resulting in an area, which is assumed to be the best estimate for the surface area of the
solid. The BET method provides a tool to calculate the number of molecules in the first layer.
Unfortunately, it is based on a model assuming multilayer formation. Yet, the formation of multi-
layers is impossible in the narrow pores of zeolites. Specific surface areas of zeolites calculated by
the BET method (often termed BET surface area) are therefore erroneous and should not be mis-
taken as the real surface areas of a material. Such numbers are more related to the pore volume of
a zeolite rather than to their surface areas.

Considering all we know up to now, the specific properties of zeolites can be summarized as
follows. Zeolites are aluminosilicates with defined microporous channels or cages. They have ex-
cellent ion-exchange properties and can thus be used as water softeners and to remove heavy metal
cations from solutions. Furthermore, zeolites have molecular sieve properties, making them very
useful for gas separation and adsorption processes, e.g., they can be used as desiccants or for sepa-
ration of product gas streams in chemical processes. Protonated zeolites are efficient solid-state
acids, which are used in catalysis and metal-impregnated zeolites are useful catalysts as well.

4.3.2 Types of Zeolites Used in Catalytic Processes

Many types of zeolites are known but only a rather small number of zeolites are used in catal-
ysis. In this section, the most important zeolites will be introduced. We will focus on the most
commonly used types which are Zeolite X, Zeolite Y, ZSM-5, and Zeolite Beta. Apart from these,
a couple of other zeolites, e.g., Mordenite or Zeolite L, are also used for specific reactions but they
are produced on a smaller scale. Most of these zeolites have a remarkable thermal stability and can
be heated to a temperature of 600°C without structural damage; some of them resist even tempera-
tures of 800 to 1000°C.

The nomenclature of zeolites is rather arbitrary and follows no obvious rules because every
producer of synthetic zeolites uses his/her own acronyms for the materials. However, as mentioned
before, at least the structure types of the different zeolites have a unique code. For example, FAU
represents Faujasite-type zeolites, LTA Linde Type A zeolites, MFI Mobile Five, and BEA Zeolite
Beta. The structure commission of the International Zeolite Association (IZA) is the committee
granting the respective three-letter codes [4]. Some typical zeolites, which are of importance as cat-
alysts in petrochemistry, will be described in the following sections. 

4.3.2.1 Zeolite X and Zeolite Y

Faujasite is a zeolite which can be found in nature. Unfortunately, natural zeolite deposits typically
contain impurities of other mineral phases and the chemical composition and morphology of the zeolite
materials can vary widely . For catalytic applications, generally, very well-defined zeolite materials
are required. Therefore, rather than natural zeolites, their synthetic homologs are typically used for

during their formation. Zeolites X and especially Zeolite Y are the most frequently used in petro-

their chemical composition. Zeolite X has an Si/Al ratio between 1 and 1.4, while Zeolite Y has
between 2 and 3. In between these two compositions, mixed forms of both types of zeolites exist. The
differentiation into two different zeolites is not arbitrary but due to significant steps in the evolution
of the unit cell parameters of the crystal structures with increasing aluminum content. Thus, a typical
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catalytic conversions. They are obtained in high purity and their properties can be minutely controlled

chemistry. They both have a FAU-type structure (Faujasite, see Figure 4.1) but differ with respect to



Zeolite X has a general composition of (Ca2�, Mg2�, Na2
�, K2

�)0.5xAlxSi192�xO384�240 H2O with 
x � 96 to 80 and Zeolite Y a composition of (Ca2�, Mg2�, Na2

�)0.5x Alx Si192�xO384�240 H2O with 
x � 64 to 48). The cations in the parentheses may be found as extra-framework cations in the respec-
tive zeolites. The compositions reflect the composition of a unit cell of the respective zeolite. In order

aged is then healed in the calcination process. The resulting material is called dealuminated Zeolite Y
(DAY).

The pore windows of Zeolites X and Y consist of 12MR with an approximate window diame-

about 1.4 nm. Catalytically active sites, e.g. protons, are located either in these large cages, in the

4.3.2.2 ZSM-5

The zeolite ZSM-5 has the MFI-type structure and can be obtained with many different Si/Al
ratios typically ranging from about 10 to �. If no aluminum is present (Si/Al � �), a pure siliceous
structure is obtained and the resulting material is then called Silicalite-1. The unit cell composition of
an MFI-type zeolite can be written as (Na�, H�)xAlxSi96�xO192�n H2O with x � 27 (in most cases �9)
and n � 16 (the more siliceous a zeolite gets, the higher is its hydrophobicity).

The MFI structure has pores formed by channels encircled by ten T-atoms (10MR). Two indi-
vidual 10MR pore systems are found in the structure, straight channels, and perpendicular to them
sinusoidal (zig-zag type) channels. Both channel types intersect and form larger cavities at the inter-
sections. The channel system is open in all three directions and adsorbed molecules can migrate in
all three directions. Such a channel system is called three-dimensional. Figure 4.5 shows a schematic
view into the straight (left) and sinusoidal (right) channels. The pore diameters of the straight
channels are 0.56 � 0.53 nm and those of the slightly elliptical sinusoidal channels 0.55 � 0.51 nm.

4.3.2.3 Mordenite

The natural zeolite Mordenite is found as a mineral in large deposits. However, for catalytic
applications, only synthetic Mordenite is used. The unit cell composition of a typical MOR-type
zeolite can be written as (Na�, H�)8Al8Si40O96�nH2O with n � 24. The Mordenite structure has 12MR

which cannot pass through the 8MR windows can migrate only along the straight 12MR channels.
Since larger molecules cannot pass each other inside the channels, they only can diffuse in single file
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Figure 4.5 View into the pores of the ZSM-5 (MFI) structure along the straight channels (left) and along the si-
nusoidal channels (right). (Reprinted from D. Kern, N. Schall, W. Schmidt, R. Schmoll, J. Schürtz,
Winnacker-Küchler: Chemische Technik, Prozesse und Produkte, Vol. 3, iliciumverbindungen, 
pp. 849–850. Copyright 2005. With permission from Wiley-VCH.)
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ter of 0.74 nm. They give access to the larger Faujasite cages (see Figure 4.2) with a diameter of

During the steaming process, aluminum is released from the zeolite structure. The structure thus dam-
to increase the thermal stability and acidity of the zeolite, Zeolite Y is steam-treated and then calcined.

12MR windows, or in the smaller �-cages and/or D6R cages (see Figure 4.1 and Figure 4.2).

channels that are interconnected by smaller 8MR windows, as shown in Figure 4.6. Larger molecules



mode. Figure 4.6 shows a view into the pores of the MOR structure; the straight 12MR channels with
a diameter of about 0.71 � 0.62 nm and 8MR windows with a diameter of about 0.48 � 0.38 nm.

4.3.2.4 Zeolite A

Zeolite A with the LTA structure type is typically not used as a catalyst but frequently used as

product streams, e.g., from the skeletal isomerization process in petrochemistry where it is used for

Eight �-cages located on the corners of a cube are connected by D4R units, thus forming the larger
�-cages. The largest pore windows consist of 8MR openings with a diameter of about 0.45 nm. This
window diameter may be smaller if cations partially block the windows. The size of the pore open-
ings then depends on the size of the respective cation and is thus tunable. The unit-cell composition
of Zeolite A can be given as Na96Al96Si96O384�216 H2O. As for the other zeolites, the sodium cation
can be exchanged with various cations. However, a protonated Zeolite A is not stable and decom-
poses during the protonation process.

The pore types FAU, MFI, MOR, and LTA discussed above contain basically all micropore
types possible in zeolites. There are accessible and nonaccessible cages (FAU and LTA) and straight
or meandering channels in one, two, or three dimensions, which may be either isolated or connected
to each other (MFI and MOR).

4.3.3 Production of Zeolites

about 4 Mio t/year in year 2000) and zeolites are produced for many different applications as shown

figure. Natural zeolites are basically used for cement production or in agriculture. The largest frac-
tion of synthetic zeolites is used as water softeners in detergents, and catalysts make only about 8%
use of all zeolites produced in United States, Western Europe, and Japan. However, about 55 to 60%
of the total profits on the zeolite market are made on zeolite catalysts [5].

an aluminum source such as sodium aluminate, are prepared in solutions containing sodium and
water contents as required for the formation of the respective zeolite [6]. These solutions are mixed
in a reactor and reacted at temperatures typically in the range between 80 and 200°C. The reaction
time may vary from hours to days, and for reactions at temperatures � 100°C the reactions have to

MICROPOROUS AND MESOPOROUS CATALYSTS 103

Figure 4.6 View into the 12MR channels (left) and the 8MR windows of the Mordenite (MOR) structure (right).
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the separation of n-alkanes from iso-alkanes. A structure model of Zeolite A is shown in Figure 4.2.

a drying agent and as an adsorbent in separation processes. It is indispensable for the separation of

in Figure 4.7. The large amounts of natural zeolites produced in Cuba and China are omitted in this

Typically, for production of zeolites (Figure 4.8), a silicon source such as sodium silicate and

The annual consumption of zeolites lies in the range of some million tons (global consumption



be performed in autoclaves. For the production of some zeolites (e.g., ZSM-5), organic additives are
added to the reaction mixture. These additives direct the crystallization toward the desired products
and are typically ammonium salts, amines, or alcohols. The organic molecules are occluded inside
the zeolite pores and have to be removed by calcination in an additional step. After the crystalliza-
tion, the zeolite is filtered, washed, and, if required, ion-exchanged. After drying of the product, the
material can be packed as zeolite powder. For the application as catalyst, the zeolite powder is typ-
ically processed to give granules (see Figure 4.8) or extrudates. A binder (e.g., clay slurry) is ad-
mixed to the zeolite powder and the resulting mixture is either granulated or extruded. The green
bodies are then calcined and sieved to obtain a product with a specific grain size.
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In addition to these steps, further processing is possible, e.g., impregnation with a noble metal.
Zeolites A, X, and Y can be obtained at temperatures below 100°C, while the high-silica zeolites
ZSM-5 and Zeolite Beta are typically crystallized at temperatures between 100 and 200°C. The com-
position of the reaction mixture and the crystallization time are very important parameters that have
to be controlled carefully, since even small deviations may result in a product with undesired zeolitic
or nonzeolitic by-products or, in the worst case, in complete nonzeolitic products. Figure 4.9a shows
the ranges in which Zeolites A, X, and Y can be obtained [7]. Keeping all other parameters constant
but reducing the water content results in hydroxysodalite, a non-desired product (Figure 4.9b). 

The aging time of the reaction mixture (prior to crystallization) at room temperature or slightly
elevated temperature, the heating rate applied to reach the crystallization temperature, the stirring
speed (in reactor), and an optional addition of seed crystals (zeolite crystals) are all process
parameters influencing the product obtained. While the crystallization of a specific zeolite is the
main objective, however, the control of product properties such as the crystallite size, the particle
morphology, crystal aggregation, and the chemical composition of the crystallites, are in most cases
also of utmost importance. The preparation of zeolite catalysts is a challenge and requires precise
control of every process parameter.

4.3.4 Post-Synthesis Treatment of Zeolites and Modification of Zeolites

4.3.4.1 Protonation of Zeolites

Exchanging the extra-framework cations with protons results in an acidic zeolite. These protons
are mobile and can participate in chemical reactions inside the zeolite pores. Thus, protonated zeo-
lites can be regarded as solid acids with Bronsted acid sites. They can be obtained by direct ex-
change of sodium cations by protons in acidic solution, but many zeolites suffer a partial or com-
plete destruction of their frameworks in acidic solutions. This is due to a removal of aluminum from
the framework in acidic environment. Framework dealumination can be avoided by exchanging the
sodium cations in zeolites with ammonium cations. The resulting NH4

�-exchanged zeolite is then
transformed into its protonated form by simple heat treatment, typically at temperatures of about
450 to 550°C. During this calcination, the ammonium inside the zeolite decomposes into ammonia
and protons according to the following equation:

Z NH Z H NH4 3
� � � �→  + �
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The ammonia is released and the protons remain in the zeolite, which then can be used as acidic
catalysts. Applying this method, all extra-framework cations can be replaced by protons. Protonated
zeolites with a low Si/Al ratio are not very stable. Their framework structure decomposes even upon
moderate thermal treatment [8–10]. A framework stabilization of Zeolite X or Y can be achieved by
introducing rare earth (RE) cations in the Sodalite cages of these zeolites. Acidic sites are obtained by
exchanging the zeolites with RE cations and subsequent heat treatment. During the heating, protons
are formed due to the autoprotolysis of water molecules in the presence of the RE cations as follows:

In this way, fairly stable acidic REY and REX zeolites are formed containing not only protons but
also oxidic RE species. High-silica zeolites are more stable in acidic solutions and can be exchanged
directly by protons from acidic solutions. However, a certain structure dealumination is often observed
for these materials as well and typically not all cations are replaced by protons.

4.3.4.2 Dealumination of Zeolites

The dealumination may result in unstable zeolites as described above. However, in the case of
Zeolite Y, an extremely stable material can be achieved after dealumination under appropriate condi-
tions [10]. Applying either repeated ammonium ion exchanges and successive high-temperature treat-
ments to Na–Y or steaming and elevated temperature to H–Y leads to a so-called Ultrastable Zeolite Y
(USY). The successive removal of the aluminum from the zeolite framework according to the reaction
shown in Figure 4.10, results in the formation of hydroxyl nests. The interrupted structure is then healed
at temperatures around 700 to 850°C. During this step, neighboring silanol groups condense to form
new Si–O–Si bonds and silicon atoms migrate to fill up the vacant positions. The extracted aluminum
forms oxidic species inside the zeolite pores. The nonframework aluminum can be removed from the
zeolite by treatment with sodium hydroxide or EDTA solution. In this way, a Zeolite Y is obtained
which is thermally extremely stable and widely used for cracking catalysts in oil refineries.

4.3.4.3 Metals and Metal Complexes in Zeolites

Some metals (e.g., Ti, Fe, Ni, Co) can be incorporated directly into the zeolite framework structure,
thus substituting silicon on sites in a given siliceous zeolite. The most prominent material of that type
is Titanium Silicalite-1 (TS-1), a zeolite with MFI-type structure. The Ti4� is coordinated tetrahedrally
by four framework oxygen atoms. TS-1 is a very efficient catalyst for oxygenation reactions (partial
oxidation, e.g., of olefins toward epoxides) using hydrogen peroxide as oxidizing agent [11–13].

In order to combine the catalytic activity of highly dispersed metal species and that of zeolites,
metals can be deposited in the pores and on the external surface of zeolite particles. In this way, a cat-
alyst is formed with both a metal functionality, e.g., redox or hydrogenation activity, and an acidic
function. The metals can be deposited by different methods. Impregnation of a zeolite with a metal

RE RE OH 1 H2 1 1
n

n n n�
� �

� �� � �( ) [ ( ) ] ( )H O →

106 SURFACE AND NANOMOLECULAR CATALYSIS

Si O

O

O

Si

Si

Si
H

H
H HOSi O Al O

O

O

Si

Si

Si
−

H+
3H2O +  Al(OH)3

Figure 4.10 Dealumination of a zeolite structure and formation of a hydroxyl nest.

CRC_DK3277_Ch004.qxd  4/16/2006  8:55 AM  Page 106

© 2006 by Taylor & Francis Group, LLC



salt solution and successive evaporation of the water results in the deposition of the metal in the zeo-
lite. However, in addition to the metal cations, large amounts of the anionic counterions may also get
deposited in the zeolite. A very convenient way to load a zeolite with only the active cationic species
is the ion exchange from aqueous metal salt solutions. The anions remain in the aqueous phase and
can be removed by washing with water. Cations can also be exchanged by solid-state ion exchange.
In this case, the zeolite powder is intimately mixed with a suitable metal salt or oxide. The mixture is
then heated to temperatures at which the ion exchange proceeds via a solid-state reaction or from the
molten salt covering the zeolite particles. The temperatures for this ion-exchange process typically lie
in the range between 200 and 800°C. By exchanging the sodium cations in a given zeolite with a
redox-active cation, selective oxidation and/or reduction catalysts can be obtained [11]. Not only hy-
drated cations but also metal complexes can be ion exchanged. Thus, it is very convenient to exchange
Pt2� or Pd2� as [Pt(NH3)4]

2� or [Pd(NH3)4]
2� complexes.

Highly dispersed metal particles can be deposited in the cages of zeolites or on their external
surface by reducing the metal cations in the exchanged zeolites in a hydrogen stream at elevated
temperatures. The reduced metal atoms aggregate and form metal particles. During the reduction of
the metal cations by hydrogen, the resulting protons remain in the zeolite and balance the frame-
work charges according to the equation:

Another method to introduce metal particles into zeolites is the deposition of metal carbonyl
from a gas stream. The gaseous carbonyls are adsorbed in the micropores of the zeolite and then
transformed into the metallic species.

Metal species deposited inside larger cages in zeolite are sometimes transformed into complexes by
reacting them with appropriate ligands. In this way, larger complexes that are too large to pass the cage
windows can be deposited in a zeolite. This method is frequently called ship-in-the-bottle synthesis.

Finally, one should note that metal species in a zeolite may act as Lewis acid sites. These sites are
less acidic than Bronsted acid sites, i.e., protons, but contribute to the total acidity of a given zeolite.

4.3.5 Catalytic Application of Zeolites

The reason for the high selectivity of zeolite catalysts is the fact that the catalytic reaction typi-
cally takes place inside the pore systems of the zeolites. The selectivity in zeolite catalysis is therefore

ameter, which is different from all other porous materials showing generally a more or less broad pore
size distribution. Therefore, minute differences in the sizes of molecules are sufficient to exclude one
molecule and allow access of another one that is just a little smaller to the pore system. The high se-
lectivity of zeolite catalysts can be explained by three major effects [14]: reactant selectivity, product

If reactants are too large to fit into the zeolite pores, they are excluded from the pore system and
thus cannot react inside the zeolite pores. Of course, they can react on the external surface area of
the zeolite crystals. However, the surface areas of zeolite pores (i.e., the internal surface area of
micropores) are several magnitudes larger than the surface area on top of the crystals (i.e., the
external surface area) and reactions proceeding on the external surface of a zeolite are in most cases
negligible. The high selectivity is thus due to the fact that only a specific fraction of all potential
reactants are actually converted by the zeolite catalyst. In a similar way, only products of a distinct
size are able to leave the pore system of a zeolite. Larger molecules are retained inside the zeolite
pores and are either converted into a product that is small enough to leave the pore system or they
are kept inside the zeolite, e.g., in the form of a carbon-rich deposit (coke). The selectivity is thus
due to the size of the product molecules. These two types of selectivity are quite obvious; however,

Z Me 2H Z H Me2
n n n

nn� � � �� 	 �→ ( ) .
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selectivity, and selectivity owing to restricted size of a transition state (see Figure 4.11).

closely associated to the unique pore properties of zeolites. Their micropores have a defined pore di-



there exists a third type of selectivity. For some reactions, rather bulky transition states are required.

formed which result from a transition state being small enough to be realized inside the restricted
pore geometry of the zeolite. Zeolites are thus highly selective catalysts that find their major cat-
alytic application in petrochemistry. However, they can be also applied profitably in the production
of organic base chemicals and fine chemicals. 

Zeolites are solids and if they are used as catalysts for the conversion of organics in a batch re-
actor, they can be easily separated, e.g., by filtration. A distinct separation step is dispensable if
gases or vapors are reacted over a zeolite catalyst bed. In this set-up, the gas/vapor passes through

plicated separation of the catalyst from the product, as compulsory in homogeneous catalysis, is not
necessary. Protonated zeolites are acidic and can replace mineral acids as catalysts in many organic
reactions. To describe all possible reactions is beyond the scope of the present chapter. To give a
rough impression of the vast number of different reactions possible with zeolite catalysts, a list of

used, the table lists only the structure types (three-letter codes). One has to be aware that most of
the listed zeolite catalysts are not used in their as-synthesized form. They are typically modified to
meet the requirements of a specific reaction (e.g., H, Fe, B, Ti, Cu, K, RE — modified forms of ze-
olites) and may require an additional metal function (e.g., Pt and Pd, etc.). Table 4.1 gives only a
selection of possible reactions and is of course not comprehensive. A review on these and other
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possible reactions and the structure type of zeolite used are given in Table 4.1 [15]. For the zeolites

a bed of the solid catalyst and the gaseous products leaving the reactor are easily recovered. A com-

These transition states can be of different sizes for different products. Only such products can be



reactions is given by Hölderich and van Bekkum [15]. As shown in Table 4.1, zeolites may be used
for an impressive number of organic reactions. However, by far the largest amounts of zeolite cat-
alysts are used in petrochemical processes. A selection of very important catalytic reactions will be
exemplified in the following sections.

4.3.5.1 Zeolite Catalysts in Petrochemical Processes

At present, about 80 million barrels of crude oil are processed every day in refineries. Crude oil

of constituents containing one or more heteroatoms (N- or S-containing molecules) are present. As the

The scheme shows a simplified product stream in a refinery. The raw products from the different frac-
tions of the atmospheric and vacuum distillations are typically not used directly but processed in suc-
cessive refinement steps. The fraction with the lowest boiling point is the liquefied petrol gases (LPG)
that contain C1 to C4 products. Naphtha, the base product for gasoline, kerosene, and gas oil, the base
product for diesel oil, are the next fractions. Further processing of these products involves isomeriza-
tion of the C5 and C6 fraction (tops), hydro-treating of the naphtha and kerosene fraction, and hydro-
treating and de-waxing of the gas oil fraction. The residues from the atmospheric distillation can be
further fractionized by vacuum distillation or directly transformed into lube oil. The residue from the
vacuum distillation can be converted into fuel oil. In order to increase the yield of gasoline, the fuel
oil, and the vacuum gas oil are refined in cracking processes (catalytic cracking or hydrocracking).
The hydro-treating units hydrogenate olefins and aromatics but they typically also remove sulfur
(hydrodesulfurization [HDS]) and nitrogen species (hydrodenitrogenation [HDN]) from the feed. The
resulting products contain H2S and NH3 which have to be removed from the product stream. These
reactions are essential to obtain fuels with low sulfur and nitrogen compounds, which help to reduce
the acidic emission (SOx and NOx) of automotive exhausts. Furthermore, sulfur and nitrogen compounds
may poison and/or deactivate catalysts, e.g., metal-based or acidic catalysts, used in subsequent
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Table 4.1 Zeolite-Catalyzed Reactions toward Organic Products

Reaction Zeolite type

Isomerization of double bond MFI

Skeletal isomerization of hydrocarbons FAU, MOR

Isomerization of functionalized saturated molecules MFI, FAU, AFI, BEA, MOR, AEL

Isomerization of arenes MFI, FAU, BEA

Electrophilic substituation of arenes BEA, MFI, FAU, ATO, MWW, MTW, MOR

Alkylation of phenols, aromatic amines, or heteroarenes MFI, FAU, MOR, MTW

Acylation of arenes, aromatic ethers, or heteroarenes FAU, BEA, MFI

Aromatic nitration HEU, BEA

Aromatic halogenation FAU, MFI, LTL

Hydroxyalkylation of arenes MOR, MFI, BEA, FAU

Carbocyclic ring formation FAU

Ring closure toward heterocyclic compounds LTA, MFI, BEA, LTL

Nucleophilic substitution reaction of alcohol with ammonia MOR, RHO, CHA, FAU

Nucleophilic addition of ammonia and amines to olefins MFI, FAU, ERI, HEU, CHA

Synthesis of anilines MFI, MOR, LTL, BEA

Nucleophilic addition to epoxides FAU

Esterification and acetalization BEA, MFI, FAU

Meerwein–Pondorf–Verley reduction FAU, BEA

Oppenhauer oxidation BEA
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initial process in a refinery, the crude oil is distilled into various fractions as shown in Figure 4.12 [16].

consists of short- and long-chain paraffins, olefins, and aromatics. In addition, considerable amounts



processes. It is thus also mandatory to remove nitrogen and sulfur to maintain the catalytic perform-
ance of downstream catalysts.

The processes in an oil refinery are very complex and a complete description would exceed the
volume of the present chapter. Here we will focus on the main processes involving zeolite catalysts.
These processes are indicated by gray boxes in Figure 4.12. One should be aware of the fact that
the scheme shown in Figure 4.12 is oversimplified for clarity. Many processes being essential in a
petrol plant setup are omitted for simplicity. More comprehensive information can be found in the
literature given in the appendix.

4.3.5.1.1 Fluid Catalytic Cracking

Catalytic cracking is a process that is currently performed exclusively over fluidized catalyst
beds. The fluid catalytic cracking (FCC) process was introduced in 1942 and at that time replaced
the conventional moving bed processes. These early processes were based on acid-treated clays as
acidic catalysts. The replacement of the amorphous aluminosilicate catalysts by Faujasite-type
zeolites in the early-1960s is regarded as a major improvement in FCC performance. The new acidic
catalysts had a remarkable activity and produced substantially higher yields than the old ones.

Fluid catalytic cracking over an acid catalyst converts residual hydrocarbons from the vacuum
gas oil fraction into valuable olefins, gasoline, and diesel products. The catalytic cracking proceeds
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Figure 4.12 Products and simplified product streams of oil refinery processes. The yellow color indicates
processes using zeolite catalysts.
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at temperatures of about 500 to 600°C. The long-chain hydrocarbon feed (paraffins), preheated to
200 to 300°C, is mixed with hot fluidized zeolite catalyst having a temperature of about 650 to
750°C. At the temperature resulting in the fluid bed, the long-chain hydrocarbons are cracked upon
contact with the acid catalyst. The volume expansion because of the evaporation of the feed and the
formation of the smaller cracking products and an injection of a steam flow causes the zeolite par-
ticles to lift in the riser. The catalyst moves through the riser within a few seconds (2 to 3 sec) and
continues to crack the feed molecules. As a result of the catalytic cracking, not only short-chain
products but also a carbonaceous deposit inside the zeolite pores (0.8 to 1.3 wt.%) are formed. This
coke leads to a rapid deactivation of the catalyst that has to be regenerated. For this, the coke-loaded
zeolite is separated from the product gas stream in a stripper and then transferred to a regenerator
by the aid of a steam flow, as illustrated in the scheme in Figure 4.13 [16,17]. The steam also
removes residual long-chain hydrocarbons from the zeolite.

In the regenerator, the coke is removed from the zeolite by simply burning it off. For this, air is
passed through the zeolite bed in the regenerator operating at about 700°C. During the regeneration,
the coke combusts and the zeolite heats up to a temperature of about 650 to 750°C. After this, the
hot regenerated zeolite is ready to be transferred again into the riser reactor.

Several reaction pathways for the cracking reaction are discussed in the literature. The com-

interaction with acid sites in the zeolite. Carbenium ions may form by interaction of a paraffin mol-
ecule with a Lewis acid site abstracting a hydride ion from the alkane molecule (1), while carbo-
nium ions form by direct protonation of paraffin molecules on Bronsted acid sites (2). A carbonium
ion then either may eliminate a H2 molecule (3) or it cracks, releases a short-chain alkane and
remains as a carbenium ion (4). The carbenium ion then gets either deprotonated and released as an
olefin (5,9) or it isomerizes via a hydride (6) or methyl shift (7) to form more stable isomers. A
hydride transfer from a second alkane molecule may then result in a branched alkane chain (8). The
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catalytic cracking are visualized in Figure 4.14 [17,18]. In a first step, carbocations are formed by
monly accepted mechanisms involve carbocations as intermediates. Reactions probably occur in



second molecule is transferred into a carbenium ion while the first one can leave the zeolite. Finally,
the carbenium ion cracks via �-scission into smaller molecules (10). Alkylaromatics from the feed
may also get cracked, e.g., forming an alkyl molecule and a smaller aromatic molecule. However,
aromatics and coke are also formed by hydrogen-transfer reactions in the zeolite. The extent to
which either hydrogen transfer or cracking takes place depends on the reaction parameters, the feed
composition, and the catalyst applied. Undesired olefins in the product stream can be hydrogenated
with hydrogen in a subsequent step in a hydrotreating or hydrocracking unit.

The main components of FCC catalysts are Zeolite Y, e.g., REY or USY as the major active com-
ponent (10 to 50%), and a binder that is typically an amorphous alumina, silica-alumina, or clay ma-
terial. In addition to these main components, other zeolite components, e.g., ZSM-5, and other oxide
or salt components are quite frequently used additives in the various FCC catalysts available on the
market. The addition of 1 to 5% ZSM-5 increases the octane number of the gasoline. ZSM-5 elimi-
nates feed compounds with low octane numbers because it preferentially center-cracks n-paraffins
producing butene and propene [14]. These short-chain olefins are then used as alkylation feedstocks
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in alkylation processes. Depending on the petrol plant specifications, the feedstock composition, and
the desired product composition, the compositions of the catalysts are typically adjusted to the spe-
cific requirements. Worldwide, the FCC process is the conversion process applied most widely and
FCC catalysts represent the most important single market for refinement catalysts [16].

4.3.5.1.2 Hydrocracking

Hydrocracking is the second large-scale process used to convert heavy fuel oil into more valu-
able products. It combines two catalytic processes, the hydrogenation of olefins and aromatics, and
the cracking of larger molecules. The cracking is performed in the presence of hydrogen (30 to 150
bar) and at temperatures between 350 and 450°C. The products of the hydrocracking process contain
less unsaturated compounds than those from the FCC process and the deactivation of the catalyst,
e.g., due to coke formation, is extremely reduced as a consequence of the hydrogenation function.
The lifetime for hydrocracking catalysts is in the range of several years. The hydrocracking process
is very flexible and allows adjustment to various feed compositions and product demands.
Hydrocracking units consist either of a single-stage bed reactor containing a catalyst with both a
hydrogenation and an acidic (cracking) function, or of two independent bed reactors. In the latter set-
up, the first reactor contains the hydrogenation catalyst converting olefins and aromatics into satu-
rated products and eliminating sulfur and nitrogen (HDS and HDN) present in the feed. Sulfur and
nitrogen heteroatoms are converted into H2S and NH3. In the second reactor, hydrocracking is per-
formed which transforms the long-chain molecules into smaller ones. To achieve complete conver-

unit. Various configurations for the hydrocracking process are shown in Figure 4.15 [14]. The reac-

Hydrogenation of aromatic compounds can result in cycloalkanes (11) and short-chain
fragments from side groups cleavage (12,13). Cycloalkanes can crack into smaller fragments (14)
and paraffins are either cracked (15) or isomerized (16). The reaction pathways occurring in
hydrocracking are shown schematically in Figure 4.17. In a first step, paraffin molecules are dehy-
drogenated at the metal site (18). The resulting olefin is then protonated at the acidic site to form a
carbenium ion (19). The carbenium ion now may go through hydride (19) or methyl shift (20),
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tions taking place in a hydrocracker are summarized in Figure 4.16 and Figure 4.17 [17,18].

sion, the fraction of unconverted feed is recycled to the hydrocracker or further processed in an FCC



resulting in isomers (21), or �-scission (22), resulting in cracked products. Finally, olefins are hy-
drogenated to form n- and iso-paraffins at the metal site (23,24).

The acid component of a hydrocracking catalyst can be an amorphous oxide, e.g., a silica-
alumina or a zeolite, e.g., USY. This component usually serves as a support for the metal compound
responsible for the hydrogenation function. The metal compound can be a noble metal, e.g., Pt or
Pd, or a mixture of sulfides, e.g., of Ni/Mo, Ni/W, or Co/Mo. The relative amounts of the respec-
tive compounds have to be thoroughly balanced to achieve an optimum performance.

4.3.5.1.3 Isomerization of n-Paraffins

Gasoline with high octane numbers prevents uncontrolled detonations of air/gasoline mixtures
in car engines (knocking). Gasoline with an octane number of 100 has the same knock resistance
as pure iso-octane (trimethyl pentane). An octane number of 0 corresponds to the performance of
pure n-heptane. A conventional gasoline with an octane number of 96 thus has the knock resistance
as a mixture of 96% iso-octane and 4% n-heptane. Linear paraffins have low octane numbers and
in the past, conventional gasoline contained octane number boosters, i.e., tetraethyl lead, benzene,
and olefins. At the end of the last century, these compounds had to be eliminated from conventional
gasoline. Nowadays, to obtain gasoline with high octane numbers, the content of branched paraf-
fins is increased at the cost of linear ones. The isomerization of linear paraffins is thus a process of
enormous importance in petrochemistry. Isomerization of n-alkanes (C5 to C7 fraction) over an
acidic catalyst is thermodynamically favored over cracking at lower temperatures. The process is
typically performed in the presence of hydrogen (hydroisomerization) and using a bifunctional
catalyst with an acidic and a metallic function [14]. A paraffin molecule is dehydrogenated in a first
step at the metal site resulting in an olefin, which is then protonated at the acid site to give a

114 SURFACE AND NANOMOLECULAR CATALYSIS

3H2+
M

R R
(11)

H2+
M

R

RH+ (12)

H2+
M

R

RH+ (13)

R

H2+
M

+ H3C CH3

R

(14)

Hydrogenation

Hydrodealkylation

Hydrodecyclization

R1 CH2 R2CH2 H2+ +R1 CH3 R2CH3

M/A
(15)

Hydrocracking

(16)

Isomerization

R1 CH2 CH3CH2CH2CH

CH3

CH

CH3

CH3R1 CH2CH

CH3

M/A

3H2+
M

R R
(11)3H2+

M

R R

3H2+
M

R RR
(11)

H2+
M

R

RH+ (12)H2+
M

R

RH+H2+
M

R

H2+
M

R

RH+ (13)H2+
M

R

RH+

R
(13)

R

H2+
M

+ H3C CH3

RRR

H2+
M

+ H3C CH3H3C H3

RR

R1 CH2 R2 R1 CH3 R2CH3 R2

CH3CH2CH2CH

CH3

CH

CH3

CH

CH3

CH3R1 CH2CH

CH3

CH

CH3

CH3CH3

M/A

Figure 4.16 Reactions occurring in hydrocracking process (M, metallic site; A, acidic site).

CRC_DK3277_Ch004.qxd  4/16/2006  8:55 AM  Page 114

© 2006 by Taylor & Francis Group, LLC



carbenium ion. A methyl shift according to reaction (20), as shown in Figure 4.17, can result in a
branched isomer of the carbenium ion. This reaction is supposed to proceed via a protonated cy-
clopropane intermediate as shown in Figure 4.18 [14,18]. Deprotonation of the carbenium ion then
restores the Bronsted acid site and releases an iso-olefin, which then is hydrogenated at the metal-
lic site, resulting in the iso-paraffin (see Figure 4.17, reactions 23 and 24).

Pt supported on an acidic support is a typical catalyst for the skeletal isomerization of light n-
paraffins. The acidic supports can be acidic oxides, e.g., halogenated (Cl, F) alumina or sulfated zir-
conia (ZrO2/SO4), or an appropriate zeolite, e.g., Mordenite. Pt-(Cl, F)-alumina catalysts have a high
performance at low temperatures and efficiently operate at temperatures between 115 and 150°C.
Such low temperatures thermodynamically favor isomerization and thus, highly branched products
are obtained. Zeolite supports are less active at lower temperatures and have to be operated at about
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230 to 285°C and pressures of about 30 bar. This reduces the yield of iso-paraffins but Pt-zeolite cat-
alysts are less susceptible toward catalyst poisoning. Pt on H-Mordenite is a prominent catalyst used
for the isomerization of light paraffins. The fraction of n-alkanes which is not isomerized by the Pt/H-
Mordenite can be selectively adsorbed by a bed of Ca–A zeolite (molecular sieve 5A). The branched
iso-alkanes are not adsorbed by this zeolite and are thus separated from the n-alkanes. The n-alkanes
are finally desorbed from the zeolite in a subsequent step and recycled to the isomerization process.
The performance of the catalyst is significantly affected by the acidity of the zeolite, i.e., its frame-
work Si/Al ratio. To obtain optimum performance for a Pt/H-Mordenite, the Si/Al ratio has be ad-
justed to about 8 to 10 [19,20] and the Pt content should be in the range 0.1 to 0.4%. Acid leaching
or steaming of the Mordenite results in both framework dealumination and creation of a certain meso-
porosity in the zeolite. In this way, the acidity and the accessibility of the zeolite pore system can be
optimized.

4.3.5.1.4 Catalytic Dewaxing

Linear long-chain (n-alkanes) and mono-branched paraffins tend to crystallize at low tempera-
ture in diesel fuels and lubricants. In order to avoid this flocculation, it is desirable to remove or to
transform these paraffins (waxes) from gas oil and lube oil fractions. One solution is a selective
cracking of these undesired paraffins. For this purpose, zeolites having smaller pore openings than
Faujasites (12MR) are advantageous because strongly branched paraffins cannot enter the smaller
pores as easily as linear ones (educt selectivity). Cracking over a ZSM-5 zeolite (10MR) effectively
removes wax molecules by transforming them into light paraffins (Mobile Oil process). Another
advantage of a ZSM-5 cracking catalyst is its low tendency to form coke as compared to 12MR
zeolites. The isomerization of n-alkanes and mono-branched alkanes converts them into multi-
branched molecules. For this purpose, zeolites such as ZSM-22, ZSM-23, and SAPO-11 have
proved to be very efficient catalysts (Chevron process). The dewaxing of feeds and product streams
can be combined with a hydro-treating process to saturate olefins and remove hetero-atoms from
the products [16]. Crystallization of the wax at low temperature and separation of the liquid heavy
oil fraction, e.g., using appropriate solvents, represents an alternative method for dewaxing.

4.3.5.1.5 Aromatization of Liquefied Petrol Gases

Aromatization of LPG is used to convert the rather low-value LPG fraction into more valuable
products, i.e., mainly benzene, toluene, xylene, and ethylbenzene (BTX fraction) [17]. C2 to C4

alkanes can be effectively converted over H-ZSM-5, especially if the zeolite is impregnated with
Ga3� [21]. Using a Ga-ZSM-5 catalyst, propane and butane are effectively converted in the Cyclar

2 3 or GaOOH species in the pores of the
ZSM-5 is responsible for the catalytic dehydrogenation of the light alkanes. Other efficient catalysts
for the aromatization of C2 to C4

ZnO species tend to form metallic Zn-ZSM-5 during the reaction, resulting in a gradual deactiva-
tion of the catalyst. Pt in Pt-ZSM-5 tends to aggregate into larger particles on the external surface
of the zeolite, also leading to deactivation of the catalyst.

Over an acidic zeolite, e.g., H-ZSM-5, activation of the alkane can proceed via protonation of

Since the catalyst is more efficient if Ga sites are present, the gallium species obviously play an
important role in the activation of the light alkanes. One possible reaction mechanism on the

temperatures of about 500 to 600°C. The olefins formed react on the acidic catalyst and form
oligomers in subsequent reaction steps. The oligomers then dehydrogenate at the metallic sites and
undergo cyclization reactions on the acid sites. Finally, the cyclic products are dehydrogenated at
the metallic sites. In this way, aromatics are formed that then desorb from the zeolite.

116 SURFACE AND NANOMOLECULAR CATALYSIS

CRC_DK3277_Ch004.qxd  4/16/2006  8:55 AM  Page 116

© 2006 by Taylor & Francis Group, LLC

the alkane (according to reactions 2, 3, and 4) in a similar way as shown for paraffins in Figure 4.14.

alkanes are Zn-ZSM-5 and Pt-ZSM-5. Unfortunately, the active

bifunctional catalysts is sketched in Figure 4.19 [23]. The catalytic reaction proceeds typically at

process developed by BP/UOP [22]. Extra-framework Ga O



4.3.5.2 Methanol to Gasoline and Methanol to Olefins

All the processes described above are based on raw oil as the starting material. A process, which
is related but not based on raw oil, is the conversion of methanol to hydrocarbons. The methanol is
converted into gasoline or to olefins that are intermediates in the reaction path toward the paraffins
(gasoline). The conversion of methanol to gasoline (MTG) became significant during the raw oil
shortage in the 1970s (Arabian Oil Embargo). At present, the MTG and the Fischer–Tropsch
process (Sasol-process, conversion of coal to gasoline via syngas) are the only commercial
processes toward synthetic fuels. The source of methanol is variable but a major portion of
methanol is obtained by the conversion of natural gas into methanol. Methane is converted in a
steam reformer into CO and H2

to olefins (MTO) reaction is a solid Bronsted acid-catalyzed process. Methanol is initially converted
into olefins, which then oligomerize and form paraffins and cyclic derivates. A hydrogen transfer

[24]. Dimethyl ether has been found as an intermediate at early stages of the reaction. Its formation
from methanol is therefore regarded as the initial step for the reaction [24,25]. The next step, i.e.,
the formation of the first C–C bond, is still not understood and various models can be found in the
literature, including carbene–carbenoid, carbocationic, oxonium ylide, free radical, and concerted
reactions. Once the first C–C bond has formed, the further reactions can proceed via carbocations
as already discussed in the previous section.

The pore size of the zeolite catalyst has a strong effect on the product distribution of the process.
By choosing catalysts with different pore sizes, the amounts of aromatics in the product can be sig-
nificantly varied. Conversion of methanol at 370°C over the small-pore zeolite Erionite produces no
aromatics at all but short-chain olefins and paraffins. Using the medium-pore zeolite ZSM-5 results
in about 40% aromatics and using the large-pore zeolite Mordenite gives about 20% organics. Not
only does the ratio of paraffins to aromatics vary for zeolites with different pore sizes but also the
product distribution of the aromatics as shown in Figure 4.20. The wide-pore zeolites produce larger
amounts of heavy aromatics because their pore size allows the formation of larger cyclic molecules.
Small-pore zeolites cannot accommodate aromatics in their pores and therefore convert methanol
into mainly olefins and paraffins. The use of a zeolite with a medium-pore size is thus advantageous
and results in aromatics and light paraffins [24]. For this reason, ZSM-5 is the most widely used
catalyst for the MTG process. Process parameters such as the reaction temperature or the reaction
pressure are also factors which allow a certain shift of the product composition of the process.

The MTG process can be performed in a fixed-bed reactor or in a fluidized-bed reactor. The
fixed bed configuration is technically less demanding. However, for strongly exothermic processes
such as the MTG process, the release of heat is a severe problem that results in hot spots and over-
heating of the reactor. In a fluidized-bed reactor, a gas passes upward through the catalyst bed and
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completes the reaction toward aromatics. The reaction may be summarized as shown in Figure 4.20

(syngas) which then reacts to form methanol. The MTG/methanol



the balance between gravity and upward motion due to the gas flow maintains the catalyst particles
suspended in the turbulent gas flow. This turbulent flow results in excellent heat transfer and pre-
vents hot spots and a nonuniform catalyst aging.

A higher olefin yield may be obtained by variation of the catalyst (small-pore catalyst) or by
variation of the process parameters such as reaction temperature, pressure, and feed flow.

4.4 MESOPOROUS CATALYSTS

Textural mesoporosity is a feature that is quite frequently found in materials consisting of par-
ticles with sizes on the nanometer scale. For such materials, the voids in between the particles form
a quasi-pore system. The dimensions of the voids are in the nanometer range. However, the parti-
cles themselves are typically dense bodies without an intrinsic porosity. This type of material is
quite frequently found in catalysis, e.g., oxidic catalyst supports, but will not be dealt with in the
present chapter. Here, we will learn that some materials possess a structural porosity with pore sizes
in the mesopore range (2 to 50 nm). The pore sizes of these materials are tunable and the pore size
distribution of a given material is typically uniform and very narrow. The dimensions of the pores
and the easy control of their pore sizes make these materials very promising candidates for catalytic
applications. The present chapter will describe these rather novel classes of mesoporous silica and
carbon materials, and discuss their structural and catalytic properties.

4.4.1 Ordered Mesoporous Silica Materials

Ordered mesoporous silica (OMS) materials are obtained by condensation of silica around or-
ganic micelles via a co-operative or true templating process [26,27]. Surfactant molecules such as
alkyl ammonium cations, can form different types of micelles. At low concentrations they build
spherical micelles while at higher concentrations extended micelles are forming. Lamellar, hexago-
nal, and cubic micellar phases are obtained depending on the temperature and surfactant concentra-
tion. The terms hexagonal and cubic phases indicate the hexagonal or cubic symmetry of the micel-
lar structures. The polar head-groups of the surfactant molecules are directed toward the water phase.
Here, they interact with the negatively charged silica precursors. The silica precursors react with each
other and form extended silica domains that enclose the micelles. The formation of the micelles and
that of the silica walls typically proceed simultaneously (co-operative process) but the result is also
possible via a true templating where the surfactant micelles are formed in a primary step followed by
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the addition of the silica material. In all cases, the silica forms a rigid-wall structure around the sur-
factant micelles by condensation of silanol groups. The condensation of the silica is catalyzed either
by a base or an acid. The formation of a hexagonally OMS from a hexagonal micelle is schematically
illustrated in Figure 4.21. The organic micelles act as templates for the porous silica. After the for-
mation of the silica walls, the surfactant molecules are removed to open the pore system of the silica.
Most commonly, the organics are simply combusted at temperatures of about 400 to 600°C. The re-
sulting material has pores that are arranged in exactly the same manner as the parent micelles.

Ordered mesoporous silica materials of this type were developed more or less simultaneously
by scientists from Toyota and Waseda University [28,29] and by researchers from Mobil Oil [30,31]
using alkyltrimethyl ammonium surfactants (tensides). The researchers from Toyota/Waseda used
Kanemite as the silica source and obtained a hexagonally ordered material, which was called FSM-
16 (where FSM stands for folded sheet mesoporous material). Mobil used noncrystalline silica pre-
cursors and synthesized materials of the so-called M41S type. The different M41S materials were
denoted as MCM-41 (hexagonal, P6m symmetry), MCM-48 (cubic, Ia-3d symmetry), and MCM-
50 (lamellar) (where MCM stands for mobile composition of matter). MCM-41 and MCM-48 are
porous after template removal. The diameters of the channels observed in these materials are typi-

mensional hexagonal ordering. MCM-48 has a bi-continuous three-dimensional pore system. The
complex pore structure of MCM-48 is due to the formation of a minimal surface between the sur-
factant-water interface and surfactant molecule at a given temperature.

MCM-50 consists of stacks of silica and surfactant layers. Obviously, no pores are formed upon re-
moval of the surfactant layers. The silica layers contact each other resulting in a nonporous silica. It is
noteworthy to mention that materials of M41S type were probably already synthesized by Sylvania
Electric Products in 1971 [32]. However, at that time the high ordering of the materials was not real-
ized [33]. M41S-type materials are synthesized under basic reaction conditions. Scientists from the
University of Santa Barbara developed an alternative synthesis procedure under acidic conditions. They
also used alkyltrimethyl ammonium as the surfactant. The porous silica materials obtained (e.g., hexag-
onal SBA-3; Santa BArbara [SBA]) had thicker pore walls but smaller pore diameters. Furthermore,
they developed materials with novel pore topologies, e.g., the cubic SBA-1 with spherical pores.
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materials are shown schematically in Figure 4.22. The pores of MCM-41 are arranged in a two-di-
cally in the range 2 to 4 nm and the pore walls are about 1 nm thick. The pore systems of these two



The formation of a specific mesophase depends strongly on the silicon-to-surfactant ratio, ionic
strength and pH of the reaction mixture as illustrated by the synthesis-space diagram in Figure 4.23

different chain lengths. The diameters of the micelles, and thus the pores of the resulting silica, are
smaller if short-chain surfactants are used and vice versa. The pore sizes can be further modified by
using co-templates, e.g., long-chain alcohols, which result in a swelling of the alkyltrimethyl am-
monium surfactant micelles. The acidity or alkalinity of the reaction mixture also has an effect on
the pore diameters and pore wall thickness of the resulting material. The shrinkage of the pore walls
upon calcination seems to be more pronounced in materials obtained under acidic conditions. This
may result in somewhat smaller pores.

electron microscopy (TEM) image allows a view into the hexagonally ordered mesopores of the
materials. The x-ray difrraction (XRD) pattern shows four reflections, which is in accordance with
the hexagonal symmetry of the material. The XRD pattern is not due to scattering by atoms on de-
fined crystallographic positions but due to periodic variations of the electron density as caused by
the pores and pore walls of the material. The walls themselves consist of amorphous silica. For this
reason no ordering exists in the c-direction and only hk0 reflections are observed. The nitrogen
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The characteristics of a typical MCM-41 sample are shown in Figure 4.24. The transmission

[34]. The pore sizes of such OMS materials can be controlled by using surfactant molecules with



adsorption–desorption isotherms were measured at 77 K and show a pronounced step in the relative
pressure range (p/p0) of 0.3 to 0.4 due to condensation of the nitrogen in the mesopores (capillary
condensation). The adsorption step at relative pressures above p/p0 � 0.9 is due to adsorption in the
voids between the individual MCM-41 particles (textural porosity).

In the late 1990s, Stucky and co-workers [35] from the University of Santa Barbara used block
co-polymers instead of ionic surfactant templates (acidic conditions) and obtained large pore mate-
rials with similar pore arrangements as from surfactant-templated materials. Block co-polymers
with hydrophilic and hydrophobic blocks form micelles in a very similar manner as ionic surfactant
molecules. The micelles formed by such block co-polymers are much larger than those formed by
surfactant molecules. Consequently, the pores of the block co-polymer — templated silicas (e.g.,
SBA-15) are significantly larger than those of the materials obtained with alkyltrimethyl ammo-
nium surfactants. Not only are the pores larger (6 to 15 nm) but also the walls between the pores
are thicker if block co-polymers are used. For MCM-41 materials, the silica walls have a thickness
of about 1 nm, while SBA-15 materials have walls with thicknesses of about 3 to 7 nm [27]. Typical
templates for the formation of SBA-15 type silica materials are the triblock co-polymers of the type
(PEO)x(PPO)y(PEO)x (where PEO stands for polyethylene oxide and PPO for polypropylene oxide).
The more hydrophobic PPO chains form the core of the micelle rods and the more hydrophilic PEO
chains are organized at the surface of the rods. The hydrophilic PEO chains can also penetrate the
silica walls, thus causing smaller pores after the combustion of the polymer as illustrated schemat-
ically in Figure 4.25, which is believed to be the reason for the microporosity of the pore walls of
SBA-type materials. Some of these micropores connect neighboring mesopores after the removal
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Figure 4.24 TEM image (left), XRD pattern (middle), and nitrogen adsorption–desorption isotherm (right) of a
typical MCM-41 material. (Courtesy of F. Kleitz.)
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co-polymer by calcination.
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of the triblock co-polymer, e.g., by calcination of the composite in air at temperatures between 400
and 600°C. Block co-polymers can not only be used for the preparation of silicas with hexagonally
ordered mesopores but also for many other pore structures including those discussed already for the
M41S type materials, i.e., hexagonal (like MCM-41), cubic (like MCM-48), cubic (like SBA-1,
cubic arrangement of spherical pores), and others.

The silica networks of mesoporous silicas are terminated at the surfaces of the amorphous pore
walls, thus resulting in terminal silanol groups on the walls. The density of the silanol groups of all
mesoporous silicas (1 to 3 nm�2) is somewhat lower than usually found for other typical silica ma-
terials (4 to 6 nm�2) [27]. The specific surface areas of the different mesoporous silicas vary de-
pending on their pore sizes, the thicknesses of their pore walls, and the density of their silica net-
works. For some MCM-41- and MCM-48-type materials, surface areas of about 1000 to 1400 m2 g�1

have been reported. The surface areas of SBA-15-type materials can be � 600 m2 g�1 [27].
The very high surface areas of OMS materials and various possibilities to modifying their sur-

face properties make these silicas promising for catalytic applications. In the following sections, a
short survey will be given of different methods to modify the properties of the silica materials and
of catalysis with OMS-based catalysts.

4.4.1.1 Surface Modifications of Ordered Mesoporous Silica Materials

OMS materials are chemically not different from amorphous silicas and thus all modifications
which are possible on conventional silica materials are basically also possible on such mesoporous
silicas. The most frequently applied modifications are summarized schematically in Figure 4.26
[27]. The acidity of silanol groups is rather low but they can be used as reactive sites for the fixa-
tion of organics molecules or inorganic species. Metal organic catalysts can be attached to the
surface either directly or via a spacer molecule and silylation of the silica surface results in a more
hydrophobic material. These modifications allow the imobilization of a catalyst on the surface and
in the pores of the OMS materials and a fine-tuning of the hydrophilic/hydrophobic properties of a
given material. A proper immobilization of the organic catalyst to the surface via a chemical bond
is mandatory to prevent leaching of the catalyst from the support during the catalytic reaction.

The acidity of the silica material can be enhanced by substitution of a fraction of the silica by
alumina. The aluminum is either incorporated into the silica walls, e.g., directly during the synthesis
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of the material, or it is deposited on the surface of the pores in a separate step after the removal of
the template. The latter method allows the modification of the acidic properties (substitution) and
also the modification of the pore wall thickness (grafting). The deposition of alumina in and on the
pore walls creates acidic sites, especially when aluminum is tetrahedrally coordinated by oxygen.
The ratio between tetrahedrally and octahedrally coordinated aluminum in the OMS materials can be
varied by the choice of specific aluminum sources if the aluminum is incorporated directly during
the synthesis. Stronger Bronsted acid sites are observed in materials that were prepared with NaAlO2

as the aluminum source rather with aluminum hydroxide Al(OH)3, or aluminum isopropoxide
Al(OPr)3 [27,36]. However, since the local environment of the aluminum in OMS materials is more
similar to silica-alumina rather than to zeolites, the acidity of Al-substituted OMS is lower than that
of zeolites. As a further consequence, the hydrophilicity of the material increases upon decrease of
the Si/Al ratio in the pore walls. As in silica-alumina, protons may be exchanged by cations in Al-
modified OMS materials. Other metals, such as Fe, Ga, Ti, Sn, V, and B, may also be substituted or
grafted on the walls of OMS materials. The acidity of the resulting material is significantly affected
by the type of heteroatom present. For MCM-48, the Bronsted acid strength decreases in the order
Al � Ga � Fe, while the Lewis acid strength showed an order of Ga � Al �� Fe [27,37]. Complete
coating of the silica walls with metal oxide species is also possible as shown for europium-doped
Y2O3 on SBA-15 [27,38]. Finally, nanoparticles, e.g., Pt, Rh–Pt, Cu–Rh, Pt–Ru, or Au metal parti-
cles or clusters, or enzymes can be immobilized in the large mesopores of OMS materials. Such sup-
ported materials then can be used as catalysts for metal- or enzyme-catalyzed reactions [27].

4.4.1.2 Catalysis with Ordered Mesoporous Silica Materials

Ordered mesoporous silicas are not as widely applied for catalysis in industrial processes as ze-
olites but many catalytic processes have been described where OMS-based catalysts have been used

the potential of such catalysts. Directly after the discovery of OMS materials, the use of such sili-
cas as catalysts in petrochemical processes was on the top of the list of their potential applications.
The processing of bulky molecules in the large pores seemed to be very attractive. Unfortunately,
siliceous and/or aluminum-containing OMS materials have only a very moderate acidity, compara-
ble to that of conventional silicas and silica-aluminas. They proved to be less active and also less
stable than zeolite catalysts. However, modifications of the silicas resulted in catalytic performances
with activities comparable to conventional catalysts. Sulfated zirconia supported on MCM-41 has a
similar catalytic activity as bulk sulfated zirconia for the cracking of cumene and 1,3,5-triisopropyl
benzene [39]. Excellent conversions were also reported for the condensation of tert-butanol and
methanol to methyl–tert–butyl ether (MTBE) using sulfated zirconia on SBA-15 as the catalyst
[40]. The deposition of the heteropoly acid H3PW12O40 on fluorinated MCM-41 gives a catalyst
with a high gas-phase MTBE synthesis activity [41].

The weak acidity of the pure OMS materials is disadvantageous for petrochemical processes but for
the synthesis of fine chemicals, solids with moderate acidity can be very active catalysts. Table 4.2 gives
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Table 4.2 OMS-Catalyzed Reactions toward Organic Fine Chemicals

Reaction Ordered Mesoporous Silica

Friedel–Crafts alkylation Al(OPri)3-grafted MCM-41, Ga-substituted/impregnated MCM-41,
Al-substituted MCM-41, Fe-impregnated MCM-41

Acetalyzation Siliceous MCM-41, Al-substituted MCM-41
Diels–Alder reaction Al(OPri)3-grafted MCM-41, Zn2+-exchanged MCM-41
Beckmann rearrangement Al-substituted MCM-41
Aldol condensation Al-substituted MCM-41
Prins condensation Sn-substituted MCM-41
Meerwein–Ponndorf–Verley reaction Zr(OPr)4, Al(OPri)3-grafted SBA-15, MCM-41, and MCM-48
Metathesis Siliceous FSM-14 and MCM-41
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(see [27] and references therein). Only some of these reactions will be described here, to illustrate



a summary of reactions for which weakly acidic OMSs have been used successfully as catalysts (see

for the acetalyzation of cyclohexanone on MCM-41 [42]. For this reaction, a pore diameter of 1.9 nm
proved to be the optimum as shown in Figure 4.27. To explain for this effect, an optimal arrangement
of the silanol groups in the pores of the MCM-41 material is assumed.

Modification of OMS materials with early transition metal elements, such as Ti, V, Nb, Mo, Mn,
Fe, Co, and Cu, can result in very active redox catalysts. Unfortunately, leaching of the active com-
pound from the silica support proved to be a severe problem for some systems, especially for oxi-
dation reactions in liquid phase using peroxides as the oxidizing agents [27]. The deposition of
metal or metal oxide nanoparticles in the pores of OMS also results in active catalysts. The HDS of
feedstock for petrochemical processes is an important process in oil refineries for which supported
metal sulfide particles are typically used as catalysts. MoS2 particles supported on MCM-41 proved
to be excellent catalysts for the HDS of dibenzothiophene [43]. Deposition of Ni/WS2 particles on
SBA-15 resulted in a catalyst having up to seven times higher activities for HDS of dibenzothio-
phene, a commercial HDS catalyst based on Co–Mo/Al2O3 [44]. Iron oxide supported on MCM-41
showed to be a catalyst for the oxidation of SO2 being superior to commercial catalysts at high re-
action temperatures as reached in the oxidation of SO2 from smelters using pure oxygen instead of
air [45]. Also metal particles, such as Pt, Pd, Ni, Rh, Ir, and Ru as well as metal alloys, supported
on OMS are active catalysts, e.g., for hydrogenation reactions [27]. The immobilization of
metal–organic catalysts on the surface and in the pores of OMS materials is an alternative method
to prepare catalytically active solids. A crucial point for such catalysts is a real immobilization, i.e.,
fixation by chemical bonds to prevent leaching of the active species from the silica support. The lig-

catalytic performance of given catalysts can be tuned by variation of the ligand. Such immobilized

droxyalkylation of 1,3-dimethoxybenzene with 3,3,3-trifluoropyruvate [46]. The surface of the
MCM-41 support was hydrophilized by silylation of free silanol groups. A conversion of 77% and
an enantiomeric excess (ee) of 82% were achieved with the immobilized catalyst. The performance
of the immobilized catalyst was significantly better than that of the same catalyst in homogeneous
phase (conversion 44%, ee 72%).
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Figure 4.27 Pore-size effect on the acetalyzation of cyclohexanone with methanol. (Reprinted from J. Am.
Chem. Soc., Vol. 125, M. Iwamoto, Y. Tanaka, N. Sawamura, S. Namba, Remarkable Effect of Pore
Size on the Catalytic Activity of Mesoporous Silica for the Acetalization of Cyclohexanone with
Methanol, pp. 13032–13033, Copyright 2003. With permission from American Chemical Society.)

CRC_DK3277_Ch004.qxd  4/16/2006  8:55 AM  Page 124

© 2006 by Taylor & Francis Group, LLC

catalysts can be very active. The catalyst shown in Figure 4.28 was used for the Friedel–Crafts hy-

and environment of the immobilized catalysts has a similar effect as in the liquid phase and the

[27] and references therein). The pore size of the silica material can play an important role as shown



However, with respect to ee, the same catalyst immobilized on amorphous silica performed even
better (conversion 72%, ee 92%) than the one immobilized on MCM-41. This example illustrates
an important issue, i.e., OMS-based catalysts have to be compared with those based on amorphous
silica or silica-alumina. If the amorphous materials perform as well or even better than the OMS
materials, then there is no advantage in using the significantly more expensive OMSs. However, in
those cases where the catalytic reaction benefits from the regular and well-defined pore systems of

cules or to overcome transport limitations in more narrow pores.

4.4.2 Nonsiliceous Ordered Mesoporous Materials

Ordered mesoporous materials of compositions other than silica or silica-alumina are also
accessible. Employing the micelle templating route, several oxidic mesostructures have been made.
Unfortunately, the pores of many such materials collapse upon template removal by calcination.
The oxides in the pore walls are often not very well condensed or suffer from recrystallization
of the oxides. In some cases, even changes of the oxidation state of the metals may play a role.
Stabilization of the pore walls in post-synthesis results in a material that is rather stable toward
calcination. By post-synthetic treatment with phosphoric acid, stable alumina, titania, and

in further condensation of the pore walls and the materials can be calcined with preservation of the
pore system. Not only mesoporous oxidic materials but also phosphates, sulfides, and selenides
can be obtained by surfactant templating. These materials have pore systems similar to OMS
materials.

Ordered mesoporous carbons are accessible via a nanocasting process. A carbon precursor, e.g.,
furfuryl alcohol, is deposited in the pores of an OMS, such as SBA-15 or MCM-48. Condensation
or polymerization of the carbon precursor followed by a carbonization step, e.g., at high tempera-
ture under protective atmosphere, results in a carbon–silica composite. The pores of the silica are
blocked by the carbon material. Subsequently, the silica is dissolved, e.g., in HF or NaOH solutions,
resulting in a pure carbon material consisting of carbon rods. The carbon rods represent a negative
replica form of the pores of the parent silica material. The rods are thus arranged in exactly the same
way as the pores of the parent silica were oriented before, i.e., hexagonally packed rods for SBA-
15 and rods arranged in a cubic symmetry for MCM-48. If SBA-15 is used as the cast (solid tem-
plate), the rods are fixed on their positions by very narrow carbon bridges, which are due to carbon
deposition in the micropores connecting the mesopores of the parent silica. The spaces where the
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the OMS materials, such materials can be very attractive, e.g., for the conversion of bulkier mole-

zirconia mesophases were obtained (see [27] and references therein). The phosphoric acid results



silica walls had been previously are empty after the silica removal and form a new pore system
(CMK-3). Scientists from the Korean Advanced Institute of Science and Technology (KAIST) in-
troduced this type of material in 1999 and denoted them as CMK-n materials [47]. Deposition of a
thin layer of carbon on the walls of the OMS materials creates no rods but carbon tubes ordered in
exactly the same arrangement as the parent silica pores (CMK-5). Combining successive prepara-
tion steps allows the creation of highly advanced catalysts as shown schematically in Figure 4.29.
The pores of a mesoporous silica (SBA-15) are filled with a carbon precursor, which is then car-
bonized inside the pores. After the deposition of magnetic cobalt nanoparticles on the silica–carbon
composite, the cobalt particles are coated with a 1 nm carbon layer. The silica is then removed by
hydrofluoric acid treatment while the protected cobalt nanoparticles remain on the external surface
of mesoporous carbon (CMK-3 type carbon) thus obtained. Finally, the actual catalyst is deposited
as Pd nanoparticles inside the mesopores of the resulting carbon. In this way, a highly efficient hy-
drogenation catalyst is obtained, which is easily separated from the liquid phase by a magnet [48].
OMS as the hard template for nanocasting may also be used for the preparation of metal oxides. By
applying this method, some mesoporous metal oxides, such as Co3O4, NiO, CeO2, Cr2O3, OsO4, and

2

cause many oxides simply decompose during the silica-leaching process.
Ordered mesoporous materials, such as described here, have been successfully tested as cata-

lysts or catalyst supports for many different reactions [27]. However, since this class of materials is
rather new, the real potential of these materials in catalysis is of course not fully investigated. As
for OMS materials, the production of such materials is rather cost intensive, e.g., compared to con-
ventional oxide materials. Therefore, the benefit of a regular mesopore system has to be substantial
to justify the use of elaborated but expensive catalyst materials for industrial applications.
Nevertheless, many of the materials described above proved to perform very well in many different
catalytic reactions and they may of course find applications in this field.

4.5 CHARACTERIZATION OF MICROPOROUS AND MESOPOROUS MATERIALS

The analytical methods for the characterization of catalysts are described extensively in other
chapters of this book. Here, only a brief overview on methods of predominant importance for the
investigation of micro- and mesoporous materials will be given.
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InO , were accessible (see [27] and references therein). However, this method has its limitations be-



4.5.1 X-Ray Diffraction

If a single crystal is exposed to a monochromatic x-ray beam, a fraction of the radiation
interacts with the electrons of the atoms in the crystal and every electron is the source of a new
x-ray wave. Interferences of the x-ray waves, caused by the electrons of the different atoms in
the crystal, results in complete extinction of the x-ray wave except for specific angles where
parallel waves, which are reflected from atoms on certain lattice planes of the structure, have
positive interference. The diffracted x-rays thus form a diffraction pattern which can be detected,
e.g., on an image plate detector. The intensities and the diffraction angle of the diffracted beams
are detected as spots of different intensities at defined positions on the detector. Such diffraction
patterns allow the calculation of the position of each atom in the crystal structure. For a polycrys-
talline material, diffraction by millions of crystallites oriented isotropically in all possible directions
overlap. The diffraction pattern on a given plane detector is therefore not a pattern of diffraction
points but consists of diffraction rings. The randomly oriented crystallites cause diffraction in all
directions, resulting in the diffraction rings. Typically, the complete diffraction rings are not de-
tected but only their intensities along the radii of the diffraction rings (powder pattern). The dif-
fraction intensities are plotted against the diffraction angle 2�. The calculation of the crystal struc-
ture of a given material from a powder pattern is difficult if not impossible in many cases. This is
because reflections of different classes may overlap. As a consequence, individual reflections are
not discernible. However, even if the crystal structure of a polycrystalline sample may not be
solved, a lot of valuable information can be obtained from powder patterns, i.e., the qualitative and
quantitative phase composition of a material, the symmetry and lattice constants of a given phase,
the exact crystal structure of a phase if its structure topology can be anticipated (Rietveld refine-
ment), and with limitations, the dimensions of the coherently scattering domains (which are often
identical with the average size of the crystal particles, i.e., for very small crystallites).

If planes of identical atoms in a crystal structure are considered as lattice planes, a relation ex-
ists between the diffraction angle (2�) and the distance (d) between identical lattice planes. This re-
lation is known as the Bragg equation:

where n is the multiples of the wavelength and � the wavelength of the x-rays. Thus, the d values of
a crystal structure define the peak positions of the respective powder pattern. For a given structure
symmetry, the lattice constants a, b, and c of a crystal structure define the d values resulting from the
different lattice planes, defined by the Miller indices hkl. The relations for cubic, orthorhombic, and
hexagonal symmetry are shown in Table 4.3. Vice versa, the lattice constants of the structure of a
given material can be calculated from the positions of the reflections in the powder pattern.

The expansion of the crystal structure upon substitution of smaller atoms by larger ones is
reflected by increasing lattice constants. For a zeolite with cubic symmetry, the lattice constant a de-
creases with increasing Si/Al ratio. This relation is occasionally used to calculate the Si/Al ratio of the

n d� �= 2 sin ( )
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Table 4.3 Relation between d Value and Lattice Constants for Three Different Crystal Symmetries

Symmetry Lattice Constants and Angles dhkl

Cubic a � b � c [(1/a2)(h2�k2�l2)]�1/2

� � � � � � 90°

Orthorhombic a � b � c [(h2/a2)�(k2/b2)�(l 2/c2)]�1/2

� � � � �� 90°

Hexagonal a � b � c [(4/3a2)(h2�k2�hk)�(l2/c2)]�1/2

� � � � 90°, � � 120
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FAU-type Zeolites X and Y. Several equations have been proposed for this purpose [49]. The number
of aluminum atoms per unit cell in the FAU-type structure, NAl, can thus be calculated according to

with fc being a correction factor that is 1 for as-synthesized Faujasite, 0.9957 for Zeolite X, and
0.9966 for Zeolite Y. The proposed method allows the calculation of the number of Al atoms per
unit cell (192 T-atoms per unit cell) with an error of a few atoms (�/�2 to 5).

4.5.2 Physisorption Analysis

Gas adsorption (physisorption) is one of the most frequently used characterization methods for
micro- and mesoporous materials. It provides information on the pore volume, the specific surface
area, the pore size distribution, and heat of adsorption of a given material. The basic principle of the
methods is simple interaction of molecules in a gas phase (adsorptive) with the surface of a solid
phase (adsorbent). Owing to van der Waals (London) forces, a film of adsorbed molecules (adsor-
bate) forms on the surface of the solid upon incremental increase of the partial pressure of the gas.
The amount of gas molecules that are adsorbed by the solid is detected. This allows the analysis of
surface and pore properties. Knowing the space occupied by one adsorbed molecule, Ag, and the
number of gas molecules in the adsorbed layer next to the surface of the solid, Nm (monolayer ca-
pacity of a given mass of adsorbent) allows for the calculation of the specific surface area, As, of the
solid by simply multiplying the number of the adsorbed molecules per weight unit of solid with the
space required by one gas molecule:

The number of gas molecules can be measured either directly with a balance (gravimetric
method) or calculated from the pressure difference of the gas in a fixed volume upon adsorption
(manometric method). The most frequently applied method to derive the monolayer capacity is a
method developed by Brunauer, Emmett, and Teller (BET) [1]. Starting from the Langmuir equation
(monolayer adsorption) they developed a multilayer adsorption model that allows the calculation of
the specific surface area of a solid. The BET equation is typically expressed in its linear form as

where p0 is the saturation pressure of the gas, N the number of gas molecules adsorbed, Nm the num-
ber of molecules in the monolayer, and C � exp(qads/RT), where qads is the net heat of adsorption. A
plot of (p/p0)/(N(1�p/p0)) vs. (p/p0) should result in a straight line with slope s � (C�1)/CNm and
intercept i = 1/CNm. From the two equations, Nm and C are derived as

The BET surface area is then calculated as
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with NL being the Avogadro constant. For the adsorbed layer, a liquid-like arrangement of the adsorbed
molecules is assumed. This allows the calculation of the number of adsorbed molecules, N, from the
volume, V, of the adsorbed film and the cross sectional area, Ag, of an adsorbed molecule is considered
to be that of the molecule in a liquid at a given temperature. For nitrogen and argon, the most frequently
used adsorptives, the cross sectional areas are considered to be 0.162 and 0.138 nm2, respectively.
Nitrogen adsorption measurements are typically performed at liquid nitrogen temperature 
(77 K) and argon isotherms are either performed at liquid argon (87 K) or liquid nitrogen temperature.

heated under vacuum for several hours prior to the adsorption measurement.
Typical adsorption isotherms are shown in Figure 4.30. They are typical for microporous, non-

porous, and mesoporous materials and are classified according to the IUPAC notation as type I, II,
and IV isotherms (type III, V, and VI isotherms are of no interest here). Because of the strong ad-
sorption of gas molecules in micropores as the consequence of strongly overlapping Lennard–Jones
potentials in the narrow pores, adsorption takes place at very low relative pressure p/p0. At higher
pressure, only adsorption on the external surface of the particles takes place. Since the number of
gas molecules adsorbed on external surface area is typically much smaller than that adsorbed in the
micropores, the isotherm runs almost parallel to the p/p0 axis. This is a unique feature of type I
isotherms. Nonporous materials only adsorb on their surface. Multilayers of adsorbed molecules
form on the surface and a type II isotherm results, which can be described by the BET equation. At
lower pressure, mesoporous materials adsorb gas molecules in the same way as nonporous materi-
als and the isotherms of such materials also can be described by the BET equation in this range.
However, at some stage a meniscus forms in the mesopores and the pores are filled in significant
step because adsorption is energetically favored over the meniscus in a capillary. This capillary con-
densation step, which is typical for type IV isotherms, restricts the validity of the BET equation.
Only data points at pressures below this step can be taken for the calculation of the specific surface
area (typically in the p/p0 range between 0.05 and 0.2).

Thus, either type I or type IV isotherms are obtained in sorption experiments on microporous or
mesoporous materials. Of course, a material may contain both types of pores. In this case, a convolu-
tion of a type I and type IV isotherm is observed. From the amount of gas that is adsorbed in the mi-
cropores of a material, the micropore volume is directly accessible (e.g., from t plot of �s plot [1]). The
low-pressure part of the isotherm also contains information on the pore size distribution of a given ma-
terial. Several methods have been proposed for this purpose (e.g., Horvath–Kawazoe method) but most
of them give only rough estimates of the real pore sizes. Recently, nonlocal density functional theory
(NLDFT) was employed to calculate model isotherms for specific materials with defined pore geome-
tries. From such model isotherms, the calculation of more realistic pore size distributions seems to be
feasible provided that appropriate model isotherms are available. The mesopore volume of a meso-
porous material is also rather easy accessible. Barrett, Joyner, and Halenda (BJH) developed a method
based on the Kelvin equation which allows the calculation of the mesopore size distribution and re-
spective pore volume. Unfortunately, the BJH algorithm underestimates pore diameters, especially at
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In order to evaporate all adsorbed gas molecules (especially water) from the samples, they are usually



low relative pressures. The t-plot or �s-plot methods may serve as alternatives for the calculation of the
mesopore volume of a material. The latter methods also allow separating the micropore volume from
the mesopore volume of a material possessing both types of pores. However, NLDFT proved to also be
a more reliable tool for the analysis of mesoporous materials. Applying appropriate models, pore size
distributions of model systems with defined pore diameters (e.g., porous glasses, MCM-n type materi-
als, or SBA-n type materials) can be derived with remarkable accuracy.

4.5.3 Electron Microscopy

Electron microscopy (EM) is a powerful tool for the investigation of porous materials. It pro-
vides direct images of the samples under investigation over lengths scales from nanometers up to
several hundred micrometers. An electron beam is focused on the sample and images of the mor-

with the electron beam (scanning electron microscopy [SEM]). Alternatively, the intensity of the
electron beam can be imaged after transmission through the sample (TEM). SEM and TEM provide
information on different properties of the sample. The shape of crystallites or of other particles as
well as twinning, aggregation, and agglomeration of particles can be visualized by SEM as shown
for Silicalite-1 crystallites in Figure 4.31. SEM typically provides information on objects with sizes
from about hundred nanometers up to some hundred micrometers. Information on features on a

allel to the hexagonally ordered channels of the mesoporous silica MCM-41.

4.5.4 Nuclear Magnetic Resonance Spectroscopy

Magic angle spinning nuclear magnetic resonance (MAS NMR) is used to obtain information
about the chemical environment of specific elements in solids. Resonance lines are measured with
respect to those of standard materials (e.g., tetramethoxy silane [TMS] for 29Si). Deviations from
the resonance lines of the standards are called chemical shifts. In a typical NMR spectrum, the in-
tensities of the resonance lines are plotted versus the chemical shifts � (in ppm). For the character-
ization of microporous and mesoporous silicates, 29Si and 27Al MAS NMR spectra provide valuable
information on different structural features of the materials. For pure siliceous zeolites, silicon
atoms on crystallographically nonequivalent sites may be distinguished by different chemical shifts
of the signals. For the siliceous MFI-type Silicalite 1 structure, a structure transformation of the
monoclinic room-temperature phase (295 K) to the orthorhombic high temperature phase (395 K)
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Figure 4.31 SEM image of MFI-type zeolite. (distance between points of size bar � 50 �m; total length 500 µm.)
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smaller size scale is obtained by TEM as shown in Figure 4.24 (left). The image shows a view par-

phology of a sample can be obtained by scanning the surface of the material under investigation



results in a reduction of 20 lines to only 10 lines [50]. Of the 20 lines, two have threefold intensi-
ties. Thus the lines represent the 24 crystallographically nonequivalent sites of the orthorhombic
MFI structure. Of the ten lines, two have double intensities. In total, the signals represent the 12
nonequivalent silicon sites of the monoclinic high-temperature MFI structure.

If aluminum is present in the zeolite framework, the 29Si MAS NMR signals become broader
and the crystallographic silicon sites cannot be distinguished. However, the different environments
due to different numbers of aluminum atoms in the second coordination spheres of the silicon atoms
are discernible. Thus, it is possible to distinguish silicon atoms that are connected via oxygen
bridges to four, three, two, one, and zero aluminum atoms as shown in Figure 4.32 [51,52].
Determination of the individual intensities, e.g. by deconvolution, allows the calculation of the
Si/Al ratio of a given material according to the formula [52]:

with ISi(nAl) being the individual intensities of the respective 29Si MAS NMR signals.
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Figure 4.32 29Si MAS NMR spectrum of a NaY zeolite (Si/Al � 2.6) and the assignment of the different signals.
(Reprinted from Introduction to Zeolite Science and Practice, Studies in Surface Science and
Catalysis, Vol. 137, A. Jentys, J.A. Lercher, Techniques of Zeolite Characterization, pp. 345–386.
Copyright 2001. With permission from Elsevier.)
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Aluminum atoms in zeolites are typically coordinated via oxygen bridges by four silicon
atoms. The 27Al NMR spectra are therefore simpler than 29Si NMR spectra. They allow an easy
distinction between framework aluminum and extra-framework aluminum in zeolites.
Aluminum in the zeolite framework is typically coordinated by four oxygen atoms while extra-
framework aluminum is typically coordinated by six oxygen atoms. The signals of tetrahedrally
coordinated aluminum are typically observedat about 60 ppm (with respect to aqueous Al(NO3)3

solution) and those of octahedrally coordinated aluminum at about 0 ppm. 13C MAS NMR spec-
troscopy can be used to investigate organic guest molecules inside micro- and mesoporous ma-
terials. It also provides a tool to investigate immobilized organic species in mesoporous silicas
(grafting).

4.5.5 Infrared Spectroscopy

Infrared spectroscopy (IR) is a valuable characterization method for studying microporous and
mesoporous materials. It allows detection of lattice vibrations of a crystalline (300 to 1300 cm�1)
solid as well as investigations on surface species (e.g., OH groups) and adsorbed molecules (e.g.,

others are structure sensitive. The latter are sometimes taken as an indication for the presence of
specific structures or structural sub-units. This kind of evidence is of special importance if other
methods such as XRD fail, e.g., for the characterization of zeolite particles sized in the nanome-
ter range. Hydroxyl groups in zeolites and on their surfaces have been investigated intensively. OH
stretching vibrations can be used to distinguish different types of acidic hydroxyl groups on
zeolites. The higher the acid strength of an OH group, the lower the stretching frequency because
the proton is less strongly bound to the oxygen. Figure 4.33 shows three IR bands of protonated
Zeolite Y [53]. The band at 3740 cm�1 is typically assigned to nonacidic terminal silanol groups,
i.e., on the external surface of the zeolite or at structural defects (e.g., silanol nests). The other two
bands at 3640 and 3540 cm�1 are due to OH groups with lower stretching frequencies and thus are
assigned to acidic Si–OH–Al groups (bridging OH groups). The one at 3640 cm�1 is supposed to
be due to more easily accessible Si–OH–Al groups because it disappears upon adsorption of pyri-
dine.
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Figure 4.33 IR spectrum of a dehydrated H,Na–Y zeolite in OH stretching region. (Reprinted from Introduction
to Zeolite Science and Practice, Studies in Surface Science and Catalysis, Vol. 58, J.H.C. van
Hooff, J.W. Roelofsen, Techniques of Zeolite Characterization, pp. 241–283. Copyright 1991. With
permission from Elsevier.)
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bands as shown in Figure 4.34 [53]. This fact was assigned to different acidities of the respective
Other dehydrated zeolites have similar IR spectra with somewhat shifted positions of the

pyridine) (see [53] and references therein). Some lattice vibrations are structure-insensitive while



zeolites. The acid strengths of the bridging OH groups increase up to a Si/Al ratio of about 6 to
7 and then remain more or less constant. This has been explained in terms of a decrease of the
acid strength if an acidic OH group is in the direct neighborhood of other acidic OH groups. An
aluminum atom is always bound to four silicon atoms via oxygen bridges (Loewenstein rule) but
silicon atoms may have 0 to 4 aluminum atoms in their direct neighborhood. Thus, a bridging
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Figure 4.34 Position of IR band (due to acidic OH groups) with respect to varying Si/Al ratios in different zeo-
lites. (Reprinted from Introduction to Zeolite Science and Practice, Studies in Surface Science and
Catalysis, Vol. 58, J.H.C. van Hooff, J.W. Roelofsen, Techniques of Zeolite Characterization, pp.
241–283. Copyright 1991. With permission from Elsevier.)
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Figure 4.35 IR spectrum of pyridine adsorbed on acidic sites of H–Y zeolite. (Reprinted from Introduction to
Zeolite Science and Practice, Studies in Surface Science and Catalysis, Vol. 58, J.H.C. van Hooff,
J.W. Roelofsen, Techniques of Zeolite Characterization, pp. 241–283. Copyright 1991. With per-
mission from Elsevier.)
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OH group becomes more acidic the less aluminum atoms are bound to the respective silicon atom
via oxygen bridges.

The type of acid sites in an acidic solid such as a zeolite, can be characterized by using probe
molecules which interact with these sites. The basic pyridine interacts with both, Bronsted and
Lewis acid sites. A Bronsted acid site transfers the proton to the pyridine molecule while a Lewis

bands of the probe molecule shift with respect to these different interactions and allow a distinction

a protonted Zeolite Y [53]. Bands due to interaction with Bronsted (B) and Lewis acid sites (L) are
clearly discernible. Information upon the acid strength of the sites is available if the temperature of
the sample is slowly increased. The less acidic a specific site is, the lower is the temperature
required for desorption of the probe molecule. Recording of IR spectra upon heating of a sample
with adsorbed probe molecules thus allows a qualitative determination of the acid strengths of the
different sites.

APPENDIX

Terms and Abbreviations

porosity pore volume / total pore volume
specific surface area (S) surface area per gram of solid (m2 g�1)
micropores pores with diameters � 2 nm
mesopores pores with diameters between 2 and 50 nm
macropores pores with diameters �50 nm
ee enantiomeric excess (ee � 100%(R�S)/(R�S), for R�S)
MCM-n mobil composition of matter

(n defines a number indicating a specific material)
SBA-n Santa Barbara n (n defines a number indicating a specific structure)
FSM-n folded sheet mesoporous material n

(n defines a number indicating a specific material)
CMK-n carbon material KAIST n

(n defines a number indicating a specific material)
zeolite structure types

AEL aluminophosphate eleven (AlPO4-11)
AFI aluminophosphate five (AlPO4-5)
ATO aluminophosphate thirty one (AlPO4-31)
BEA zeolite beta
CHA Chabasite
FAU Faujasite (e.g., Zeolites X and Y)
HEU Heulandite
LTA Linde type A (e.g., Zeolite A)
LTL Linde type L (e.g., Zeolite L)
MFI Mobile five (e.g., ZSM-5)
MOR Mordenite
MWW Mobil composition of matter twenty two (MCM-22)
MTW Mobile twelve (e.g., ZSM-12)
OMS ordered mesoporous silica
RHO Zeolite rho
SOD Sodalite
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of the sites. Figure 4.35 shows the assignment of bands of an IR spectrum of pyridine adsorbed on

acid site interacts with the free electron pair of the nitrogen in the pyridin. The positions of the IR



Further Reading

A good deal of information presented in this chapter has been adapted from textbooks and
monographs. For further reading, all of them can be recommended. They contain enormous
amounts of additional information and give excellent reviews not only on all topics related to catal-
ysis on micro- and mesoporous solids but also on catalysis and on porous solids in general.

1. Handbook of Heterogeneous Catalysis edited by Ertl, Knözinger, and Weitkamp [54] 
2. Principles and Practice of Heterogeneous Catalysis by Thomas and Thomas [55]
3. Handbook of Porous Materials edited by Schüth, Sing, and Weitkamp [56]
4. Introduction to Zeolite Science and Catalysis edited by van Bekkum, Flanigen, Jacobs,

and Jansen [57]
5. Catalysis and Zeolites: Fundamentals and Applications edited by Weitkamp and Puppe

[58]
6. Molecular Sieves, Science and Technology edited by Karge and Weitkamp [59]
7. Adsorption by Powders and Porous Solids by Rouquerol, Rouquerol, and Sing [1]
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CHAPTER 4 PROBLEMS

Problem 1 

Calculate C and the specific surface area As of a material from the nitrogen adsorption isotherm
according to the BET equation from the data points given in the figure. Use the ideal gas equation
to convert the adsorbed volumes into moles (STP indicates that the volumes adsorbed are given for
standard temperature and pressure, i.e., 273 K and 101.3 kPa).

Problem 2 

Calculate the Si/Al ratio of a Na–Y zeolite from a 29Si NMR spectrum with the following intensities:

Signal Si(4Al) Si(3Al) Si(2Al) Si(1Al) Si(0Al)

Intensity 1 6.10 15.16 10.68 3.13

Problem 3 

A Na–X zeolite (cubic symmetry) has an XRD pattern as shown below. Calculate the lattice
constant a of this zeolite from the 2� positions of the reflections. The wavelength of the x-rays is 
� � 0.154056 nm (Cu K� radiation).
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Problem 4

Problem 5

porous material with hexagonal symmetry (MCM-41 or SBA-15 with no ordering along [0 0 1])
from the dhkl values for hkl � (1 0 0), (1 1 0), (2 0 0), and (2 1 0).

Problem 6

Use the formulas derived in Problem 5 and calculate the lattice constant for a material with the
XRD pattern shown below.

Problem 7

Calculate the average thickness thp of the pore walls of the SBA-15 from Problem 6 by using
the calculated lattice constant a and an average mesopore diameter of 8.10 nm (derived from N2

sorption isotherms using the NLDFT method). The scheme illustrating the ordering of the pores
given below will help you do this. 
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Derive simple relations (from Table 4.3) for the calculation of the lattice constant a of a meso-

Calculate the Si/Al ratio of the Na–X zeolite shown in Problem 3.
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5.1 INTRODUCTION

Skeletal (Raney®) catalysts are made by a very simple technique. An alloy of two metals in
roughly equal proportions, where one metal is the desired catalytic material, and the other is dis-
solvable in hydroxide, is first made. This alloy is crushed and leached in concentrated hydroxide so-

of the desired catalytic metal. Catalysts formed by this technique show high activity and selectivity,
and have found wide use in industry, particularly for hydrogenation and dehydrogenation reactions.

5.2 HISTORY

Skeletal catalysts were first discovered in the 1920s by Murray Raney [1,2]. In recognition of
their inventor, the catalysts are often referred to as Raney catalysts, although this trademark is now
owned by the Davison division of W.R. Grace & Co., who supply a range of catalysts for industrial
use. Another common name is metal sponge, which refers to the porous structure of the catalysts.
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CHAPTER 5

lution. The soluble metal selectively dissolves, leaving behind a highly porous spongelike structure



quently leached in concentrated hydroxide solution. The silicon selectively dissolved, leaving a
nickel residue that was quite active in catalyzing the hydrogenation of cottonseed oil, the process in
which Raney was engaged at the time. Raney soon discovered that aluminium was a better choice
over silicon to be combined with the catalytically active metal [2]. A large number of organic reac-
tions, most of them hydrogenations, have been found to be catalyzed by nickel prepared in this way
[3]. The advantages of selective dissolution compared to conventional coprecipitation methods is
that the former gives a catalyst active at lower temperatures and pressures and displays a higher de-
gree of selectivity to particular organic groups [4–7]. This latter feature is critical for fields such as

the preparation and catalytic uses of skeletal nickel up to the mid-1960s.
Raney predicted that many other metal catalysts could be prepared with this technique, but he

catalysts were not nearly as active as Raney’s nickel catalyst and therefore have not been as popu-
lar industrially; however they offer some advantages such as improved selectivity for some reac-
tions. Skeletal iron, ruthenium and others have also been prepared [9–13]. Wainwright [14,15]
provides two brief overviews of skeletal catalysts, in particular skeletal copper, for heterogeneous

are catalyzed by them.
The activity and stability of skeletal catalysts can be improved with the use of additives, often

referred to as promoters. These can be added to the alloy before leaching, or alternatively can be
added to the leaching solution [16–19]. An example is the use of zinc to promote skeletal copper
for the catalytic synthesis of methanol from synthesis gas [20–22]. Many other promoters have been
considered, both inorganic and organic in nature.

5.3 PREPARATION

The desired catalytic metal, or metals, are alloyed with approximately 50 wt% of a reactive
metal such as aluminum. Other metals can be used in place of aluminum, such as Raney’s original
silicon alloy [1], zinc [23], or others; however aluminum gives high activity and remains the most
popular choice for most applications.

The exact composition of the precursor alloy depends on which metals are being alloyed.
Different intermetallic phases provide different characteristics to the final catalyst in terms of ac-
tivity and strength [15,20,24]. For example, NiAl3 is readily leached in base, but the residue is fri-
able and disintegrates easily [25]; Ni2Al3 is readily leached to form a catalytically active nickel
residue [25]; NiAl is only slightly soluble in 20 wt% caustic solution, but it is very tough and can
offer strength to the final catalyst [6,26].

Skeletal copper is best made from the CuAl2 intermetallic compound which has very close to
50 wt% aluminum in the alloy and gives an active and selective catalyst [27–29]. Skeletal nickel is
also best made from an alloy of about 50 wt% aluminum [25]; however, in this case, the alloy con-
sists of more than one intermetallic phase, the combination of which provides the best activity while
maintaining adequate strength in the catalytic residue. The most active skeletal cobalt catalysts are
made from an alloy of about 60–65 wt% aluminum, which consists of two intermetallic phases,
Co2Al9 � Co4Al13 [30].

If the desired catalyst is to consist of two or more catalytic metals after leaching or if a promoter
metal is to be included, the precursor alloy becomes even more complicated with respect to phase
diagrams. The approximate proportion of reactive metal (aluminum) in these ternary and higher al-
loys usually remains the same as for the binary metal system for the best results, although the dif-
ferent catalytic activities, leaching behavior and strengths of the various intermetallic phases need
to be considered for each alloy system.
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reactions. Table 5.1 presents a list of different skeletal metal catalysts and some of the reactions that

did not investigate them [8]. Copper and cobalt catalysts were soon reported by others [4,5]. These

pharmaceuticals where complex molecules are involved. Schröter [3] gives an excellent review of

Raney’s first patent [1] was for an alloy of approximately 50/50 wt% nickel and silicon, subse-
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Table 5.1 Summary of Skeletal Catalysts and the Types of Reactions Catalyzed by Them (not exhaustive)

Raney Type of Reaction Raw Material Product Ref.
Metal

Ni Hydrogenation of unsaturates, Linolenate, linoleate Oleate, stearate [2]
aromatics, nitro groups, carbonyl (in vegetable oil)
groups and nitriles Benzene Cyclohexane [47]

p-Nitrotoluene p-Aminotoluene [153]
Cinnamaldehyde Benzenepropanol [124]
Adiponitrile Hexamethylenediamine [154]

Methanation Syngas (CO/CO2/H2) Methane [68]
Hydrogen evolution From biomass [126]
Dehydrogenation of alcohols,
aldehydes Cholesterol Cholest-4-en-3-one [155]
Electrocatalyst Hydrogen oxidation [156]
Hydrogenolysis Benzyl methyl ether Toluene � methanol [157]
Ammonolysis 1,6-Hexanediol Hexamethylenediamine [158]
Reductive dehalogenation ��Bromoacetophenone Acetophenone [159]
Reductive alkylation Butyraldehyde � methylamine N-methylbutylamine [160]

Cu Hydrogenation of unsaturates, Linolenate (in soybean oil) Linoleate [161]
nitro groups ,carbonyl groups Styrene Ethylbenzene [27]
and nitriles Acetone Isopropanol

Butyronitrile Butylamine
Nitropropane Propylamine

Methanol synthesis Syngas (CO/CO2/H2) Methanol [127]
Water gas shift CO � H2O � CO2 � H2 [162]
Dehydrogenation of alcohols, Diethanolamine Iminodiacetic acid [140]
aldehydes Methanol Methyl formate [14]
Hydrolysis Acrylonitrile Acrylamide [114]
Hydrogenolysis Ethyl formate Methanol � ethanol [14]
Ammonolysis 1,6-Hexanediol Hexamethylenediamine [158]

Co Hydrogenation of unsaturates, Styrene Ethylbenzene [163]
nitro groups, carbonyl groups Benzaldehyde Benzyl alcohol
and nitriles Cinnamonitrile 3-Phenylallylamine [164]

5-Nitroindole 5-Aminoindole [165]
Methanation Syngas (CO/CO2/H2) Methane [166]
Reductive dehalogenation 3,4-Dichlorophenol Phenol [167]
Ammonolysis 1,6-Hexanediol Hexamethylenediamine [158]

Ru Hydrogenation of aromatics, Phenol Cyclohexanol [168]
carboxyl groups and nitriles (Hexanedioic acid)

Adipic acid 1,6-Hexanediol �
(Hexanedioic acid) 6-hydroxycaproic acid
Terephthalonitrile 1,4-bis (Aminomethyl)

benzene
Methanol synthesis Syngas (CO/CO2/H2) Methanol [169]
Ammonia synthesis N2 NH3 [170]

Fe Fischer–Tropsch Syngas (CO/CO2/H2) Range of hydrocarbons [171]

Ag Electrocatalyst Oxygen reduction reaction [156]

Pt Hydrogenation Acetone Propane [172]
Isopropanol Ethane � propane [173]
Nitroethane Ethylamine [174]

Pd Hydrogenation of unsaturates 1-(5-Methyl-2-furanyl)-3- 1-(5-Methyl-2-furanyl)
(selective) phenyl-2-propen-1-one -3-phenyl-1-propanone [175]

Linolenate (in soybean oil) Linoleate, oleate, stearate [161]
Electrooxidation Sequential oxidation of methanol [145]

Rh Electroreduction of nitroalkanes Nitroethane Ethylamine [176]

Ir Electroreduction Acetone Isopropanol [172]
Electrooxidation Sequential oxidation of methanol [177]

Note: Products depend on reaction conditions and on catalyst preparation and treatment. References given as
examples only.

CRC_DK3277_Ch005.qxd  3/8/2006  11:27 AM  Page 143

© 2006 by Taylor & Francis Group, LLC



The precursor alloy is quenched to form small grains readily attacked by the caustic solution
[31]. Quenching can also enable specific intermetallic phases to be obtained, although this is less
common. Yamauchi et al. [32–34] have employed a very fast quench to obtain a supersaturation of
promoter species in the alloy. It is even possible to obtain an amorphous metal glass of an alloy, and
Deng et al. [35] provide a review of this area, particularly with Ni, Ni–P, Ni–B, Ni–Co, and
Ni–Co–B systems. The increased catalytic activity observed with these leached amorphous alloy
systems can be attributed to either chemical promotion of the catalyzed reaction or an increased sur-
face area of the leached catalyst, depending on the components present in the original alloy.
Promotion with additives is considered in more detail later.

The quenched alloy is crushed or ground and screened to a specific particle size range before
leaching. The particle size depends on the application envisaged for the catalyst. Particle size af-
fects the catalytic activity [5], most likely due to aging of the leached residue, which occurs even
while leaching of the inner particle continues. Aging will be considered in more depth later. Some
applications do not use crushed alloy, but rather have the alloy cast in the desired shape and leach
it as a large piece, sometimes only on one side. One example of this is fuel cell electrodes, although
modern manufacture of these electrodes is done by mixing pelletized or powdered skeletal catalyst
with a conducting polymer matrix [36–42].

As an alternative to crushing an alloy into small particles, Ostgard et al. [43] first proposed the
manufacture of hollow skeletal catalyst spheres. Precursor alloy is deposited on an organic polymer
sphere that is later oxidized completely by heating in air. The hollow alloy spheres that remain are
then leached as usual to give the catalyst.

Leaching of the alloy is usually done in strong alkali solution. Acid leaching has been exam-
ined; however it generally results in lower activities compared to alkali leaching [44–46]. The gen-
eral equation for the leaching reaction can be written as

(5.1)

where M is the desired catalyst metal, such as nickel, copper, and cobalt.
Ultrasonic agitation during leaching has recently been reported to increase the catalytic activity

of skeletal nickel for the hydrogenation of benzene to cyclohexane, with the enhanced activity re-
lated to changes in the catalyst structure and surface species [47].

Instead of using high-temperature melting to make the precursor alloys, an alternative wet
chemistry technique has been proposed where nickel(0) and aluminum coordination compounds are
blended together and treated to give nanocrystalline NiAlx alloys with 1 � x � 3 [48]. The alloys
are leached in the same way as standard skeletal catalysts. Catalysts with higher activity than com-
mercially available Raney® nickel have been prepared by this technique, with the activity attributed
to the finer structure and homogeneity of the alloys [48,49].

5.3.1 Leaching Kinetics

leaching rate for CuAl2 is fairly constant and then levels out as particles become fully leached [20],
while the kinetics for Cu(Zn)Al2

2 � time
[50]. Leaching kinetics can be followed by measuring evolved hydrogen or dissolved aluminum.
Young et al. [20] found good agreement between the two methods. The rate can also be followed
by leach depth, although this is more difficult and prone to error [50]. Leach depth simply refers to

to have sharp reaction fronts during leaching that are easily identified by optical microscope for
both skeletal nickel [51,52] and skeletal copper [20,53,54].

Depending on the way the experiment was set up (e.g., particle size), researchers have found ei-
ther only reaction control with an activation energy of 69 kJ/mol [55] or a combination of reaction

2MAl 2 OH 6 H O 2M 2 Al(OH) 3 H(s) 2 (s) 4 2(g)x x x x x� � � �� �→
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the distance into a particle that the leach solution has penetrated (Figure 5.1). The alloys are known

alloy were found to be parabolic with time: (leach depth)

The kinetics of leaching for skeletal catalysts are best understood for the copper system. The



control at the leach front and diffusion control in the leached residue with an activation energy of
41 kJ/mol [50,56]. The leaching rate increases with increasing temperature for both CuAl2 and
Cu(Zn)Al2 alloys [29], while hydroxide concentration has a mixed effect. Addition of zinc to the
alloy, or to the lixiviant (leaching solution) slows the reaction rate [17]. Addition of chromate to the
lixiviant also reduces the leaching rate [55]. The kinetics have been fitted to Levenspiel’s shrinking
core model [57], which describes the fractional conversion over time for spherical particles react-
ing with a sharp reaction front under either reaction- or diffusion-controlled kinetics.

The kinetics of chromium (III) oxide deposition from solution during the leaching of skeletal
copper has been studied, and a linear rate was found that is not affected by chromate concentration
but decreases with increasing hydroxide concentration [55]. The total amount deposited was greater
as the chromate concentration increased.

Choudhary et al. [58] found reaction controlled kinetics with an activation energy of 56.6
kJ/mol for the leaching of skeletal nickel, similar to the leaching of skeletal copper. The kinetics did
not fit Levenspiel’s shrinking core model [57]; but it should be noted that the leaching solution was
agitated with a flat stirrer at 1500 rpm.

The leaching reaction is essentially a dealloying reaction in which one alloy metal is dissolved
while the other remains behind. Considerable research has been carried out to understand dealloy-
ing reactions, although it is almost entirely in relation to corrosion rather than deliberate dissolution
in a hostile solution. Erlebacher et al. [59,60] provide two recent reviews on dealloying and the de-
velopment of a nanoscale structure in the residue. Parallels between dealloying theory and skeletal
copper formation have been drawn that allow a better understanding of the mechanism of formation
of the residual catalytic metal during leaching [61]. In general, the mechanism of formation of
skeletal copper involves the co-dissolution of both metals and reprecipitation of the copper atoms
during the leaching reaction so that the copper forms a coherent, three-dimensional structure. The
structure is discussed in a later section of this chapter. This mechanism is also partly responsible for
the aging of these catalysts (also discussed later).

5.3.2 Promoters

Promoter species have been mentioned previously. These are additional metals or organic com-
pounds present in either the original alloy or in the lixiviant. They are more than just a second catalytic
metal, although bi-metal skeletal catalysts are possible. Promoter species increase the activity of the
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Figure 5.1 Schematic representation of the progress of leaching of an alloy particle. A partially leached alloy
shows a sharp reaction front and the extent of leaching is given by the depth of the residual catalytic
material.
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final catalyst without showing catalytic activity by themselves. The promotion can be chemical in na-
ture, affecting the catalytic metal directly, or it can be structural, if the skeletal metal surface area is
increased or stabilized. An excellent example of this promotion effect is zinc in the skeletal copper
system [62], which can exhibit both chemical and structural promotion, depending on the conditions
of catalyst preparation.

With the addition of zinc to the precursor alloy the Cu3Al3Zn intermetallic phase can form,
which has higher catalytic activity per unit surface area compared to CuAl2 when leached; however,
it only develops low surface areas [63]. This can result in lower overall activity if the ternary phase
is present in significant quantities, and emphasizes the need to consider leachability, activity, and
strength of different intermetallic phases as previously described for precursor alloys. The right
level of zinc addition does provide an increased overall activity to skeletal copper, with the result-
ing catalyst rivalling conventional coprecipitated catalysts for methanol synthesis from syngas (a
hydrogenation reaction) [19,64].

Zinc promotion of the skeletal copper system by addition of sodium zincate to the lixiviant has been
compared to addition of zinc metal to the precursor alloy [17]. Both produced higher surface areas than
did zinc-free skeletal copper preparation. Dissolving zinc in the lixiviant gave a more uniform distri-
bution of zinc across the leached catalyst particles [16]. The method of adding promoters via the lixi-
viant opened up the opportunity to investigate a wide range of promoters that could not be alloyed with
the metals, or had very low solubilities in the required intermetallic phases (e.g., chromium in CuAl2)
[65]. Although creating complex ternary and higher-order alloys with specific intermetallic phases was
no longer required, the preparation of solutions with potentially harmful constituents was required.

The range of promoters investigated in various skeletal systems is quite large and includes:
calcium [66], gallium[18], titanium[34,67,68], vanadium [34,66,69], chromium [7,18,37,69–75],
manganese [18,46,69], zirconium[34,67], niobium [34,66,67], molybdenum [7,18,66, 67,69,72,
76–78], tungsten [66], zinc [18,46], palladium [33,34], platinum [57, 79–81], cadmium[82], indium
[66], tantalum[67], boron [35], phosphorus [83], saccharides [84] and glycosides [84]. Modification
of skeletal nickel with tartaric acid has also been employed [85,86]. It is difficult to provide a sum-
mary of the effects and properties of promoters because their effect depends on the skeletal metal
employed, the conditions of catalyst preparation, the reaction catalyzed and the reaction conditions
employed. As an example, Table 5.2 presents the effect of several promoting metals on skeletal
nickel for the hydrogenation of specific organic groups.

Incorporation of promoters can occur via two distinct mechanisms. A local pH drop at the leach
front caused by the aluminum dissolution can cause a solvated promoter to deposit via a shift in the sol-
ubility equilibrium. Zincate shows this behavior, depositing as zinc oxide as the pH drops at the leach
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Table 5.2 Effect of Promoters on the Activity of Skeletal Nickel Catalysts for Hydrogenation of
Different Functional Groups

Reactant Undergoing Hydrogenation

Promoter Promoter in alloy (%) Butyronitrile Acetone Sodium Sodium
(metal) (cyano) (carbonyl) p-nitrophenolate itaconate

(nitro) (vinyl)

Mo 2.2 6.5 2.9 1.7b 1.2
Cr 1.5 3.8 1.5 1.6 —
Fe 6.5 3.3 1.3 2.1 —
Cu 4.0 2.9 1.7 1.3 —
Co 6.0 2.0 1.6a — —

Note: Activity data reported as reaction rate relative to unpromoted skeletal nickel.
aCo promoter = 2.5%.
bMo promoter = 1.5%.

Source: Compiled from S.R. Montgomery, Functional group activity of promoted Raney nickel catalysts, in
Catalysis of Organic Reactions, W.R. Moser, Ed., Marcel Dekker, New York, 1981, pp. 383–409.
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front (Equation 5.2). An alternative mechanism of incorporation is via electrochemical reduction.
Chromate shows this second mechanism, depositing as chromium (III) oxide (Equation 5.3). The
electrons for the reduction come from the aluminum oxidation, but can also be supplied from local
regions of exposed residual metal if it is more anodic than the promoter species. Ultimately
aluminum is the primary supplier, being the most anodic species in the system. Electrochemical

ture. The mechanism is partly a displacement reaction with aluminum, but also involves the resid-
ual metal to a small extent and occurs in an environment of concentrated caustic solution that
actively dissolves the aluminum as well.

(5.2)

(5.3)

Promoter deposition through different mechanisms can account for different catalyst properties.
In particular, chromate depositing as chromia does not easily redissolve but, zinc oxide does redis-
solve once the leach front passes and the pH returns to the bulk level of the lixiviant. Therefore,
chromate can provide a more stable catalyst structure against aging, as observed in the skeletal
copper system. Of course, promoter involvement in catalyst activity as well as structural promotion
must be considered in the selection of promoters. This complexity once again highlights the
dependence of the catalytic activity of these materials on the preparation conditions.

Surface modification of skeletal nickel with tartaric acid produced catalysts capable of enantiose-
lective hydrogenation [85–89]. The modification was carried out after the formation of the skeletal
nickel catalyst and involved adsorption of tartaric acid on the surface of the nickel. Reaction condi-
tions strongly influenced the enantioselectivity of the catalyst. Both Ni0 and Ni2� have been detected
on the modified surface [89]. This technique has already been expanded to other modified skeletal cat-
alysts; for example, modification with oxazaborolidine compounds for reduction of ketones to chiral
alcohols [90].

5.4 STRUCTURES

Consider skeletal copper — the precursor alloy consists essentially of CuAl2. Dissolution of the
aluminum causes two-thirds of the atoms in the structure to be removed. What structure can remain
behind and how does it form? More importantly, how can its formation be manipulated to provide
a better catalyst? Clearly, understanding the preparation conditions of these catalysts and the struc-
tures they form is crucial to obtaining optimal catalysts for the industry.

Most research on the structure of skeletal catalysts has focused on nickel and involved methods
such as x-ray diffraction (XRD), x-ray absorption spectroscopy (XAS), electron diffraction, Auger
spectroscopy, and x-ray photoelectron spectroscopy (XPS), in addition to pore size and surface area
measurements. Direct imaging of skeletal catalyst structures was not possible for a long while, and
so was inferred from indirect methods such as carbon replicas of surfaces [54]. The problem is that
the materials are often pyrophoric and require storage under water. On drying, they oxidize rapidly
and can generate sufficient heat to cause ignition.

Skeletal nickel consists of highly-dispersed nickel with a large surface area [68, 91–96], the
structure often being likened to a sponge [51,74]. The activity of the catalyst is proportional to the
surface area and hence the degree of nickel crystallite dispersion [26,76,91]. The nickel crystallites
are about 1–20 nm in size [24,92,94–96], and decrease in size with decreasing temperature

2CrO 5H O 6e Cr O 10OH4
2

2 2 3
� � �+ + → +( )s

ZnO H O Zn O 2OH2
2

2 s
� �� �→ ( )( )
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reduction can occur anywhere on the leached residue because of electrical conductivity of the struc-



[26,76,94–98] or caustic concentration [94–97] (Table 5.3). The amount of residual aluminum can
also affect the nickel crystallite size [52,99].

In comparison to skeletal nickel, skeletal copper has a significantly larger crystallite size of
about 10–100 nm [32,46,92,96,100,101]. Fasman and coworkers [46,100,101] examined the crys-
tal structure more closely and found that it consisted of copper crystals that had agglomerated into
granules or precipitated onto oxides. The copper crystal grains and subgrains were of about 10–13
nm in size, while the copper agglomerates were 50–80 nm.

Leaching at higher temperatures produces a coarser skeletal structure. Table 5.3 illustrates this
for skeletal nickel at 50°C vs. 107°C. For comparison, skeletal copper shows a pore spacing of 40
nm when leached at 1°C and a pore spacing of 110 nm when leached at 93°C [54]. The narrow pore-
size distribution of skeletal copper is actually bimodal and, it is suggested, the larger pores facili-
tate higher gas diffusivity leading to higher measured catalytic activity [19]. Addition of promoters
can significantly alter the skeletal structure, leading to decreased pore and crystallite sizes and in-
creased surface areas [50,76,77,102,103].

The microstructure of the precursor alloy is retained upon leaching, with a sharp interface between
the leached and the unleached regions for both skeletal nickel and copper [20,51,53,54,104]. A large
amount of cracking exists on the surface probably because of shrinkage on removal of the aluminum
[51,92]. During dissolution of the precursor alloy for skeletal nickel, a disordered body-centered cubic
(bcc) structure of nickel and aluminum atoms is first formed, while further loss of aluminum results in
a face-centered cubic (fcc) structure of nickel atoms [105]. However, the coordination number of the
nickel atoms is only 6 instead of the usual 12 for an fcc structure, indicating a very high concentration
of lattice defects [49,106,107]. Skeletal cobalt also has an fcc structure, while skeletal iron has a bcc
structure [108]. Interestingly, rapidly solidified nickel–aluminum alloys leach with an intermediate fcc
tetragonal Ni3Al2 phase before proceeding to the fcc nickel in the final skeletal structure [109].

The structure of skeletal catalysts is so fine that electron microscopes are required for sufficient
resolution. The use of a focussed ion beam (FIB) miller has enabled a skeletal copper catalyst to be
sliced open under vacuum and the internal structure to be imaged directly [61]. Slicing the catalyst
enabled viewing beyond the obscuring oxide layer on the surface. A uniform, three-dimensional
structure of fine copper ligaments was observed [61], which differed from the leading inferred

Promoted skeletal copper was also imaged with the FIB. In particular, both zinc- and chromium-
promoted skeletal copper have a structure similar to that of un-promoted skeletal copper, but on a
much finer scale [110,111]. This observation agrees with the increased measured surface areas for

copper catalyst.
Work with the FIB was taken beyond simple imaging by slicing a section of skeletal copper cat-

alyst thinly (~100 nm) before transferring it to a TEM (transmission electron microscope). Very high-

the fine ligaments observed in the FIB microscope [112], refer Figure 5.2b. In addition, the TEM was
fitted with an energy-dispersive x-ray spectrometer, providing an elemental map of the structure and
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Table 5.3 Summary of Crystallite Size, Surface Area, and Pore Volume of Skeletal Nickel Leached
under Different Conditions

Leaching Temperature (°C) Crystallite Size [97] Surface Area [104] Pore Volume [104]
(Å) (m2/g) (cm2/g)

10 88a — —
20 103a, 52b — —
50 116a, 99b 110 0.07
103–107 176a 80 0.12

a20 wt% KOH.
b10 wt% KOH.

CRC_DK3277_Ch005.qxd  3/8/2006  11:27 AM  Page 148

© 2006 by Taylor & Francis Group, LLC

these promoted catalysts. Figure 5.2a shows the fine uniform ligaments in a zinc-promoted skeletal

structure at the time of parallel curved rods [54].

resolution imaging of the catalyst in the TEM revealed the agglomerated copper granules making up



revealing critical information about the location of promoter species within the promoted skeletal
copper, which were later related to the mechanism of formation of this promoted catalyst.

These techniques for direct structural imaging and analysis utilizing the FIB have not been ap-
plied to other skeletal systems. The structures are expected to be similar to copper, albeit on a finer
or coarser scale. The FIB has been available for many years, but it has been employed almost ex-
clusively in the semiconductor industry. Rapid growth in the use of the FIB for preparing TEM and
SEM (scanning electron microscope) samples of difficult-to-machine materials has resulted in dual-
column FIB/SEM microscopes becoming commercially available (e.g., FEI company). This will
simplify the technique described earlier for high-resolution imaging and elemental mapping of
skeletal systems as well as many other catalytic materials.

5.5 DEACTIVATION / AGING

Skeletal catalysts can lose activity over time. This phenomena has been attributed to several
causes depending on the application and that include surface fouling with by-products, surface ox-
idation, and structure rearrangement.

In studying catalytic activity loss of skeletal copper during hydrolysis of acrylonitrile to form
acrylamide, the cause was found to be a combination of surface oxidation (activity was dependent

products that blocked access to the pores [113,114]. For hydrogenation of xylose to xylitol over
molybdenum-promoted skeletal nickel, deactivation was primarily due to the collapse of the pore
structure, with a secondary cause being surface fouling with organic species [115].

Activity loss can occur while the catalysts are still being prepared by leaching [29,116]. Surface
areas and activities of leached catalysts pass through a maximum during depth of leaching, partic-

ture. With activity related to surface area, the problem is the loss of surface area per unit volume of
leached residue, despite continued leaching. This is by no means limited to leaching, it also occurs
during use of the catalysts, often in parallel with other factors such as fouling of the surface [117].

The loss of surface area and activity is sometimes referred to as sintering or coarsening of the cat-
alyst structure. The term sintering in this case should be considered differently to the common use of
the word sinter, where particles fuse together, since for a skeletal catalyst the internal particle struc-
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(a) (b)

Figure 5.2 Promoted skeletal copper showing (a) the uniform network of fine metal ligaments, and (b) the gran-
ular structure of those ligaments. (Adapted from A.J. Smith, P. Munroe, T. Tran and M.S. Wainwright,
J. Mater. Sci., 30 (2001) 3519.)
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ularly for larger particle sizes [29,116]. Figure 5.3 is typical of leaching curves seen in the litera-

on oxygen concentration in the feed) and fouling of the surface with polymerized acrylamide by-



ture is undergoing the change that results in the loss of surface area (Figure 5.4). A somewhat more
accurate expression might be ‘sintering of ligaments within the structure’. Fusing of individual cata-
lyst particles together can also occur to some extent in certain environments; however, the coarsening
of the internal structure is of most relevance to the activity loss. There is a corresponding increase in
pore size during the coarsening of the structure, but the total pore volume remains constant.

Several mechanisms have been proposed for the coarsening phenomenon. Most recently, electro-
chemical measurements during skeletal copper preparation have shown a mechanism of dissolution of
copper atoms followed by reprecipitation [61]. This mechanism results in the fine copper structure be-
coming less fine over time, losing surface area and hence activity. This mechanism was also found by
Kalina et al. [100] for skeletal copper using a different technique. The mechanism for other skeletal
metal systems has not been concluded but is expected to be similar to that for the copper system. In
support of this hypothesis, XANES (x-ray absorption near-edge spectroscopy) analysis of partially
leached nickel–aluminum alloys reveals that nickel undergoes an electronic structural change before
the geometric structural change, later relaxing into the final fcc crystal structure [118]. The electronic
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Figure 5.3 Typical shape of the curve for catalytic activity vs. leach time, showing a maximum.
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Figure 5.4 Coarsening of the internal structure differs from sintering or fusing together of catalyst particles.
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change indicates that nickel is not passive during leaching but is involved chemically. Mikkola et al.
have successfully modeled the deactivation semiempirically for skeletal nickel in the hydrogenation
of xylose to xylitol [115].

Some promoters are able to stabilize the structure against the rearrangement or coarsening phe-
nomenon. In addition to creating a higher surface area to start with, by facilitating the dispersion of
metal crystallites making up the skeletal structure [102,103], promoters can also anchor or protect
the structure, thus maintaining the catalytic activity. The protection is not perfect and some surface
area will still be lost over time; however, the rate can be significantly reduced. The amount of pro-
tection depends on the preparation conditions of the promoted skeletal catalyst and on the environ-
ment that the catalyst is exposed to during operation. The exact mechanism of this protection is not
known, although theories have been proposed on the basis of electrochemical measurements and the
location of the promoters within the structure [111,112]. For example, chromium promotion of
skeletal copper results in Cr2O3 species on the surface of the copper, hindering dissolution of cop-
per by the coarsening mechanism of dissolution and reprecipitation. In comparison, zinc promotion
results in zinc oxide species acting as nucleation sites during the formation of skeletal copper to
give a finer structure, but being embedded inside the copper structure, they do not offer any pro-
tection against rearrangement by the dissolution and reprecipitation mechanism.

It is possible to age a catalyst before use, significantly reducing the rate of activity loss
[119–121]. Aging simply involves exposing the fully leached catalyst to further caustic solution at
an elevated temperature. This accelerates the coarsening reaction and will cause an initial drop in
activity. After aging, further activity loss is significantly reduced. It is not clear whether this reduced
rate of deactivation is because most of the loss has already occurred and the catalyst is simply
further down the activity curve, or whether accelerated coarsening is able to impart additional
stability to the catalyst, possibly through the strength of larger metallic ligaments making up the
structure and providing protection against future deactivation. Interestingly, addition of chromate to
skeletal copper increases the initial activity but protects against faster deactivation. Deactivation is
at the same rate as that of unpromoted catalysts, or lower [120,121]. Zincate promotion does not
impart this same protection to skeletal copper [120].

Applications for this aging method are potentially numerous, particularly for reactions under
severe conditions such as oxidative dehydrogenation of alcohols in strong caustic solutions where
deactivation by coarsening is a significant problem. Pretreatment or aging of the catalysts before use
under these conditions might provide a more stable activity level during use. Accelerated coarsening
of the catalysts also serves for accelerated cyclic testing, allowing a better understanding in a shorter
time of the long-term stability of these catalysts in hostile environments. Very little work has been
published to date on deliberate aging of skeletal catalysts and the effect on activity and deactivation.

Recently, it has been shown that ultrasonic agitation during hydrogenation reactions over skele-
tal nickel can slow catalyst deactivation [122–124]. Furthermore, ultrasonic waves can also signif-
icantly increase the reaction rate and selectivity of these reactions [123,124]. Cavitations form in
the liquid reaction medium because of the ultrasonic agitation, and subsequently collapse with in-
tense localized temperature and pressure. It is these extreme conditions that affect the chemical re-
actions. Various reactions have been tested over skeletal catalysts, including xylose to xylitol, citral
to citronellal and citronellol, cinnamaldehyde to benzenepropanol, and the enantioselective hydro-
genation of 1-phenyl-1,2-propanedione. Ultrasound supported catalysis has been known for some
time and is not peculiar to skeletal catalysts [125]; however, research with skeletal catalysts is rel-
atively recent and an active area.

5.6 APPLICATIONS

Skeletal catalysts are primarily used for hydrogenation and dehydrogenation reactions. The first
application of skeletal nickel was hydrogenation of cottonseed oil [1]. Skeletal catalysts have since
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found use in the manufacture of pharmaceuticals, polymers, surfactants, dyes, resins, agricultural
chemicals, and fuel cells.

nickel remains the most popular of the skeletal catalysts, offering strong hydrogenation/dehydro-
genation activity. Other catalyzed reactions include reductive alkylation, ammonolysis, and hy-
drogenolysis. Skeletal nickel is also particularly attractive for hydrogen evolution from biomass,
with promotion by tin improving performance by reducing methane formation [126].

Reductive alkylation:

(5.4)

Ammonolysis:

(5.5)

Hydrogenolysis:

(5.6)

Skeletal copper has lower activity toward hydrogenation compared with skeletal nickel, but it
offers superior selectivity for certain reactions. Hydrolysis of acrylontrile over skeletal copper
yields acrylamide, retaining the unsaturated bond [114,135]:

(5.7)

in zinc- and chromium-promoted skeletal copper catalysts that rival conventional co-precipitated cat-
alysts for the reaction. Skeletal copper can also be used for the selective oxidation of alcohols to acids
through oxidative dehydrogenation. This reaction differs from typical oxidation since it produces
hydrogen as a by-product. One application of oxidative dehydrogenation is in the selective conver-
sion of diethanolamine to iminodiacetate (Equation 5.8), a precursor for the herbicide glyphosate.
This reaction is performed over skeletal copper with common promoters such as chromium to en-
hance activity and stability [136–140]. Silver [141] or iron [142] added after catalyst preparation has

(5.8)

Skeletal nickel and skeletal silver have found application in hydrogen fuel cells [143–147].
Skeletal nickel embedded in a polytetrafluroethylene (PTFE) matrix offers low-temperature opera-
tion in hydrogen alkaline fuel cells without the need for precious metal loading. This has become one
of the leading electrocatalytic materials for the anode in this type of fuel cell [144, 146–148].
Promoters such as chromium or titanium can enhance the activity of skeletal nickel in this applica-
tion [36,37]. Direct addition of other metals such as copper or tin as powders to skeletal nickel during
the preparation of the PTFE-bonded electrode can improve activity through enhanced conductivity
or by providing an alternative mechanism of reaction [148, 149]. Skeletal silver has been successfully
used as a cathode in these cells for the oxygen reduction reaction [144,146,147,150,151].

( ) ( )HOCH CH NH OH OO CH NH H2 2 2 2 2 2(g)� �� �2 2→ C

CH CHCN CH CHCONH2 2 2 2� � �H O →

CH COOCH CH H CH CH OH3 2 3 2 3 2�2 2→

HO CH OH 2NH H N CH NH H O2 6 2 2 6 2 2( ) ( )3� �→ 2

CH CH CH CHO CH NH H CH CH2 NHCH O3 2 2 3 2 2 3 3 3 2� � �→ ( ) H
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The types of reactions catalyzed by skeletal catalysts are summarized in Table 5.1. Skeletal

been claimed to prolong the life of the catalyst for repeated cycles in the hostile reaction conditions.

Methanol synthesis from syngas and related reactions (such as the water gas shift reaction) have
been heavily researched by Wainwright’s group since 1978 (see, e.g., [22,29,64, 127–134]) resulting



Enantioselective organic synthesis using modified skeletal catalysts has wide application in
areas such as pharmaceutical production; for example, synthesis of chiral alcohols from ketones
[90], which is described in detail elsewhere in this book.

Skeletal catalysts are usually employed in slurry-phase reactors or fixed-bed reactors.

performed in slurry phase, where the catalysts are charged into the liquid and optionally stirred (often
by action of the gases involved) to achieve intimate mixing. Fixed-bed designs suit methanol synthesis
from syngas and catalysis of the water gas shift reaction, and are usually preferred because they obvi-
ate the need to separate product from catalyst and are simple in terms of a continuous process.

Skeletal catalysts are usually prepared from an alloy that has been crushed to a defined particle
size before leaching. It is also possible to leach large pieces of the alloy. Partially leaching of a large
surface can make use of the electrical and heat conductivity of the unleached alloy left behind. This

difference between a partially and fully leached particle while Figure 5.5 shows this applied to a 
tubular piece of alloy leached only on one side so that it might be used as a surface-catalyzed reac-
tor. This type of application can also be achieved by coating the precursor alloy as a thin layer on
another material, and then leaching.

5.7 ADVANTAGES / DISADVANTAGES

The main advantages of skeletal catalysts are high activity at low temperatures, high selectivity,
and strength against attrition. Compared with precious metal catalysts, skeletal catalysts are rela-
tively cheap owing to high activity with base metals. Selectivity allows skeletal catalysts to be em-
ployed in reactions on complex substrates such as pharmaceuticals. Selectivity also allows high
yields of intermediate products, such as methanol from syngas over skeletal copper, where skeletal

Strength against attrition is particularly important for catalysts in slurry-bed reactors, where phys-
ical breakage of the catalyst particles, ultimately to fines, can prevent their use for those reactions. The
strength of the high surface area skeletal structures can be contrasted against activated carbon, which
readily breaks down due to attrition in these types of environments. For the few environments where
attrition is still a problem (e.g., oxidative dehydrogenation of alcohols), the skeletal catalytic material
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Figure 5.5 A large tubular piece of alloy can be partially leached on one side to give a surface-catalyzed
reactor.
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nickel would give methane (Table 5.1).

technique can find use in fuel cell electrodes or as surface-catalyzed reactors. Figure 5.1 shows the

Hydrogenation of cottonseed oil, oxidative dehydrogenation of alcohols, and several other reactions are



can be coated onto a stronger skeletal catalyst (e.g., skeletal copper onto skeletal nickel), or onto a
different stronger support [152].

The primary disadvantages of skeletal catalysts include deactivation and waste disposal.
Deactivation has already been discussed at some length earlier. The supernatant leach liquor con-
sists of concentrated alkali with dissolved aluminum. In applications involving promoters, small
amounts of these will also be present in the leach liquor. This solution presents a disposal issue, par-
ticularly if the promoters are hazardous, e.g., chromate ions. In times when industries are being en-
couraged to reduce waste streams and increase efficiencies of chemical conversions, this waste
sodium aluminate liquor presents a problem. Apart from sending the liquor to an alumina refinery
should one exist (with interfering promoters not present or removed), there are few other options
available for dealing with this material.

5.8 FUTURE

In the 80 years since their first discovery, skeletal catalysts have progressed considerably. From
an application for vegetable oil hydrogenation, they have found widespread use across various re-
actions, mostly hydrogenations but others as well. Different skeletal metals have been identified and
investigated, although nickel remains to be the most popular. Gas-phase/fixed-bed and slurry-phase
reactions are handled easily with these catalysts, which offer superior selectivity and strength.
Deactivation has been an issue, but much work has been devoted to overcoming the problem. Most
recently, chromium promotion has been identified as stabilizing the structure against coarsening, al-
lowing sustained activity.

Skeletal catalysts have secured a place in industry and will continue to do so. While skeletal
nickel remains popular, it is expected that other metals, particularly skeletal copper with the large
amount of research already conducted, will gain popularity. A great deal of work has been published
on promotion and stabilization of skeletal catalysts, which has resulted in superior catalysts for in-
dustrial applications. This is expected to continue. Further advances in the field of enantioselective
skeletal catalysts using tartaric acid modification are inevitable. The parallel application of skeletal
nickel and silver in fuel cells will continue to advance as fuel cells begin to reach commercial real-
ity. The unique structure of skeletal catalysts as strong, highly porous, high surface area metals is
likely to find other applications in addition to direct catalysis.
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CHAPTER 5 QUESTIONS

Question 1

What considerations are required when deciding which composition to make a precursor alloy
for a skeletal catalyst? If the alloy is to contain more than one catalytically active metal, does the
percentage of aluminum change significantly in proportion?

Question 2

Can skeletal catalysts be prepared by acid leaching instead of alkali leaching? Why is alkali
leaching preferred?

Question 3

What are the three mechanisms leading to deactivation of skeletal catalysts during use? Which
of these can cause deactivation while the catalyst is still leaching?

Question 4

What are the common types of reactions where skeletal catalysts are employed?

Question 5

What are the main advantages and disadvantages of skeletal catalysts compared to other types
of catalysts?

Question 6

The shrinking core models described by Levenspiel cater for both reaction- and diffusion-con-
trolled systems. Referring to the literature, how do these systems differ and which of these models
do skeletal catalysts fit during their preparation by leaching?

Question 7

A thin layer of skeletal catalyst precursor alloy can be coated on a supporting material prior to
leaching. Referring to the literature, discuss (1) why is a coating used, and (2) what processes are
used to achieve this coating, both for a flat surface and for a highly porous support?
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6.1 INTRODUCTION

Supported metal catalysts are used in a large number of commercially important processes for
chemical and pharmaceutical production, pollution control and abatement, and energy production. In
order to maximize catalytic activity it is necessary in most cases to synthesize small metal crystallites,
typically less than about 1 to 10 nm, anchored to a thermally stable, high-surface-area support such as
alumina, silica, or carbon. The efficiency of metal utilization is commonly defined as dispersion, which
is the fraction of metal atoms at the surface of a metal particle (and thus available to interact with ad-
sorbing reaction intermediates), divided by the total number of metal atoms. Metal dispersion and crys-
tallite size are inversely proportional; nanoparticles about 1 nm in diameter or smaller have dispersions
of 100%, that is, every metal atom on the support is available for catalytic reaction, whereas particles
of diameter 10 nm have dispersions of about 10%, with 90% of the metal unavailable for the reaction.
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CHAPTER 6



The simplest, least expensive, and most prevalent methods to prepare supported metal catalysts be-
gins with the process known as impregnation, whereby the high-surface-area support is contacted with
a liquid solution containing dissolved metal ions or coordination complexes such as platinum hexa-
chloride [PtCl6]

2� (derived from chloroplatinic acid [CPA]) or platinum tetraammine [(NH3)4Pt]2�

(PTA). After impregnation, wet slurries are dried and then heated in various oxidizing or reducing en-
vironments in order to remove the ligands and to reduce the metal to its active elemental state.

A simple intuitive picture of an electrostatic adsorption mechanism that might occur during
impregnation is given in Figure 6.1. An oxide surface contains terminal hydroxyl groups that

the hydroxyl groups are neutral is termed the point of zero charge (PZC). Below this pH, the
hydroxyl groups protonate and become positively charged, and the surface can adsorb anionic metal
complexes such as CPA. Above the PZC, the hydroxyl groups deprotonate and become negatively
charged, and cations such as PTA can be strongly adsorbed. In either case the metal complex might
be thought to deposit onto the surface via strong electrostatic adsorption (SEA). 

The overriding hypothesis of the SEA approach is that with metals, the simplest and most ef-
fective way to synthesize highly dispersed metal particles is to achieve a high dispersion of the
metal precursors during impregnation. Once strongly adsorbed, the idea is to perform the pretreat-
ment steps of calcination or reduction, often referred to in industry as catalyst finishing, in such a
way that the monolayer morphology of the precursor is maintained as the metal is reduced, such
that high metal dispersion is achieved.

In this chapter, the historical development of the above-mentioned electrostatic mechanism will be
reviewed and its current application to Pt/silica, Pt/alumina, and Pt/carbon catalysts will be demon-
strated. Additionally, its extension to new catalyst systems including bimetallics will be discussed. The
method of SEA is in principle applicable to a large number of catalyst systems; it is hoped that read-
ers are able to glean enough from this chapter to be able to employ the SEA approach themselves.

6.2 EARLY PIONEERING WORK

A landmark publication stands out among early efforts to transform the art of catalyst preparation

ysis to postulate a simple, general electrostatic framework for metal complex adsorption over mineral

particle as a function of solution pH (Figure 6.2a). The mechanism of charging is the protonation and
deprotonation of surface hydroxyl groups as depicted in Figure 6.1. Figure 6.2 also shows the PZC
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Figure 6.1 A simple electrostatic adsorption mechanism illustrating the protonation–deprotonation chemistry of
surface hydroxyl groups on oxide surfaces (which are neutral at the PZC) and the corresponding up-
take of anionic or cationic complexes. Proton transfer to or from the surface can significantly 
affect the solution pH.
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oxides. Figure 6.2, taken from that paper, gives a schematic of the surface polarization of an oxide

into a science. J.P. Brunelle’s widely cited paper [1], published in 1978, was the first in the field of catal-

protonate or deprotonate depending of the acidity of the impregnating solution. The pH at which



determination of various oxide supports by electrophoresis (Figure 6.2b). Silica possesses the most
acidic PZC, titania and alumina are in the midrange, while neodymium hydroxide has a basic PZC. 

with respect to the PZC of the oxide. For example, silica with an acidic PZC can accrue a strong
negative charge as its surface hydroxyl groups deprotonate and so the preferred metal complex is
cationic. With their midrange PZC, titania and alumina will adsorb anions at low pH and cations at
high pH. Anion adsorption would be preferred to the basic neodymium hydroxide. Brunelle listed
a variety of Group 7a, 8, and 1b anionic peroxide and chloride and cationic ammine complexes

midrange, and high PZCs from which suitable complex-oxide systems might be selected. 
Another early landmark paper is that of Contescu and Vass [2], in which the electrostatic nature

of anionic palladium chloride and cationic Pd ammines was demonstrated over alumina at low and
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(b) measurement of PZC of some oxides (equivalent to isoelectric point) by electrophoresis.
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(Figure 6.3a and Figure 6.3b, respectively) along with a good many supports (Figure 6.3c) with low,

For a particular metal/oxide catalyst system, anionic or cationic metal complexes are chosen



high pH, respectively. The metal uptake using Pd chlorides at low pH and Pt ammines at high pH is

is shown in the first plot of their summary figure (Figure 6.4b). As the pH is lowered or raised from
the PZC, the surface is increasingly protonated or deprotonated. The authors paid close attention to
the speciation of the Pd (second plot). The maximum adsorption capacity as shown in Figure 6.4a is
summarized in the third plot, while values for the apparent adsorption equilibrium constants as a
function of pH are given in the fourth plot. A Langmuir isotherm could be used at each pH value. In
this very comprehensive set of data, shifts in the solution pH, in addition to sketches of the resulting
metal profiles in catalyst pellets, were also reported (bottom of the figure).

Very prominent pioneering work in the fundamentals of catalyst impregnation was performed
by Schwarz and his group [3–7]. Several seminal results can be excerpted from their four-part se-
ries on CPA impregnation of alumina [3–6]. The pH dependence of CPA uptake on alumina was
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plexes; (b) common cationic ammine complexes; (c) table of oxides with PZCs and predicted ten-
dencies to adsorb anions, cations, or both.
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shown in Figure 6.4a. In either case, as the final pH is moved farther from the PZC, higher uptake is

Electrostatic adsorption mechanism of Brunelle [1]: (a) common peroxide and chloride anionic com-

observed. This is consistent with a simple model of the protonation–deprotonation chemistry, which



plotted vs. pH at constant Pt concentration, as pH was increased using NaOH or decreased with ei-
ther HCl or HNO3. Uptake exhibits a pronounced maximum at a pH of about 3. 

The increase in uptake as pH falls from the PZC at 8 is the same at the increased uptake of Pd

performed in the second part of the Heise and Schwarz series [4]. In that paper, the deleterious ef-
fect of high ionic strength on Pt uptake was demonstrated with both 1:1 electrolytes such as NaCl,

2

nomena is demonstrated when Pt uptake is plotted vs. the activity coefficient of the Pt anion (Figure
6.6c), calculated from the ionic strength of either the 1:1 or 2:1 electrolytes. The same effect may
have occurred in the low-pH region of Figure 6.5; as the solution was acidified, ionic strength might
be sufficiently high to retard Pt uptake. This effect is central to an electrostatic view of impregna-
tion and will be discussed in detail in the next section.

Another key contribution of the Schwarz group was the recognition of the dramatic influence of
oxide surfaces on bulk solution pH. In a landmark 1989 paper, Noh and Schwarz [7] demonstrated
the method of mass titration, in which successive additions of oxide cause stepwise shifts in solution

deprotonation chemistry of the surface hydroxyl groups is coupled to the liquid-phase pH. In mass
titration, as the mass (or more appropriately, the surface area) of oxide in solution increases, the so-
lution pH is brought to the PZC of the oxide, at which point no driving force for proton transfer exists
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Illustrative Pd adsorption over alumina results of Contescu and Vass [2]: (a) uptake of Pd chlorides

anions as pH is lowered from the PZC as shown in Figure 6.3. Uptake falloff at the lowest pH val-

and 2:1 electrolytes such as CaCl . These data are shown in Figure 6.6. The similarity of the phe-

demonstrated for the first time in their first paper and is reproduced in Figure 6.5. The Pt uptake is

pH. This procedure is illustrated in Figure 6.7 [7]. As indicated in Figure 6.1, the protonation–

ues, however, has not been observed up to this point, and can perhaps be best explained by the work



and the solution pH stabilizes. In this manner, oxides might be thought to buffer pH. This method
has been applied to determine PZCs of composite oxides [8,9]; the paper has inspired several addi-
tional versions of mass titration [10,11].

A comprehensive summary of different types of catalyst preparation appears in Schwarz’ ex-
cellent review [12].

6.3 DEVELOPMENT OF THE REVISED PHYSICAL ADSORPTION MODEL

Instead of electrostatic (or physical) adsorption, metal uptake onto oxides might be considered
chemical in nature. In chemical mechanisms, the metal precursor is envisioned to react with the
oxide surface, involving as surface–ligand exchange [13,14] in which OH groups from the surface
replace ligands in the adsorbing metal complex. In this section it will be shown that a relatively sim-
ple electrostatic interpretation of the adsorption of a number of catalyst precursors is the most rea-
sonable one for a number of noble metal/oxide systems.

6.3.1 Qualitative Discrimination of Mechanisms

of Pt uptake at low pH over alumina (as seen in Figure 6.5) [15]. At that time it was suspected that
dissolution of aluminum and the corresponding loss of adsorption sites at low pH could be the cause
[3]. The effects of ionic strength and Al dissolution were determined [15] by comparing CPA up-
take over alumina at (1) low pH; (2) the optimal pH (where no Al dissolution occurred), but with
ionic strength increased to the level of the low-pH case; and (3) the optimal pH but over an alumina
surface that had several monolayers of Al removed by a previous low-pH exposure. The results

solving a portion of Al from the surface does not. Presumably, fresh hydroxyl groups form on the
underlying alumina surface and exhibit the same protonation–deprotonation chemistry as an aged
surface. The strong dependence of uptake on ionic strength is an integral part of a purely electro-
static model, as will be detailed later on.
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shown in Figure 6.8 demonstrate that high ionic strength effectively retards Pt adsorption while dis-

The first work of Regalbuto’s group in this area sought to explore the reason for the retardation



The next work by Regalbuto’s group sought to explore the nature of adsorbed metal complexes
[16], with an eye for trying to distinguish electrostatically (or physically) bound adsorbates from

face density of Pt and Pd chlorides corresponds to a close-packed layer of complexes retaining one
2

ionic Pt complex/nm2. The retention of hydration sheaths by adsorbing metal complexes is commonly
proposed in colloid science literature [17]. An illustration of Pt complexes retaining a hydration sheath
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hydration sheath (Table 6.1, from [16]). This steric maximum amounts to 1.6 �mol/m , or about 1 an-

chemically bound ones. A key finding, through culling of the literature, was that the maximum sur-

is shown in Figure 6.9 [18].

independent variable. (From Heise, M.S., and Schwarz, J.A., J. Coll. Interf. Sci. 123, 1988, 51.)



ing (SL) or m2 oxide surface/liter of solution, as [PdCl4]
�2 concentration was increased and pH was

value [16]. For Pt and Pd ammine cations, the maximum surface density over many oxides appears
to be a close-packed layer, which retains two hydration sheaths; representative results for PTA up-
take over silica from a recent paper [19] are shown in Figure 6.10b. The physical limit of cationic
ammine surface density thus appears to be 0.84 �mol/m2, or about 1 cationic complex/2 nm2.
Cationic uptake, therefore, is inherently half of anion uptake in many cases.

of adsorption than a chemical one, since by remaining a relatively large distance away from the sur-
face, the metal complexes are less likely to participate in surface–ligand exchange.

ical or inner sphere adsorption, was recently obtained for a model PTA/quartz crystal system using
methods of x-ray reflectivity at the Advanced Photon Source at Argonne National Laboratory [20].
These state-of-the-art methods are being employed by geophysicists to obtain electron density profiles

outer sphere nature of adsorbed PTA, and given the difference in oxide substrates (a single crystal of

reasonable.

6.3.2 pH Shift Modeling

Attention was paid early on to solution pH, and in particular, to a surface — bulk proton bal-
ance. Various models of hydroxyl chemistry have been developed in colloid science literature [21].
Perhaps the simplest and most common model assumes a single type of OH group and amphoteric
behavior (i.e., one set of K1 and K2

groups and proton affinity distributions [22]. It will be demonstrated below that the simpler type has
worked well for the revised physical adsorption (RPA) model.
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Figure 6.7 Mass titration of Noh and Schwarz. (From Noh, J.S., and Schwarz, J.A., J. Coll. Interf. Sci. 130, 1989,
157.)
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Uptake measurements were made [16] at several oxide/solution ratios, reported as surface load-

resides above a well-structured oxide surface. The result obtained from this study is shown in Figure

and the adsorbing PTA complexes retain either one or two layers of water. This finding confirms the
6.11; at the terminus of the silica crystal there appears a layer of deprotonated surface hydroxyl groups,

Perhaps the most direct proof of physical/electrostatic outer sphere adsorption, as opposed to chem-

The retention of hydration sheaths upon adsorption is more consistent with an electrostatic view

from Figure 6.1). More complicated models invoke multiple OH

normal to the water–oxide interface, that is, to precisely measure how far an adsorbed metal complex

quartz vs. amorphous silica catalyst supports), the agreement with the results in Figure 6.10 is quite

held constant at the optimal value (Figure 6.10a). Each SL indeed indicated a plateau near the steric



Park and Regalbuto [11] were the first to simulate the shifts in bulk pH, which occur when aque-
ous solutions are contacted by various amounts of oxides. A critical parameter in these systems is
the total oxide surface area in solution. This parameter, with units of m2/L, was termed the surface

105 m2/g. Low SLs give thin slurries while high SLs give thick slurries. For any particular oxide
support, impregnation to incipient wetness (or dry impregnation [DI]) in which the pore volume of
the support is just filled with aqueous solution, represents the highest tenable value of SL and is typ-
ically of the order of several hundreds of thousands of m2/L. When comparing oxides with differ-
ent surface areas, the mass of oxide can be adjusted so as to achieve the same SL.
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Regalbuto, J.R., Lang. 10, 1994, 500.)
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loading (SL) and is illustrated in Figure 6.12 for an oxide support with specific surface area of 

(a) recipes of the four preparations; (b) Pt uptake resulting from each. (From Shah, A., and



The pH shift model of Park and Regalbuto combined (1) a proton balance between the sur-
face and bulk liquid with (2) the protonation–deprotonation chemistry of the oxide surface
(single amphoteric site), and (3) a surface charge–surface potential relationship assumed for an
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Table 6.1 Maximum Uptake Densities Surveyed from the Literature

Reference ��experimental Support pH SA Metal Method
(�mol/m2) (mV g) (wt%)

Species: PdCl
2�
4 ; ri � 3.12 Å; �max calculation � 1.5286 �mol/m2

[13] 1.12 Al2O3 1.4 281.2 3.24
0.87 Al2O3 1.4 234.9 2.12
0.92 Al2O3 1.4 185.6 1.79
1.26 Al2O3 1.4 151.6 1.99
1.21 Al2O3 1.4 134.4 1.70
1.44 Al2O3 1.4 91.3 1.38

This work 1.25 Al2O3 3.5 138 1.73

Species: Pd(NH3)
2�
4 ; ri � 2.55 Å; �max calculation� 0.8115 �mol/m2

[13] 0.23 Al2O3 10.8 281.2 0.67
0.26 Al2O3 10.8 234.9 0.65
0.24 Al2O3 10.8 185.6 0.48
0.28 Al2O3 10.8 151.6 0.44
0.22 Al2O3 10.8 134.4 0.31
0.29 Al2O3 10.8 91.3 0.28

[14] 0.04 Al2O3 10.6 174 0.07 A.A.
0.93 SiO2 10.6 648 6.0

This work 0.82 SiO2 9.5 100 0.87 A.A.

Species: PtCl6
2�

; ri � 2.95 Å; �max calculation � 1.6209 �mol/m2

[15] 1.59 Al2O3 Acidic 78.4 8.3
[16] 1.33 Al2O3 177 1.2 �Conc.
[17] 2.14 Al2O3 100 4.0 � Conc.

1.63 Al2O3 133 4.1
1.58 Al2O3 179 5.2
1.55 Al2O3 248 7.0

[18] 0.73 Al2O3 150 2.1 � Conc.
[24] 1.87 Al2O3 4.2 138 8.6 EDXS

Species: Pt(NH3)4
2+; ri � 2.41 Å; �max calculation � 0.8404 �mol/m2

[1] 1.15 SiO2 Basic 260 5.5 Chemisorption
[20] �0.5 SiO2 10 798 �7 Chemisorption
[21] 0.81 SiO2 9 370 5.5 Chemisorption

0.20 Al2O3 10 204 0.79
[24] 0.98 SiO2 9.8 380 13.5 EDXS

Source: From Santhanam, N., Conforti, T.A., Spieker, W.A., and Regalbuto, J.R., Catal. Today 21, 1994, 141.
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electric double layer. Given the mass and surface area of oxide, the PZC of the oxide, its proto-
nation–deprotonation constants K1 and K2, and the hydroxyl density are solved simultaneously

a comprehensive prediction of final pH vs. initial pH, as a function of oxide SL. This relation-

number of key features.
First, the effect of SL is immediately apparent. Low SLs can be employed in the laboratory to min-

imize pH shifts. At high SLs, oxides exhibit a dramatic effect on pH. In fact, this plot predicts that the
final pH of DIs is almost always at the PZC of the oxide, unless the starting solutions are extremely
acidic or basic [11]. Alternatively, in DI the hydroxyl groups on the oxide surface far outnumber the
protons or hydroxide ions initially in solution, and the surface never becomes significantly charged.
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ment of Figure 6.7 can be quantitatively simulated, but perhaps the most powerful simulation is

Schreier, M., and Regalbuto, J.R., J. Catal. 225, 2004, 190.)

ship, for parameters representative of alumina and silica, is shown in Figure 6.13 and comprises

to give the surface charge, surface potential, and final solution pH. The mass titration experi-
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Strong electrostatic interactions with ionic metal complexes can only occur when this buffering effect

The drastic shift in pH, which can be caused even by small amounts of oxide, is illustrated in
2 2

with 1 L of a solution initially at pH 2.8. The PZC of alumina is normally about 8.5 [23]. After 1 min
(Figure 6.14c) the pH increased from 2.8 to 6.6, after 2 min it was 7.8 (not shown) and after 5 min had
attained the equilibrium value of 8.2 (Figure 6.14d). This experiment was actually designed with a
calculation similar to that shown in Figure 6.13. 

Another signficant feature of the pH shift plot of Figure 6.13 are the wide plateaus of final pH
seen at the higher SLs. That is, starting from a wide range of initial pH, the final pH is always the
same and is in fact the oxide PZC. This suggested that oxide PZC can be measured simply with a
pH probe, by measuring the final pH values of a series of oxide–solution slurries at high SL [11].
This method was called EpHL, and measured the equilibrium pH at high loading.
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Figure 6.14. In this series of photographs, 50 g of a 250 m /g alumina (SL = 1250 m /L) was contacted

of the oxide is overcome.



are fit to the model so as to obtain the best values of K1 and K2 [24]. Representative experimental and

the absence of metal adsorption, the parameters can be used with no adjustment in the RPA model to

6.3.3 Metal Adsorption Modeling

ple to very complex. Adsorption models employed for catalyst impregnation typically contain a

This mechanism has been quantified by employing surface–ligand exchange of OH or O� from
the alumina surface with ligands from the adsorbing CPA complex [13], as follows:

On the other hand, a simpler and purely physical (electrostatic) mechanism might go toward de-
scribing the uptake of common noble metal precursors onto common oxide supports. The first
model of Agashe and Regalbuto [26] was patterned after that of James and Healy [17] from colloid
science literature. In the original James and Healy’s model, a Langmuir isotherm was employed and

AlO [PtCl (OH) ] [(AlO) PtCl (OH)] OH4 2
2

4
2� � � �� � ��

AlO [PtCl (OH)(H O)] [(AlO) PtCl (H O)] OH4 2 4 2
� � � �� � ��

AlOH [PtCl (OH) ] [(AlOH) PtCl (OH)] OH4 2
2

4� � �� � ��
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Figure 6.14 Demonstration of the rapid and dramatic shift in solution pH caused by contact with alumina.
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model results are shown for alumina in Figure 6.15. Having obtained the oxide-charging parameters in

In Regalbuto’s most recent treatment of surface charging, pH shift data generated at different SLs

CPA by alumina shown in Figure 6.16.

simulate metal uptake. This is described in the next section. 

chemical component (see [13,14,25] and references therein); for example, the proposed uptake of

Here again, a number of models exist in the colloid science literature, ranging from very sim-



A SCIENTIFIC METHOD TO PREPARE SUPPORTED METAL CATALYSTS 175

0

1

2

3

4

5

6

7

8

9

10

11

12

13

0 1 2 3 4 5 6 7 8 9 10 11 12 13
pHinitial

pH
fin

al

RPA 500 RPA 6,000 RPA 60,000 RPA incipient

Data 500 Data 6,000 Data 60,000 Data incipient

Figure 6.15 pH shift measurements and the pH shift portion of the RPA model at various surface loadings for
a typical �-alumina. (From Regalbuto, J.R., Navada, A., Shadid, S., Bricker, M.L., and Chen, Q., 
J. Catal. 184, 1999, 335.)

B1

B2

0

0

Al

Al Cl

Cl

Cl

Cl

Cl
Cl

Pt

Pt

Al

Al

Cl

Cl

Cl
Cl

OH

OH

Figure 6.16 Proposed chemical interaction of Pt complexes with an alumina surface, which involves surface–
ligand exchange of either surface OH for Cl ligands (model B1) or Cl ligands from the CPA complex
for surface hydroxyls (model B2). (From Shelimov, B., Lambert, J.-F., Che, M., and Didillon, B., 
J. Mol. Catal. 158, 2000, 91.)

CRC_DK3277_Ch006.qxd  4/21/2006  8:40 PM  Page 175

© 2006 by Taylor & Francis Group, LLC



the free energy of adsorption, on which the adsorption equilibrium constant is based, comprises a
coulombic, a solvation, and a nondescript, adjustable chemical energy term:

In the original James and Healy model, the magnitude of the adjustable chemical term usually
swamped the other two terms. By using a much smaller value of the solvation energy as suggested
by Levine [27], it was found that the adjustable chemical term could be eliminated in the simula-
tion of a number of metal cation/silica systems [26].

The parameters, main equations, and a graphical representation of the RPA model for the
CPA/alumina system are shown in Figure 6.17. The surface potential as well as the uptake of Pt is
given in the plot. The uptake curve is typically volcano shaped. At the pH of the PZC, there is no
surface charge and therefore no uptake. As the pH drops from the PZC, the surface potential builds
and uptake increases. In the lowest pH range, the effect of ionic strength is manifested: the high
ionic strength inherent to the high acid concentration effectively causes a decrease in the adsorption
equilibrium constant.

In later works it was found that the solvation term could be eliminated entirely; the simula-
tion of uptake of CPA on alumina at low pH [19,23,28] and PTA on silica at high pH [19,29]
utilizes only the coulombic energy of adsorption. Experimental data fit with the RPA model is
shown for these two complementary cases (anions adsorbing over a positively charged alumina

With the RPA model it has been possible to simulate many sets of CPA/alumina data mentioned
in the literature [18], with the same set of unadjusted parameters (PZC, K1 and K2, OH density).
Since pH shifts in the presence and the absence of CPA adsorption on alumina [23] and PTA ad-
sorption on silica [19] are similar, it can be concluded that metal and proton transfer are independ-
ent in these systems. Thus the pH shift model can be used in concert with the RPA model not only
to predict metal uptake, but also to compute final pH from the initial pH of the contacting solutions
[18,28].

∆ ∆ ∆ ∆G G G Gads coul solv chem= + +
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System parameters:
Initial concentration C (mol/I)

Surface loading SL (m2/l)
Temperature T (K)

Final pH

Fundamental constants:
e, �0, k, F, N0, rw, R, �w

Precursor parameters:
Radius of hydrated ion r i (m)

Valence z (−)
Number of hydration sheaths

Support parameters:
Point of zero charge PZC (−)

Surface ionization constants ∆pK (−)
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Figure 6.17 A summary of the RPA model.
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Figure 6.18.
surface at low pH and cations adsorbing over a negatively charged silica surface at high pH) in
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6.4 CASE STUDY: Pt TETRAAMMINE ADSORPTION OVER SILICA

In this section, the application of the SEA approach for the production of small metal particles
on an oxide support will be demonstrated for the case of Pt/silica. Once again, the over-arching
hypothesis of the SEA approach is that a correlation exists between strong adsorption of the metal
precursor and high dispersion of the reduced metal. The steps of the SEA approach for any
particular metal/support system are (1) the measurement of support PZC (which determines which
charge of metal ion and which pH range to employ), (2) uptake–pH surveys to determine the pH of
the strongest interaction, and (3) tuning the reduction treatment to preserve high dispersion. These
steps will be illustrated after a review of Pt/silica preparation methods found in the literature.

6.4.1 Survey of Pt /Silica Preparation Methods

Several steps of preparation, including the support composition, metal salt, method of metal addi-
tion, pH, metal loading, calcination, etc., affect the ultimate particle size in the reduced catalyst. The
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Figure 6.18 Typical uptake results and RPA modeling for (a) CPA adsorption over a number of aluminas. (From
Regalbuto, J.R., Navada, A., Shadid, S., Bricker, M.L., and Chen, Q., J. Catal. 184, 1990, 335), and
(b) PTA adsorption over a number of silicas. (From Schreier, M., and Regalbuto, J.R., J. Catal. 225,
2004, 190.)
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2 cat-

platinic acid (H2PtCl6 or CPA) [34,35,38,42,45,48,50,51], but may also be used with platinum
tetraammine chloride (or nitrate) (Pt(NH3)4Cl2 or PTA) [35,50]. With this method, the desired amount
of metal salt is dissolved in water just sufficient to fill the pore volume of the support. Pt on silica
catalysts may also be prepared by several nontraditional methods such as a simultaneous sol–gelsyn-
thesis of a Pt salt and silica [39,41,47] or by DI with organic solvents [41,49]. The method most
frequently used, however, is adding PTA to silica from a slurry in excess solution
[30–34,36,37,40,41,43–46]. This method is commonly called ion exchange, but can more generally
be considered wet impregnation (WI). If the final pH is not controlled in the WI method of prepara-
tion, the impregnating solution becomes more acidic as surface hydroxyl groups equilibrate with the
bulk solution. If a moderate to high-surface-area silica is used and the ratio of oxide to liquid is high,
the solution pH will approach the PZC of silica at about 4 [11], as noted in the previous section. It is
only if the impregnating solution is maintained under strong basic conditions that the silica hydroxyl
groups will be sufficiently deprotonated and platinum tetraammine cations strongly adsorbed onto the
support. It was suggested [19] that it is more correct to describe this interaction as SEA rather than ion
exchange, since the attraction occurs only in strong base sufficient to deprotonate the silanol groups.

Table 6.2 lists the methods of preparation, e.g., DI (with PTA or CPA), WI (where the pH moves
toward silica’s PZC), and SEA (where the pH is controlled to remain high) for Pt/silica catalysts re-
ported in the literature. In addition to the different methods of Pt addition, the metal loading and sub-
sequent calcination and reduction steps are also given. A number of trends affecting the dispersion
of the reduced catalysts can be identified in Table 6.2. First, DI with CPA generally gives moderate
to poor dispersion, ca. 0.2 to 0.4 [34,35,38,42,45,48,50,51], with the exception at very low loading.
Dry impregnation of PTA gives higher dispersions than those prepared from CPA, i.e., about 0.6 to
0.9 with higher dispersions at lower Pt loading [35,50]. Preparation of Pt on silica by WI with PTA
also gives dispersions that are moderate to low, generally about 0.3 to 0.5 [30,43,46]. The highest
dispersions are achieved by SEA of PTA, i.e., the pH remains high throughout the metal deposition.
For catalysts prepared by SEA and WI, Figure 6.19 shows that the Pt dispersion decreases as the
metal loading increases. Since the catalysts in Table 6.2 were prepared on silicas with different sur-
face areas, the metal loadings were plotted in Figure 6.19 on the basis of Pt surface density
(�mol/m2). While there are only a few examples of catalysts calcined at higher temperatures, at the
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Figure 6.19 Trends in dispersion of Pt/silica catalysts culled from literature. (From Miller, J.T., Schreier, M.,
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alysts given in Table 6.2 [30–51]. Incipient wetness or DI is often used in the preparation with chloro-
importance of these effects is evident in the survey of the literature on the preparation of Pt/SiO



same Pt surface density, catalysts calcined below 300ºC generally have higher dispersions
[31,32,34,36,37,40,45,46,48].

6.4.2 Measurement of Oxide Point of Zero Charge

The first step in the SEA approach is to determine the PZC of the support. Low-PZC materials ac-

ther in the respective pH range. Point of zero charge is easily determined, as mentioned in the

served pHfinal plateau falls closer and closer to the PZC of silica; the PZC of this silica sample is seen
to be about 4. Correspondingly, a cationic metal complex, PTA, will be chosen as the catalyst precur-
sor and the pH region above pH 4 will be surveyed to determine the pH of the strongest interaction.

A note of caution pertaining to impure oxides should be mentioned at this point. Cationic
impurities such as Na� and K� increase PZC of oxide, while anionic surface impurities such as Cl�

or F�

to control Pt uptake were unsuccessful [56]; doped, PZC altered oxides behave the same as pure
materials with regard to the uptake of CPA and PTA. It is believed that in the pH range of strong
metal adsorption, the dopant either redissolves or is forced off the surface by competition from the
metal ion [54]. As a consequence, common oxide supports that contain surface impurities can be
modeled using the PZC of the pure material.

On the other hand, irreversible changes in the PZC can be effected in some surfaces. The oxi-
dation of carbon surfaces, for example, changes the PZC and does affect the adsorptive properties.
Carbon will be discussed in a later section.

6.4.3 Uptake–pH Survey to Identify Optimal pH

Benchtop uptake–pH surveys are conducted with a series of initial pH PTA solutions in 60 mL

CPA, which is colored, over 1000 m2/L of an alumina support).

A SCIENTIFIC METHOD TO PREPARE SUPPORTED METAL CATALYSTS 179

0

2

4

6

8

10

12

14

0 2 4 6 8 10 12 14
pHi

pH
f

500

6 k

45 k

Figure 6.20 The PZC determination of silica. (From Schreier, M., and Regalbuto, J.R., J. Catal. 225, 2004, 190.)
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PZC values will approach the pure values with repeated washing steps. Attempts to use ion doping

discussion of Figure 6.13 above, by measuring final pH vs. initial pH at high SL. The pH shift results

charge positively at low pH and strongly adsorb anions. Mid-PZC materials might strongly adsorb ei-
crue a strong negative charge at high pH and can strongly adsorb cations, while high-PZC materials

polypropylene bottles as shown in Figure 6.21 (for illustration, this series of samples is actually

for a number of SLs of a representative silica are shown in Figure 6.20 [19]. As SL increases, the ob-

lower it [52,53]. Surface impurities can be removed by washing [54,55], and the measured
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Table 6.2 Summary of the Literature on the Methods of Preparation of Pt/SiO2 Catalysts

References Pt Loading Surface Surface Method Precursor pHFinal Calcination Reduction Dispersion
(wt %) Area Loading (O2) K (H2) K

(m2/g) (�mol/m2)

[30] 0.5 n.r. — WI PTA–Cl2 7.0 initial 383 673/603 0.31
to 0.35

[30] 0.5 n.r. — WI CPA 2.1 initial 383 673/603 0.20
[31,32] 6.3 364 0.887 SEA PTA–OH and Cl2 8.9 378 673 0.64
[33] 3.6 200 0.923 SEA PTA–Cl2 NH4OH 773 — 0.30
[34] 0.8 219 0.187 SEA CPA to PTA 9 to 11 at 343 K 393 — 0.75
[34] 0.4 219 0.094 DI CPA in acetone — 393 — 0.53
[35] 0.05 500 0.005 DI PTA–NO3 — 573 473 0.99
[35] 0.6 500 0.062 DI PTA–NO3 — 573 473 0.90
[35] 3.0 500 0.308 DI PTA–NO3 — 573 473 0.60
[35] 3.1 500 0.318 DI CPA — 573 473 0.25
[36] 0.06 198 0.016 SEA CPA to PTA 9.74 378 533? 1.0
[36] 0.46 198 0.119 SEA PTA 9.74 378 533C? 0.92
[36] 1.73 198 0.448 SEA PTA 9.74 378 533 C? 0.58
[37] 0.01 to 7 194 0.003 to 1.85 SEA PTA–OH 8 to 10.5 573 673 0.65
[38] 1.0 260 0.197 DI CPA 0.2 M HC1 723 773 0.41
[39] 0.83 500 to 800 0.085 to 0.053 Sol–Gel PTA–NO3 4.3 — — 0.70
[40] 2.68 200 0.687 SEA PTA–Cl2 9.0 Dried desiccator 673 0.56
[40] 2.68 200 0.687 SEA PTA–Cl2 9.0 573 673 0.84
[40] 2.68 200 0.687 SEA PTA–Cl2 9.0 573 Ar 673 0.85
[41] 1.76 653 0.138 Sol–Gel CPA 1.4 673 673 0.20

1.62 480 0.173 PTA–NO3 4.8 0.80
1.65 632 0.134 Pt(C5H7O2)2 4.0 0.50

[41] 0.95 714 0.068 WI PTA–NO3 8.0 673 673 0.25 to 0.28
(design 2.0%)

[41] 0.91 1097 0.043 Ethanol PTA–NO3 2.4 673 673 0.10
and acetone to 0.15

0.91 754 0.062 Pt(AcAc)2 1.65 0.10 to 0.13
[41] 1.65 632 0.134 5.0 673 673 0.50

0.8 706 0.058 Sol–Gel Pt(AcAc)2 0.80
0.65 759 0.044 0.80
0.40 586 0.035 0.80

[42] 4.9 200 1.26 DI PtC — 573 573 0.30
1.0 0.256 0.50

[43] 293 573 0.30
1.0 300 0.171 WI PTA–Cl2 12 initial Vacuum 673 0.29

773 0.28
773 N2 0.98

773 0.78
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[43] 2.0 300 0.342 WI PTA–Cl2 1023 0.44
1073 0.20

[44] 0.81 220 0.189 SEA PTA–Cl2 9.8 673 He 673 0.61
[45] 2.65 220 0.617 DI CPA 393 673 0.22

1.44 0.336 0.41
0.49 0.114 0.45

[45] 3.8 220 0.883 SEA PTA–Cl2 9.8 Dried 673 0.66
[46] 1.05 596 0.09 SEA PTA–OH — 573 573 0.97
[46] 0.90 596 0.077 0.34

0.87 341 0.131 WI PTA–OH — 773 573 0.23
0.93 238 0.20 0.93
1.02 580 0.09 1.00
0.89 202 0.226 0.47

[47] 1.5 0.193 Modified Pt(acac)2 — 0.39
impregnation
with Sol–Gel?

399 Pt(acac)2 823 373 0.24
CPA 0.10

[48] 0.5 0.068 1.0
1.6 377 0.218 DI CPA Acidic 393 773 0.50
2.5 0.34 0.30
4.6 0.625 0.3

[48] 0.7 0.095 1.20
1.5 377 0.204 SEA PTA–Cl2 9.0 393 773 1.00
2.5 0.34 0.80
4.5 0.612 0.90

[49] 0.5 M-5 — Organic Pt(Acac)2 Toluene 673 0.43
Solgel DH-de Acetyl excess 673 H2/He 0.39

M-5 (DH) hydroxylated acetonate 0.32
Solgel (DH) support 0.31

[49] 0.5 M-5 — Impreg DH- CPA 673 0.12
Solgel dehydroxylated Acidic? 673 H2/He 0.12

M-5 (DH) support 0.08
Solgel (DH) 0.09

[50] 1 DI PTAa — 773 and above — 0.39 to 0.02
[51] 1 270 0.19 DI CPA Acidic? Vacuum 623 to 973 0.84 to 0.13

dried 383

n.r., not reported; DI, dry impregnation; WI, wet impregnation at near neutral pH; SEA, wet impregnation under strongly basic pH.
aText reads Pt(NO3)2(NH4)2, typo assumed.

Source: From Miller, J.T., Schreier, M., Kropf, A.J., and Regalbuto, J.R., J. Catal. 225, 2004, 203.
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After 1 h on an orbital shaker, pH is recorded and 5 mL aliquots of each thin slurry are filtered
for ICP analysis. Over powders, Pt adsorption is complete within minutes [19,23], and 1 h contact
is sufficient to ensure equilibration. Samples of the parent solution (before contact) are also filtered
and analyzed with ICP, which can be used to determine not only metal uptake, but also dissolution
of the support. The metal uptake, in terms of surface density (mol/m2), is calculated by dividing the
concentration difference by the SL:

The amount of Pt adsorbed on silica at an SL of 83,000 m2/L as a function of the final pH of

the pH increases, the amount of Pt adsorbed increased up to a pH of about 10 with a maximum of
about 1.1 �mol/m2. There was sufficient Pt in solution to give a 1.15 �mol/m2 had all PTA been ad-
sorbed. The amount of PTA adsorbed is approximately the same from basic solutions adjusted by
either NH4OH or NaOH.

The optimal pH for strong adsorption of PTA onto silica is in the range 9.5 to 12. The maximum
2

(1.1 � 10�6 mol Pt/m2)(195 g Pt/mol Pt)(290 m2 silica/g) = 0.062 g Pt/g silica

or about 6 wt% Pt.

6.4.4 Tuning Finishing Conditions to Retain High Dispersion

Samples were prepared [29] at 1 wt% Pt at pHfinal 9.5 with ammonium hydroxide to minimize
dissolution of the silica and to avoid the use of NaOH, which leaves Na on the catalyst. For
comparison, DIs were performed at the same weight percent Pt using PTA dissolved in de-ionized
water. Strong electrostatic adsorption and DI samples were then calcined at successively higher
temperatures and reduced in flowing hydrogen at 200°C. The dispersion of the reduced SEA and

At all calcination temperatures except the highest, the dispersion of the SEA-prepared samples
is higher than similar catalysts prepared by DI. Notably, the dispersion of the 100°C dried and

� �
�

Pt
2 Pt,init Pt,final

2
( ) =

( mol/L)

SL (m /L)

C C�
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Figure 6.21 A typical adsorption experiment, in this case for CPA on alumina. The alumina powder has been
allowed to settle and is visible at the bottom of each bottle. Filtered solutions for ICP analysis are
placed in test tubes.
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the solution is shown in Figure 6.22 [29]. At pH values below about 6, there is little adsorption. As

mol/m

DI-prepared catalysts, determined by hydrogen chemisorption, is shown in Figure 6.23.

weight loading, given that the surface area of this silica is 290 m /g, is



High-angle annular dark-field imaging has been used to verify this ultrasmall particle size; a repre-

cles appear homogeneous in both size and spacing. The average particle size is close to 1 nm and
confirms the dispersion measurement made from chemisorption.

The effect of calcination temperature on the Pt dispersion for PTA on silica is clearly seen in
Figure 6.23. For both methods of preparation, the dispersion is highest when the catalyst is dried at
100°C and reduced directly thereafter. At this temperature, both catalysts are white in color. As the
heating/calcination temperature increases, the color first becomes light brown, and at higher tem-
perature turns dark brown. As the calcination temperature increases, the dispersion decreases ap-

preparation.
The SEA results from Figure 6.23 and at several other weight loadings (taken from [29]) are plotted

calcination had been employed in many of the latter preparations. The results from [29] have been plot-
ted separately as a function of calcination temperature. The trend of decreasing dispersion with in-
creasing calcination temperature is again confirmed; the highest dispersions are obtained when the
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Figure 6.22 A PTA–pH survey for a surface loading of 83,000 m2/L. The solutions were basified with either
NaOH (diamonds) or NH4OH (squares). (From Miller, J.T., Schreier, M., Kropf, A.J., and Regalbuto,
J.R., J. Catal. 225, 2004, 203.)
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Figure 6.23 Dispersion results of Pt/SiO2
Miller, J.T., Schreier, M., Kropf, A.J., and Regalbuto, J.R., J. Catal. 225, 2004, 203.)
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proximately linearly. Above about 500°C, the dispersion is nearly identical for both methods of

sentative micrograph of the Pt/silica sample prepared by SEA is shown in Figure 6.24. The parti-

produced from PTA via SEA (filled circles) or DI (open circles). (From

(in Figure 6.25), together with the SEA preparations taken from literature (Table 2). High-temperature

150°C calcined catalysts was 100%. This high dispersion corresponds to a particle size of 1 nm.
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Figure 6.25 Effect of Pt surface density (�mol/m2) and calcination on the dispersion of reduced Pt/silica cata-
lysts prepared by SEA. �, literature, calcined between 373 and 573 K. This study: solid triangle
and solid line — dried at 373 K; small open triangle and dotted line — calcined at 523 K; and large
open triangle and dashed line — calcined at 573 K. (From Miller, J.T., Schreier, M., Kropf, A.J.,
and Regalbuto, J.R., J. Catal. 225, 2004, 203.)

Figure 6.24 Electron microscopy characterization of the SEA-synthesized Pt/silica sample confirming high
dispersion.
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catalysts are not calcined, but reduced directly after drying at 100ºC. This has been reported previously

be a strong function of metal loading. It is also notable that SEA with direct reduction has led to some

reaction. Larger particles can be produced by calcining at higher temperatures.

6.5
AND CARBON

a value of 8.1 for the unoxidized material. The PZC determinations of the low- and the high-PZC

like silica in Figure 6.18b, and the high-PZC carbon the least.

large Pt ammine complexes, believed to retain two hydration sheaths [15,19], from the smallest mi-

which a loading of 9 wt% Pt PTA was applied to high-surface-area graphite (TIMREX) at pH 11 [59].
For comparison, DI was conducted with a neutral pH solution of PTA (and a final pH near the PZC
of the carbon, as it usually occurs in DI). Both samples were directly reduced at 200°C following
drying at 100°C. The DI preparation results in large Pt particles (Figure 6.29a). On the other hand,
using SEA yields predominantly 1 to 1.5 nm particles almost as well dispersed as the Pt/SiO2 sample

In the above work with carbon, the same approach as with silica was employed. First, the PZCs
were determined. Second, uptake–pH surveys were conducted to determine the pH of the strongest
interaction, and third, an SEA sample synthesized at this condition was reduced in a way which re-
tained high dispersion.

A comparison of the Pt dispersion from SEA vs. DI has also been performed with CPA/alumina
[60]. In this study, a �-alumina with surface area of 277 m2/g and pore volume of 1.0 mL/g was 
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Table 6.3 Carbon Specifications

Carbon Name Carbon Type Abbreviation Surface Area (m2/g) Measured PZC

Norit CA1 Activated Carbon CA 1400 2.5

Darco KB-B Activated Carbon KB 1500 5.0

Norit SX-ULTRA Activated Carbon SX 1200 8.1
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are given in Table 6.3. The main difference is the degree of oxidation of the surface, accomplished

However, at high pH, over the two highest-surface-area carbons (CA and KB), uptake is about half

by refluxing in concentrated phosphoric acid, which results in a PZC as low as 2.5, compared with

by several groups [1,48]. Decreases with dispersion at higher calcination temperatures also appear to

Finally, the dispersion data in Figure 6.23 and Figure 6.25 indicate that it is possible to control the
of the most highly dispersed, highly loaded materials (in terms of surface density) reported in literature.

carbons [57] are shown in Figure 6.26.

The PZC of carbons can be changed irreversibly by oxidizing the surface; in a series of papers,
Regalbuto’s group has demonstrated that Pt anion and cation uptake can be manipulated on this

used to prepare particles with 100% dispersion, that is, where each metal atom is accessible for catalytic

The measured uptake of CPA and PTA over the three activated carbons [55] is shown in Figure

terial should adsorb the least. Correspondingly, the low-PZC carbon should adsorb the most PTA,

basis [55,57–59]. The main characteristics of three types of activated carbon, obtained from Norit,

6.28, and the trends predicted by the RPA model in Figure 6.27 are at least qualitatively observed.

high-PZC material, like alumina in Figure 6.18a, should adsorb the most CPA and the low-PZC ma-

particle size of Pt. Strong electrostatic adsorption with drying at 100°C and reduction at 200°C can be

The value of an SEA preparation for Pt cation uptake over carbon is shown in Figure 6.29, in

of that predicted by the RPA model. The discrepancy was explained [55] by steric exclusion of the

THE EXTENSION OF STRONG ELECTROSTATIC ADSORPTION TO ALUMINA

The expected trends of CPA and PTA uptake for the three materials are seen in Figure 6.27. The

of Figure 6.24.

cropores of the high-surface-area activated carbon.



pH for all aluminas is between 3 and 4. Strong electrostatic adsorption was performed at 1000 m2/L
and at pH 4 with different Pt concentrations to give different Pt loadings. Impregnated samples were
reduced in flowing H2 at 250°C directly after drying, or were calcined at 500°C and then reduced. The
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Figure 6.26 PZC determinations of (a) high and (b) low PZC carbons. (From Hao, X., and Regalbuto, J.R., in
preparation.)
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employed. As seen in the earlier figures of CPA/alumina (Figure 6.18a and Figure 6.27a), the optimal

(b)



samples pretreated in the same way. In every case the SEA preparation yields a higher dispersion than
DI, and gives values near 100% even at relatively high Pt loadings. The effect of calcination is much

6.6 FURTHER APPLICATIONS: OTHER OXIDES, BIMETALLICS

The application of the SEA approach to other systems is straightforward, and involves the three
steps (PZC determination, uptake–pH survey, and tuned reduction) demonstrated in the earlier sec-
tions. It has recently been suggested that electrostatic adsorption over silanol groups is the cause for
metal overexchange in low-aluminum zeolites [61]. It is presently being employed to study noble
metal uptake on pure oxides of titania, ceria, zirconia, and niobia.

The SEA method can also be applied for the synthesis of bimetallic catalysts. For illustration,
the potentially high impact area of bimetallic catalysts for fuel cells will be discussed.
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Figure 6.27
sentative of silica and alumina are indicated. (From Schreier, M., Ph.D. Dissertation, University of
Illinois, Chicago, 2004.)
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dispersion was measured by CO chemisorption and is shown in Figure 6.30, along with those for DI

less pronounced than in the case of silica (Figure 6.25).

RPA prediction of Pt adsorption over materials of various PZCs: (a) CPA, (b) PTA. PZCs repre-



A promising bimetallic cathode catalyst for proton exchange fuel cells for the automotive
industry is Pt/Co [63]. Cobalt is stable as bulk oxide Co3O4 and can be made with a surface area of
about 200 m2/g and has a PZC of about 9 [62].
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Figure 6.29 Electron microscopy comparison of Pt particle sizes of 9 wt% Pt impregnated as PTA onto 
TIMREX high-surface-area graphite by (a) DI, diameter � 8 to 10 nm, (b) SEA, near pH 11, 
diameter �1 to 2 nm.
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Figure 6.28 Uptake results (1 h contact time) over activated SX, KB, and CA: (a) CPA, (b) PTA. (From Hao, X.,
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Quach, L., Korah, J., and Regalbuto, J.R., J. Molec. Catal. 219, 2004, 97.)



Currently, Pt/Co bimetallics are prepared by doping copious amounts of cobalt onto a Pt/C cat-
alyst, and then leaching away excess Co not in contact with Pt [63]. A more efficient synthesis
might be based on SEA in which cobalt oxide will be formed on a low-PZC (oxidized) carbon and
the Pt will be steered onto the cobalt oxide phase. The situation is depicted in Figure 6.31. At a pH
midway between the PZC of Co3O4 (9) and of oxidized carbon (4), the cobalt oxide phase will be
protonated and positively charged, while the carbon surface will be deprotonated and negatively
charged. Pt anions should then be adsorbed selectively onto the cobalt oxide particles. Subsequent
reduction in H2 will be used to form the bimetallic particles.
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Figure 6.30 Effect of calcination temperature (100°C or 500°C) on dispersion of Pt /�-Al2O3, reduced at 200°C.
(From Liu, J., and Regalbuto, J.R., in preparation.)
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Prior to synthesizing the carbon-supported bimetal, however, an uptake–pH survey of Pt onto
the cobalt oxide itself could be performed to give a clear idea on the pH of maximum interaction of
CPA with cobalt oxide.

6.7 SUMMARY

A simple electrostatic model of metal adsorption onto oxide surfaces has great utility for the
preparation of typical supported metal catalysts. Owing to the chemistry of the surface hydroxide
groups, the oxide surfaces become protonated and positively charged at pH values below their PZC,
and are capable of strongly adsorbing metal anions. Above the PZC of oxide, the surface is depro-
tonated and negatively charged and capable of strongly adsorbing cations. In either case, however,
the oxide buffering effect must be overcome. This is accomplished in practice by measuring and
controlling the final pH of the slurry solution. It is hypothesized that once the metal precursor has
been strongly adsorbed, it can be reduced to its active elemental state at conditions which retain its
high dispersion. 

The SEA approach can be applied to a novel system in three steps: (1) measure the PZC of
the oxide (or carbon) and choose a metal cation for low-PZC materials and an anion for
high-PZC materials, (2) perform an uptake–pH survey to determine the pH of the strongest
interaction in the appropriate pH regime (high pH for low PZC and vice versa), and (3) tune the
calcination/reduction steps to maintain high dispersion. Highly dispersed Pt materials have
been prepared in this way over silica, alumina, and carbon. Other oxides can be employed
similarly. For bimetallics, the idea is to first adsorb a well-dispersed metal that forms an oxide in-
termediate with a PZC very different to the support. In this way the second metal can be directed
onto the first metal oxide by SEA. Reduction may then result in relatively homogeneous bimetallic
particles.
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CHAPTER 6 QUESTIONS

Question 1

Calculate the surface loading at incipient wetness for the following cases:
(a) silica with SA 380 m2/g and pore volume 2.1 mL/g, assume 5 OH/nm2,
(b) alumina with SA 200 m2/g and pore volume 0.80 mL/g, assume 8 OH/nm2,
(c) carbon black with SA 1500 m2/g and pore volume 9.0 mL/g, assume 0.5 OH/nm2.

Question 2

How acidic must a solution be to protonate half the OH groups on the above supports using

Question 3

Question 4

Using the uptake–pH surveys and the pH shift data presented in this chapter, estimate the
initial pH needed for the strongest electrostatic adsorption for:

(a) CPA uptake over alumina at 500 m2/L,
(b) CPA uptake over alumina at 50,000 m2/L,
(c) CPA uptake over alumina at incipient wetness (use the parameters of problem 1 above).
(d) PTA uptake over silica at 1000 m2/L,
(e) PTA uptake over silica at 50,000 m2/L,
(f) PTA uptake over silica at incipient wetness (use the parameters of problem 1 above).

Question 5

Using the protonation–deprotonation equations of [18], reproduce the alumina OH speciation

pK2 to get the best fit. Note that pK1 and pK2 must be equidistant from the PZC. For example, if
PZC = 8 and pK1 = 6 (i.e., K1 = 1026), then pK2 must equal 10 (K2 = 10210).

Question 6

13. Then model other oxides: titania (PZC 6, 8 OH/nm2), niobia (PZC 2.5, 5 OH/nm2), magnesia
(PZC 12, 10 OH/nm2).

Question 7

What would the maximum uptake density of (a) CPA and (b) PTA be if they adsorbed with no
hydration sheath?
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(Figure 6.15). Might a different type of site be envoked for silica (Figure 6.20) and unoxidized car-

Hydroxyl groups on oxide and carbon surfaces are often modeled as a one-site, two-pK model

incipient wetness? How must it be basic to deprotonate half the groups?

plot given in Figure 6.4b. (What does the PZC appear to be from the figure?) Choose pK1 and 

as shown in Figure 6.1. Defend this choice of model with the pH shift data for alumina

Extend the model from Problem 5 to simulate the pH shifts for alumina and silica seen in Figure

bon (Figure 6.26a)? See [21] for more other types of acid–base group models. 



Question 8

Extend the model from Problem 6 to simulate the Pt uptake vs. pH over alumina and silica seen
in Figure 18. 

Question 9

Carbon comes in many forms and surfaces areas. Graphite can have surface area below 1 m2/g,
while high surface area carbon blacks approach 2000 m2/g. If Pt adsorbs onto carbon at the same
surface density, the Pt loading (Pt, wt%) will then be a function of the carbon surface area.
Assuming that CPA can be adsorbed onto carbon at 1.6 mmol/m2, and PTA at 0.84 mmol/m2 at the
respective SEA conditions, plot Pt (wt%) vs. surface area of carbon.

Question 10

Niobia has a PZC of about 2.5. It is desired to use niobia as a catalyst promoter for Pt, by sup-
porting the niobia onto an oxide support. It will then be attempted to impregnate Pt only onto the
niobia phase. Which common support and what Pt complex should be used and why? A sketch of
the surface potential vs. pH for niobia and the support will help. 

Question 11

An alumina-based catalyst will be bound, for the purpose of mechanical strength, with carbon.
The alumina–carbon mixture is essentially a composite support for adsorbing the Pt precursor. If it
is desired that all metal go onto the alumina phase, which type of carbon (oxidized or unoxidized)
and what type of Pt complex should be used and why? A sketch of the surface potential vs. pH for
alumina and the carbon binder will help. 

Question 12

Another useful bimetallic for fuel cell electrodes is Pt/Ru. Ruthenium is readily oxidized to
RuO2 by calcination after it is impregnated. The PZC of ruthenium oxide is unknown. Propose a
comprehensive sequence of experiments with which the SEA method can be applied for the syn-
thesis of a Pt/Ru bimetallic catalyst supported on carbon. The goal is to have intimate contact
between the Pt and Ru phases in the final, reduced catalyst.
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ANNOTATIONS

a specific surface area of a catalyst particle (m2
external surface/m

3
particle)

Ai pre-exponential factor of the rate constant i (various units)
Atd pre-exponential factor of the reverse oxygen diffusion coefficient (cm2/sec) 
CTOT total molar concentration of gas phase (mol/mgas

3) 
D diffusion coefficient of oxygen species in the solid catalyst lattice (m2/sec) 
Ei activation energy of the rate constant i (kJ/mol)
Etd activation energy of the reverse oxygen diffusion coefficient (kJ/mol)
Eaf, Eab activation energies of forward and backward reactions, respectively (kJ/mol)
FTOT surface capacity of catalyst inert phase (mol/kgcat) 
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HTOT volumetric capacity of catalyst (mol/kgcat) 
Hf,I enthalpy of formation of species I
Hr reaction enthalpy
Keq thermodynamic equilibrium constant
ki rate constant of the component i reaction (mol/gcat sec)
k1 rate constant of elementary reaction step 1 (m3/mol sec) 
k2 rate constant of elementary reaction steps 2 and 6 (sec �1) 
k3 rate constant of elementary reaction step 3 (m3/mol sec)
k4 rate constant of elementary reaction step 5 (kgcat/mol sec) 
k5 rate constant of elementary reaction step 7 (m3/mol sec) 
kf

� rate constant of forward reaction
kb

� rate constant of backward reaction
LTOT surface capacity of catalyst active phase (mol/kgcat) 
mcat mass of catalyst (kg) 
n partial reaction order
Pi partial pressure of species i
Rr universal gas constant (J/mol K)
r� surface reaction rate
r pseudo-homogeneous rate
T temperature (K)
t contact time, time (sec)
td characteristic diffusion time (sec)
Xi conversion of species i
x dimensionless radial position in catalyst crystallite particle
yi molar fraction of gas component i
z dimensionless distance of catalyst bed

Greek Letters

�v volumetric flow (mL/min)
�n fractional surface coverage of species n adsorbed on catalyst inert phase
�B void fraction of catalyst bed = 0.35
�B catalyst bulk density (kgcat/mr) 
�j fractional surface coverage of species j adsorbed on catalyst active phase
� space time (sec)
�m fractional volumetric coverage of species m that diffuses through the catalyst particle

Subscripts

b oxygen vacancy located in the catalyst bulk lattice
s oxygen vacancy located on the catalyst surface
b,b oxygen species located in the catalyst bulk lattice that originated in the bulk
s,b oxygen species located on the catalyst surface that originated from the bulk catalyst

lattice
s,s oxygen species located on the catalyst surface that originated on the catalyst surface

7.1 INTRODUCTION

A great majority of current industrial chemical processes use catalysts, and most of these
processes — in terms of quantity of catalysts, quantity of products, and financial value in chemical
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industry — are heterogeneously catalyzed processes in petrochemical industry. This sector of the
chemical industry is closely related to the energy sector for which it produces various kinds of fuels
derived from petroleum oil and natural gas as two nonrenewable (fossil) primary fuel resources.
Most of the fuels produced are used to feed internal combustion engines (ICEs), on the use of which
the progress of our civilization has been based since the dawn of the 20th century. These industrial
chemical processes are the result (and the best illustration) of the very close link between (hetero-
geneous) catalysis and chemical reaction engineering.

In the absence of aging (deactivation) of the catalyst, a phenomenological definition of catal-
ysis would be enhancement of chemical reactions or a change of their rate under the influence of
substances — catalysts — which several times enter into transient chemical interactions with re-
action participants and then, after each cycle of transient interactions, regenerate their chemical
identity [1].

A catalyst is a substance that increases the rate at which a chemical reaction reaches equilib-
rium. Catalysis is the word used to describe the action of the catalyst. Heterogeneous catalysis
describes the enhancement in the rate of a chemical reaction brought about by the presence of an
interface between two phases [2].

Historically, catalysis has developed within the domain of physical chemistry. In this framework
the fundamental question to which an answer has been sought has been posed as “why certain re-
actions in the presence of certain substances (catalysts) proceed faster and more selectively than in
the absence of this substance or in the presence of other substances?” Eventually, the answer was
found and the nature of catalyst functioning was clarified. The alter ego of man would immediately
ask the next question: “how can one use the catalytic act to produce a desired product from certain
starting materials in an economically sound way?” The answer to this question concerning the
chemical treatment step of a process requires an integrated approach involving the use of informa-
tion, knowledge and experience from many areas including thermodynamics, chemical kinetics,
fluid mechanics, heat transfer, mass transfer, and economics. The combination of these factors to
design a suitable chemical reactor is the subject of chemical reaction engineering.

Chemical reaction engineering is that engineering activity concerned with the exploitation of
chemical reactions on a commercial scale [3]. Given a particular thermodynamically permissible
chemical reaction network, the task of the chemical engineer and applied kineticist is essentially
that of engineering the reaction to achieve a specific goal. That goal, or end, is the transformation
of given quantities of particular reactants to particular products. This transformation (reaction)
ought to be realized in equipment of reasonable, economical size under tolerable conditions of tem-
perature and pressure [4].

Chemical reaction engineering and, particularly, catalysis is still “… an area within which
progress is largely realized by art, some science, and a generous portion of serendipity” as Professor
James J. Carberry wrote nearly 30 years ago in a preface to his fundamental book Chemical and
Catalytic Reaction Engineering [4]. 

The scope of this chapter is to present a concise and fundamental overview of the relationship
between modern catalysis and chemical reaction engineering through one of the topics that will cer-
tainly be present among the future directions in both fields: production of hydrogen fuel from fos-
sil and renewable energy sources and its use in the fuel cells-based energy conversion technology.

7.2 OVERVIEW OF HETEROGENEOUS CATALYSIS AND CHEMICAL REACTION
ENGINEERING

Catalysis by itself is an older discipline than chemical reaction engineering. It was formally ini-
tiated by Berzelius [5], who first used this term in 1836. In 1889, Arrhenius [6] laid the foundation
of the modern development of the theory of reaction rates by showing that the specific rate of the
reaction grows exponentially with inverse temperature. However, it was only in the first decade of
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the 20th century, owing to the kinetic studies of Bodenstein and Lund [7] and Ostwald [8], and the
thermodynamic principles introduced earlier by van’t Hoff [9] that the first theoretical foundation
of catalysis was laid. In the next decade, Eyring and Polanyi [10] postulated an activated complex
theory for predicting the rate of reaction on the basis of fundamental information: configurations,
dimensions, and interatomic forces of the reacting molecules. During the 1930s, the application of
the methods of quantum mechanics and statistical mechanics enabled chemists to develop further
the theory of absolute reaction rates [11]. However, it is only with the development of modern in
situ microscopy (high-resolution electron microscopy [HREM], atomic force microscopy [AFM],
and scanning tunneling microscopy [STM]), diffraction (x-ray diffraction [XRD], neutron diffrac-
tion [ND], and electron diffraction [ED]), and spectroscopy (Fourier-transform infrared [FTIR],
nuclear magnetic resonance [NMR], x-ray photoelectron spectroscopy [XPS], and extended x-ray
absorption fine structure [EXAFS]) techniques that it has been possible in the last 30 years to deal
with more and more complex, heterogeneously catalyzed reaction systems. Several numerically
based theoretical approaches (quantum mechanics/molecular mechanics [QM/MM], density func-
tional theory [DFT] calculations, and molecular dynamics [MD] simulations), which demand effi-
cient computer applications, were used to investigate bulk metals and metal oxides [12]. However,
heterogeneous catalysis proceeds at the interface between two phases. In case one has a catalyzed
system with solid catalyst and gaseous or liquid reactants, the reaction proceeds over the surface
(outer or inner) of the solid catalyst. Therefore, it is of paramount importance to understand how
surface atoms or ions interact with gaseous reactant molecules. Only a small number of MD simu-
lations, however, have been devoted to the study of metal oxide systems including their surfaces.
Even fewer experimental and theoretical studies about the motion and vibrations of individual
surface ions have been performed [13]. 

It was recently demonstrated that catalyzed reactions of diatomic molecules have two parts: the
dissociation of the reacting molecules and the removal of the dissociation products. The rate of dis-
sociation is determined by its dissociation energy, Ea, while the rate of product removal is mainly
driven by the intermediate stability, �E. A good catalyst is characterized by a low activation energy
and by the weak bonding of the intermediates. It has long been realized that Ea and �E are often
correlated such that the best catalyst is a compromise having adsorbate–surface interactions of in-
termediate strength. This is known as the Sabatier principle [14], and was further developed by
Balandin [15] to explain the volcano-shaped curves obtained in the relationships between catalytic
activity and the various thermodynamic quantities (observables) related to the energy of interaction
of the reactant (intermediate) molecule with the catalyst active centers, for instance, heats of for-
mation of compounds between reactant molecule and transition metals, and heats of adsorption of
reactant molecules on the surface of transition metals. It was recently shown for a case of diatomic
molecules that there is indeed a linear Brønsted–Evans–Polanyi type [16,17] of relationship be-
tween the activation energy for dissociation and the bond energy of reactant molecule–active cen-
ter in several cases [18–21]. Combining the microkinetic model of a given catalyzed reaction with
the energy-level diagram obtained from the DFT calculations [22] of reactants and intermediates in-
teractions with the catalyst surface atoms, one can get quite a sound explanation of the elementary
reaction steps and of the rate-limiting step(s) governing the rate equation [23]. These efforts have
led to new insights into the sequences of elementary reaction steps proceeding during the catalytic
cycles of most relevant heterogeneously catalyzed reaction systems.

The first large-scale conscious use of industrial catalysts started in 1750 with the introduction
of the lead chamber process for the manufacture of sulfuric acid, in which oxides of nitrogen
formed from nitric acid in the presence of water, were used as catalysts [24,25]. Although the use-
fulness of catalysts in chemical industry was recognized, the scientific basis of their chemical and
kinetic action was developed much later. However, the use of catalytic processes has grown almost
exponentially from the early 18th century to the present. Early catalytic processes were mostly de-
veloped for the production of inorganic chemicals and only in the mid-19th century were catalytic
processes involving organic reactions introduced. They have become dominant with the application
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of catalysis in fuel production (i.e., petrochemical industry). The need for large-capacity catalytic re-
actors boosted the theoretical development of chemical reaction engineering soon after World War I. 

Modern catalysts have to be very active and very (100%) selective, that is, they have to catalyze
the desired reaction in the temperature window, where the equilibrium conversion is the highest
possible and the reaction rate is high enough to permit suitable process economics. To engineer the
reaction, one has to obtain first the intrinsic reaction rate, free of heat- and mass-transfer limitations.
In many cases this is very difficult, because in the core of the catalytic process there are several
physical and chemical steps that must occur and which may preclude the reaction running in the ki-
netic regime. These steps are as follows:

1. External diffusion of reactants. This step depends on the fluid dynamic characteristics of the sys-
tem. Reactants must first diffuse from the bulk gaseous phase to the outer surface of the carrier
through a stagnant thin film of gas. Molecular diffusion rates in the bulk have the activation energy
E1 = 2 to 4 kcal/mol and they vary with T 3/2.

2. Internal diffusion of reactants. This step depends on the porosity of the catalyst and the size and shape
of the catalyst particles, and occurs together with the surface reaction. The active catalyst component
is usually highly dispersed within the three-dimensional porous support. The reactant molecules have
to diffuse through the network of pores toward the active sites. The activation energy for pore diffu-
sion E2 may represent a substantial share of the activation energy of the chemical reaction itself.

3. Adsorption. This step depends on the possible interaction between molecules and the catalyst sur-
face. When the reactants reach the active sites, they chemisorb on adjacent active sites. The
chemisorption may be dissociative and the adjacent active sites may be of the same or different ori-
gin. The chemisorbed species react and the kinetics generally follow an exponential dependence on
temperature, exp(�E3/RT), where E3 is the activation energy of chemisorption.

4. Chemical reaction on the surface. The reaction may proceed through one or more sequential steps
in which different intermediates are formed. The intermediate with the highest energy profile rep-
resents the rate-limiting step. Once the reaction passes this barrier, the final product is formed. The
kinetics of this step also depends exponentially on the temperature and the activation energy E4 is
of the same order of magnitude as in step 3.

5. Desorption. The product(s) desorbs from the active site with the kinetics exponentially dependent
on temperature and with activation energy E5, which is of the same order of magnitude as in the
previous two steps.

6. Internal diffusion of products. The desorbed products then diffuse through the network of pores to
reach the outer surface of the catalyst with kinetics and activation energy similar to those in step 2.

7. External diffusion of products. The last step is the diffusion of product(s) through the stagnant film
into the bulk gas under conditions similar to those in step 1.

Any of the seven steps above may be rate limiting and may control the overall reaction rate.
When one of the steps, 1, 2, 6, or 7 is rate limiting, the reactor is mass-transfer-limited. If one of
the steps 3 to 5 is rate limiting then the reactor is reaction-rate-limited. 

The performance of a chemical reactor can be described, in general, with a system of conser-
vation equations for mass, energy, and momentum. To solve this system we must have a model for
the reaction on the basis of which we can derive the intrinsic rate equation on one side, and a model
of the reactor in which we want to run the reaction on the other side. Both tasks are, of course, in-
terconnected and difficult to solve without reduction of more general equations to a suitable limit-
ing reactor type to be used for each particular reaction system [4,26]. 

7.3 HYDROGEN PRODUCTION AND CLEANING: CATALYSIS AND REACTION
ENGINEERING

Hydrogen is the most abundant element in the universe, accounting for 90% (by wt) of the uni-
verse. Owing to its high reactivity it is not found commonly in its pure form, but rather in compounds
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such as water (covers 70% of the Earth’s surface) and all organic matter. When pure, in the form of
the hydrogen molecule H2, it is among the strongest chemical fuels in combustion processes: its high
heating value (HHV) is 2.6 times larger than that of methane. Hydrogen is also the cleanest fuel: its
combustion product is water and there are no particulate and noxious gaseous emissions. It is an
energy carrier that can be produced from a wide variety of renewable (like water and biomass) and

tributed or centralized manner. In the first case, the production is usually small and located at the
point of use. In the second case, hydrogen is produced in large quantities and then it has to be stored

versity of options enables hydrogen production almost anywhere in the world.
All hydrogen production processes are based on the extraction of hydrogen from hydrogen-

containing feedstock. The extraction method to be used is dictated by the nature of feedstock and
by the energy transformation technology at the point of use. In 2002, the amount of hydrogen pro-
duced worldwide was about 26 million tons. The percentage of feedstock from which this hydro-

primary energy sources. The reason for this lies in available established technology for hydrogen

7.3.1 Conventional Processes and Catalysts for Hydrogen Generation and Their
Limitations in Low-Temperature Fuel Cells Technology

7.3.1.1 Fuel Reforming

Fuel-reforming process should be understood in a broader sense as including all options such as
partial oxidation (POX), steam reforming (SR), and their combination, i.e., autothermal reforming
(ATR). In general, the fuel-reforming process can be represented by the following equation:

(7.1)

Partial oxidation is based on extreme rich fuel combustion (low air/fuel ratios). The process is
highly exothermal and can be performed in both a catalytic and a noncatalytic manner. If a catalytic
system is used, the reformer can be operated at a much lower temperature and the heat can be sup-
plied directly into the catalyst bed. The advantage with this process is that it is rather insensitive to
contaminants and that it is rather independent of fuel. The biggest drawback is the risk for carbon

C H O O H O H O ( /2 )H CO ( )CO2 2 2 2 2x y z m n a n y a b x b� � � � � � � ��
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gen was produced is given in Table 7.1. Over 96% of hydrogen is produced nowadays from fossil

The stoichiometry for specific cases such as SR, POX, and ATR is given in Table 7.2. 

production from hydrocarbon feedstock.

fossil (like coal, oil, and natural gas) primary energy sources. Hydrogen can be produced in a dis-

7.1 illustrates in a very concise way some of the hydrogen energy pathways. It is clear that this di-
and transported through diverse transport infrastructures to the point of use. The scheme in Figure



formation if the gas composition exceeds the equilibrium in any of the following carbon-forming
reactions.

(7.2)

(7.3)

(7.4)

(7.5)

The first reaction (Boudouard equilibrium) favors carbon formation at lower temperatures com-
pared to POX. The hydrogen concentrations attained depend on the fuel used in POX but it never
reaches the theoretical level [27].

Steam reforming is, on the other hand, an endothermal process, which lowers otherwise high
system efficiency. The advantage of SR is its high concentration level of hydrogen produced. For
instance, with methanol as a feedstock, 75 vol% of hydrogen can be obtained at stoichiometric
conditions and total conversion. Copper-based catalysts have been mostly used for ethanol or
methanol SR. For methanol, CuO/ZnO/Al2O3 catalyst is usually used at a temperature between
180 and 250°C. When unconverted methanol is present, the rate of the water-gas shift (WGS)
reaction is negligible. As the conversion of methanol approaches 100%, the rate of the WGS
reaction becomes significant and the CO concentration in the reformer product gas approaches
equilibrium. The reforming of ethanol proceeds better over CuO/ZnO catalyst at temperatures
above 300°C [27–29]. 

Autothermal reforming is a combination of SR and POX, which in theory can be totally heat bal-
anced. When air is used instead of pure oxygen, the reaction can be represented by the following
equation:

(7.6)

C H O O 3.76N 2 2 H O

2 2 2 H CO 3.76

2 2 2
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Table 7.1 World Hydrogen Production Sources Today

H2 Source Percentage

Natural gas 48
Oil 30
Coal 18
H2O splitting 4
Biomass Low

Table 7.2 The Stoichiometry for Autothermal Reforming (ATR), Partial Oxidation (POX), and Steam
Reforming (SR)

Reaction Condition Stoichiometry

ATR n = 2x + y/2 – z ; n > m CxHyOz + mO2 + nH2O (2x + y/2 – z � 2m)H2 + xCO2

POX n = 0; m = x + y/4 – z/2 CxHyOz + mO2 + nH2O (y/2)H2O + xCO2

n = 0; m = x – z/2 CxHyOz + mO2 + nH2O (y/2)H2 + xCO2

n = 0; m = x/2 – z/2 CxHyOz + mO2 + nH2O (y/2)H2 + xCO

SR n = 2x – z; m = 0 CxHyOz + mO2 + nH2O (2x + y/2 – z)H2 + xCO2
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where m is the oxygen/fuel ratio. The concentration of hydrogen in the product gas (in %) can
then be expressed as

(7.7)

and the reaction enthalpy is calculated as

(7.8)

The calculated thermoneutral oxygen/fuel ratios (mo2
) and theoretical yields for different fuels

The CO concentration in the reformate gas, generated by reforming of fuels, is much higher
than that permitted for most of the chemical processes in which hydrogen is further used: synthesis
of ammonia, hydrogenation of organic compounds, etc. This is true also for the hydrogen used in
low-temperature fuel cells. Usually, the CO concentration in the reformate gas must be lowered to
the level of parts per million (ppm) because CO is chemisorbed more strongly on the surface of
metallic catalysts than H2, and therefore blocks the active sites for hydrogen activation on the sur-
face of catalysts. 

7.3.1.2 Water-Gas Shift Reaction

The primary means of reducing the CO concentration in the reformate fuel gas (synthesis gas)
is the WGS reaction:

(7.9)

Based on the thermodynamic equilibrium, the lower the reaction temperature, the lower is the

sion as a function of H2O/CO ratio and temperature, calculated for a specific case when the CO/H2

ratio in the inlet gas composition is 1:2. High CO conversion can be achieved only at relatively low
temperatures (below 600 K) and relatively high H2O/CO ratios. Two suitable catalysts are com-
mercially available: an iron–chrome oxide catalyst that operates at 300 to 450°C, and a copper–zinc
oxide catalyst that operates at 160 to 270°C. Industrially, the WGS reaction is conducted using two
or more reactor stages that operate adiabatically based on the operating temperature regime of the
catalyst used. Usually, in the high-temperature (HT) WGS, the concentration of CO in a fuel that is
rich in hydrogen is lowered from about 10 to 2–3%. In the low-temperature (LT) WGS step, the CO
concentration is further lowered to about 0.5%. 

7.3.1.3 Preferential Oxidation of Carbon Monoxide

Various technologies have been investigated to reduce the concentration of CO in fuel gas exiting
the shift reactor to 10 ppm or less. Among the candidates are membrane separation, methanation, and

CO H O H CO2 2 2� ��

H xH x m z H Hr f,CO f,H O f,fuel2 2
(2 2 )� � � � �

{(2 2 2)/( (2 2 2) 3.76 )} 100x m z y x x m z y m� � � � � � � � �� �
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Table 7.3 Calculated Thermoneutral Oxygen/Fuel (mo2
) Ratios and Theoretical Yield

CxHyOz x y z �Hr,fuel y/2z mo2
Efficiency 

(kcal/mol) �Hr = 0 (%)

Methanol (CH3OH) 1 4 1 �57.1 2 0.230 96.3
Methane (CH4) 1 4 0 �17.9 2 0.443 93.9
iso-Octane (C8H18) 8 18 0 �62.0 1.125 2.947 91.2
Gasoline (C7.3H14.8O0.1) 7.3 14.8 0.1 �52.0 1.014 2.613 90.8
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are presented in Table 7.3.

CO concentration that can be achieved. Figure 7.2 represents the equilibrium data of CO conver-



preferential CO oxidation (PrOX). For membrane separation, Pd alloy membranes can effectively re-
move CO from the fuel gas, but such membranes require a large pressure difference and a high tem-
perature, which reduce system efficiency. For methanation, CO reacts with H2 to generate methane
and water; however, the amount of H2 required is three times the amount of CO removed. For PrOX,
a small quantity of air is bled into the fuel gas, and CO is selectively oxidized to CO2 over H2, using
supported and promoted noble metal catalyst such as Pt, Rh, or Ru. For onboard fuel processing,
PrOX is the preferred method because of the lower parasitic system load and energy requirement com-
pared to membrane separation and methanation [30]. The selectivity for CO oxidation compared to H2

oxidation is reduced at higher temperatures. A loss of hydrogen occurs, and as a consequence, a drop
in system efficiency. It is also necessary to keep track of the inlet concentration of CO. If the concen-
tration of CO is so high that full surface coverage of CO is attained, the losses of hydrogen are rather
small. After most of the CO in the system is consumed, the hydrogen loss increases. The mass of cat-
alyst needed for PrOX process can be minimized with more active catalyst and by reducing the CO
concentration in the reformer outlet gas (more efficient WGS steps). However, the increase in reaction
temperature decreases the selectivity and consequently increases the loss of hydrogen. 

However, in developing new fuel processors for hydrogen production to feed low-temperature
fuel cells, one should bear in mind the following limitations of the conventional processes [29]:

● Current SR catalysts based on Ni are extremely sulfur-sensitive and deactivate considerably in the
presence of traces of sulfur.

● Hydrodesulfurization (HDS) process operates at a pressure highly exceeding the pressure of natu-
ral gas available in the existing infrastructure.

● Ni-based reforming catalysts are pyrophoric; they will sinter if exposed to air and they represent a
fire hazard for consumers.

● Steam reforming is an endothermic process that requires complicated heat management of the sys-
tem.

● High- and low-temperature WGS catalysts based on Fe and Cu respectively, require slow and care-
fully controlled activation procedures. After reduction they are highly reactive toward air and can
be a fire hazard to the consumer.

● Methanation of CO requires removal of CO2 due to the highly exothermic competitive methana-
tion.

● Ni-based methanation catalysts are also pyrophoric.
● Pressure swing adsorption requires high pressure.
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Figure 7.2 Equilibrium conversion of CO in WGS reaction as a function of reaction temperature and H2O/CO
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● Industrial H2 production plants operate at steady state. They were not designed either for numer-
ous start-ups and shutdowns or for the cycling in load. The catalyst and other reformer materials
can be chemically and physically damaged.

Catalytic SR process operates at low space velocity gas hour space velocity (GHSV) between
(3000 and 8000 h�1) owing to its slow kinetics. Although these conditions are not convenient for tran-
sient operation, this process gives the highest yield of hydrogen as compared with POX and ATR
processes. Ni-based catalysts are cost effective and commercially available, but in addition to being py-
rophoric, they are prone to coke formation at lower H2O/C ratios. Commercial Cu-based methanol SR
catalysts deactivate when exposed to liquid water during the shutdown mode and are also pyrophoric. 

For on-board fuel processing, there are two principal concerns: (1) the feasibility of keeping the
iron–chrome and copper oxide catalysts in the reduced state, especially during periods of shutdown;
and (2) the pyrophoric nature of the copper oxide catalyst in the reduced state [29]. Because of these
concerns, considerable research and development is being conducted to develop new WGS catalysts
for on-board fuel processing.

7.3.2 Fuel Cells and Primary Fuel Processing for Low-Temperature Fuel Cells

Among the energy converters, fuel cells are unique direct energy conversion devices capable of
converting energy of chemical reactions into electricity with the highest maximum-feasible effi-
ciency of 90% [31]. The value of deriving electric current directly from the chemical reactions of
fuels was recognized well before electricity became a commodity sold by power utilities. The first
investigations go back to 1839 and Sir William Grove. It was not until the 1960s, however, that fuel
cells were employed for practical uses. NASA used them first to provide electric power on board
the Gemini space mission. Since then, fuel cells have been used on board nearly every space mis-
sion, regardless of the country undertaking the mission. Steady progress over the past 40 years has
made it possible for fuel cells to start displacing combustion from its central technological role.
Nowadays, we see the use of fuel cell technology in demonstration projects from electric cars,
buses, and mobile and stationary use. These uses span power generation from few tens of watts to
few megawatts. Fuel cell technology is now at the dawn of commercialization [32].

Most fuel cells being developed consume either hydrogen or fuels that have been preprocessed
into a suitable hydrogen-rich form. Some fuel cells can directly consume sufficiently reactive fuels
such as methane, methanol, carbon monoxide, or ammonia, or can process such fuels internally.
Different types of fuel cells are most appropriately characterized by the electrolyte that they use to
transport the electric charge and by the temperature at which they operate. This classification is pre-
sented in Table 7.4.

Further, we shall concentrate on the low-temperature proton-exchange membrane fuel cells
(PEMFCs) as the most representative H2/O2 or H2/air fuel cell. We shall do this deliberately since
PEMFCs, working at low temperature, have high thermodynamic equilibrium potential and therefore
they can reach high, open-circuit voltage and potentially high efficiency in energy conversion. The low
working temperature also poses fewer restrictions on the construction materials and field of application.

204 SURFACE AND NANOMOLECULAR CATALYSIS

Table 7.4 Fuel Cells Ordered According to Operating Temperature and Type
of Electrolyte

Type Electrolyte Charge Carrier Temperature (°C)

AFC Solution of KOH OH� 50–90
PEMFC Polymer membrane H+ 50–95
PAFC H3PO4 H+ 190–210
MCFC Li2CO3/K2CO3 CO2

2� 630–700
SOFC Y stab. ZrO2 O2� 900–1000
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A PEMFC consists of a negatively charged electrode (cathode), a positively charged electrode
(anode), and a thin proton-conducting polymer electrolyte membrane. Hydrogen is oxidized on the
anode and oxygen is reduced on the cathode. Protons are transported from the anode to the cathode
through the electrolyte membrane and electrons are carried to the cathode over an external circuit.

the anode and the cathode contain a catalyst to speed up the electrochemical processes. The
schematic construction and both the half-cell reactions are depicted in Figure 7.3. The electrical and
heat energies are produced by the cathode reaction. Theoretically, the Gibbs energy of the reaction
is available as electrical energy and the rest of the reaction enthalpy is released as heat. In practice,
a part of the Gibbs energy is also converted into heat via the loss mechanisms.

The PEMFC is, in fact, a superb example of a catalytic membrane reactor performing a variety
of reactions and separations [33]. We need hydrogen to fuel it. Distributed combined heat and power
(CHP) generation based on current common (logistic) fuels demands that hydrogen is produced ei-
ther on-site (for stationary applications) or on-board (for mobile applications). A general scheme
for PEMFC-grade hydrogen production from renewable (biomass, organic waste, and ethanol) or

all processes in the train are catalytic and all of them have been practiced in the chemical industry
for many years. Therefore, every step forward in the new catalysts formulation and new reactor con-
cept are very demanding because of pressure for time to enable fuel cell technology for market pen-
etration and because of the relatively long and rich history of each and all the catalytic processes
involved in this technology [28]. In the following sections, recent results on catalysts development
for WGS reaction and for PrOX are briefly discussed.

7.3.2.1 Catalytic Processes of Hydrogen Production for Proton-Exchange
Membrane Fuel Cell

For mobile applications, the most suitable reforming technology appears to be ATR because of the
adiabatic design that permits a compact and smaller reactor, with low pressure drop. The design com-
bines a highly exothermic POX reaction and endothermic SR. A new generation of natural gas ATR
reactor design is based on the overlapped reaction zone concept: the bottom wash-coat layer with
Pt/Rh SR catalyst is covered with the Pt/Pd POX catalyst. The heat released in the POX layer is con-
sumed by the SR reactions immediately without going through any heat transfer barriers [29]. Another
efficient radial flow ATR reactor, which uses Cu/SiO2 and Pd/SiO2 for POX and SR reactions, was
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from fossil fuels (coal, oil, and natural gas) is represented in Figure 7.4. As can be noticed, nearly

On the cathode, oxygen reacts with protons and electrons forming water and producing heat. Both



used for methanol reforming [34]. Recently, researchers from Tsukuba Research Center in Japan have
tested a new, non-noble metal, nanostructured cerium oxide-based Cu catalyst in SR of methanol.
They have found that this catalyst, containing 3.8 wt% Cu, gives higher methanol conversion (53.9%)
than Cu/ZnO (37.9%), Cu/Zn(Al)O (32.3%), and Cu/Al2O3 (11.2%) catalysts containing the same
amount of Cu [35,36].

The reformate gas contains up to 12% CO for SR and 6 to 8% CO for ATR, which can be con-
verted to H2 through the WGS reaction. The shift reactions are thermodynamically favored at low
temperatures. The equilibrium CO conversion is 100% at temperatures below 200°C. However, the
kinetics is very slow, requiring space velocities less than 2000 h�1. The commercial Fe–Cr high-
temperature shift (HTS) and Cu–Zn low-temperature shift (LTS) catalysts are pyrophoric and there-
fore impractical and dangerous for fuel cell applications. A Cu/CeO2 catalyst was demonstrated to
have better thermal stability than the commercial Cu–Zn LTS catalyst [37]. However, it had lower
activity and had to be operated at higher temperature. New catalysts are needed that will have higher
activity and tolerance to flooding and sulfur. 

The gas at the outlet of the WGS reactor still contains CO from 0.1 to 1.0% depending on the
operating conditions. In the last step of hydrogen production for low-temperature fuel cells, the CO
concentration has to be reduced to a minimum. The most effective mechanism for CO removal in
PEMFC-grade H2 production is selective oxidation. Because of the high ratio of H2 to CO
(>>100:1) at the outlet from LTS reactor, the oxidation catalyst has to be highly selective. The
process is therefore called selective oxidation or preferential oxidation (PrOX). The process runs in
the temperature window between 80°C (the working temperature of PEMFC) and about 200°C (the
working temperature of LTS reactor). The PrOX reactor must run for all varieties of flow. This poses
additional demands on the catalyst selectivity. Pt-based PrOX catalysts, for instance, should pro-
duce CO by the reverse WGS reaction at longer residence times, since oxygen is consumed in the
first part of the catalyst bed. CO oxidation over this catalyst is a multistep process, commonly obey-
ing Langmuir–Hinshelwood kinetics for a single-site-competitive mechanism between CO and O2.
An optimum range of O2/CO ratio is required to obtain a proper balance of adsorbed CO and 
adsorbed O2 on adjacent sites. However, pure precious metals lack the selectivity that is required
for PrOX. Recently, we have developed a nanostructured CuxCe1�xO2�y catalyst, which is highly se-
lective, active, and stable at given reaction conditions [38]. 

7.3.2.1.1 Water-Gas Shift Reaction in Excess of H2 Over the Nanostructured
CuxCe1�xO2�y Catalyst

The product composition from the fuel reformer generally consists of 35 to 40% H2 and 6 to 10%
CO balanced with H2O, CO2, and N2 [39]. The CO is further reduced to 2 to 3% by HT WGS and
then down to <0.5% CO with LT WGS. It is not possible to reduce the concentration of CO down to
a few ppm with LT WGS because of equilibrium constraints. This has to be done with preferential
oxidation of CO in the last step. However, owing to the development of high-temperature PEMFC
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capable of working at temperatures higher than 423 K, the need for PrOX stage of the fuel reformer
becomes obsolete because the anode noble metal-based catalysts can tolerate much higher concen-
trations of CO (usually more than 2%) in the hydrogen fuel. This possibility, however, raises a need
to develop a completely new concept of fuel reformer, which would comprise only two stages: a 
fuel-reforming stage and a WGS stage. To accomplish the development of a compact fuel process-
ing system, the WGS catalyst has to be improved. The WGS reaction

(7.10)

is thermodynamically favored at low temperature, and the kinetics over existing catalysts is so slow
(space velocities below 2000 h�1) that the shift reactor alone would occupy 50% of the entire fuel
processor volume. The WGS reaction is a very important industrial reaction [40] increasing the
hydrogen content in synthesis gas. The catalysts used in LT WGS process usually consist of differ-
ent combinations of CuO, ZnO, and Al2O3 components. Unfortunately, these catalysts are extremely
pyrophoric in the activated (reduced) state and may explode on exposure to air, which makes them
impossible to use in automobile and several other applications [41]. They are also very susceptible
to shutdown–start-up cycling because the active catalyst component is leached out by condensed
water during quenching or deactivated by the formation of surface carbonates. The desire is to ac-
complish the WGS reaction at temperatures below 623 K and higher space velocities above 30,000
h�1 while maintaining high CO conversion. In this case the product gases could be fed directly on
the anode of the HT PEMFC. In short, a WGS catalyst for automobile application has to be cost-
effective, more active, nonpyrophoric, stable, and processable on a monolith support surface to
achieve the required high flow rates.

Catalyst systems for the WGS reaction that have recently received significant attention are the
cerium oxides, mostly loaded with noble metals, especially platinum [42–46]. Jacobs et al. [44]
even claim that it is probable that promoted ceria catalysts with the right development should real-
ize higher CO conversions than the commercial CuO–ZnO–Al2O3 catalysts. Ceria doped with tran-
sition metals such as Ni, Cu, Fe, and Co are also very interesting catalysts [37,43–47], especially
the copper–ceria catalysts that have been found to perform excellently in the WGS reaction, as re-
ported by Li et al. [37]. They have found that the copper–ceria catalysts are more stable than other
Cu-based LT WGS catalysts and at least as active as the precious metal–ceria catalysts.

The WGS reaction was examined at low temperatures over the nanostructured Cu0.1Ce0.9O2�y

catalyst with a BET surface area of 22.7 m2/g, prepared by a sol–gel method [48], and previously

and over the Cu0.2Ce0.8O2�y catalyst with a BET surface area of 2.8 m2/g, prepared by the coprecip-
itation method [48]. To compare the efficiency of the two copper–ceria catalysts, a CuO–ZnO–Al2O3

commercial WGS catalyst, G-66 A, from Su� d-Chemie AG, Munich, Germany, containing 42 wt%
of Cu was tested under the same experimental conditions. The WGS reaction kinetics was studied at
atmospheric pressure in a plug-flow micro-reactor at different flow rates and feed compositions. The
details of catalyst preparation and experimental set-up are described in Refs. [48,49,51].

While the H2O/CO ratio is crucial for the performance of LT WGS, it was particularly interest-
ing to study the activity of catalysts at stoichiometric ratio and at H2O/CO ratio of 3:1. Both are
lower than those used in the commercial LT WGS processing of the gas exiting HT WGS. This was
done deliberately for two reasons. The first is that there was no CO2 present in the feed. Hence, the
H2O/CO ratio could be lower because there was no need to compensate the CO2 influence on equi-
librium with higher H2O concentration (due to reverse WGS reaction). The second reason was the
intention to study the behavior of LT WGS catalysts at relatively low inlet CO concentration (0.5
vol%) with respect to the usual inlet CO concentrations used in the industrial process (1.5 to 3
vol%). The feed composition used here was similar to that reported in Refs. [45,46], except that the
CO concentration and the H2O/CO ratio were lower.

0.2Ce0.8O2�y, and Cu0.1Ce0.9O2�y catalysts, with a
feed mixture containing 1.8% CO, 1.8% H2 (CO/H2 � 1:1) diluted in 96.4% He, at a space velocity

CO H O CO H 41.2 kJ/mol2 2 2� � � ��� H
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Figure 7.5 shows CO conversion over G-66 A, Cu

studied as a PrOX catalyst having extremely good activity and selectivity for CO oxidation [49,50],



(SV) of 5000 h�1. The G-66 A catalyst is, as shown in the figure, extremely active, but is, as men-
tioned earlier, pyrophoric and has to be carefully activated by reduction with H2. Nevertheless, the
G-66 A was tested over identical experimental conditions to compare its performance with those of
the copper–ceria catalysts. The G-66 A is truly an LT WGS catalyst as can be seen in Figure 7.5. It
has T10 = 390 K (the temperature at which 10% conversion is achieved), and the conversion rapidly
increases up to 85% close to the equilibrium curve (dotted) at about 500 K. The Cu0.2Ce0.8O2�y cat-
alyst prepared by coprecipitation method shows good activity. The fitted curve reaches the equilib-
rium curve at 760 K with a 77% CO conversion. The activity of the Cu0.2Ce0.8O2�y catalyst is in the
mid-temperature (MT) WGS range. The nanostructured Cu0.1Ce0.9O2�y catalyst prepared by a sol–gel
method is less active: at 673 K it has only reached 17% CO conversion, which confirms the impor-
tance of the preparation of the catalyst to form active surface sites. The nanostructured Cu0.1Ce0.9O2�y

catalyst prepared by a sol–gel method that has shown extremely good conversion and selectivity [49]
for the PrOX reaction is not the first choice as a WGS catalyst. In addition to the preparation tech-
nique, the difference in activity could also depend on the metal content. The G-66 A contains 42
wt% copper, the copper–ceria catalysts contain significantly less copper, the Cu0.2Ce0.8O2�y and the
Cu0.1Ce0.9O2�y catalysts contain 7.5 and 3.9 wt% copper, respectively. Li et al. [37] have shown that
there is no significant difference in the light-off temperature over the WGS reaction over different
Cu–Ce(10% La)Ox catalysts in which copper contents range between 5 and 40 at.%. All catalysts
have probably enough active sites to sustain the WGS reaction. Our results are different, and they
demonstrate that the catalysts prepared in different ways behave in distinctly different manners. The
dotted line is the equilibrium conversion for the feed gas composition. The equilibrium CO conver-
sions were calculated using the GASEQ software package [52] and calculated for this reactant com-
position using the following expression:

(7.11)Keq
2 2

2
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CO H O
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Figure 7.5 CO conversion for the WGS reaction over G-66 A, Cu0.2Ce0.8O2�y, and Cu0.1Ce0.9O2�y
solid lines are model fits assuming first-order reversible kinetics. The dotted line represents equilibrium
conversion for the specific feed gas composition. (Reprinted from [51]. With permission from Elsevier.)
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catalysts. The



The solid lines in the figure are model fits of the experimental data. For fitting the experimen-
tal data, numerous research groups have proposed more or less complex models [45,47,53,54]. Here
we apply a simple rate expression derived by Wheeler et al. [45], and approximating the WGS
process as a single reversible surface reaction assuming an elementary reaction with first-order ki-
netics with respect to all species in the WGS reaction:

(7.12)

The rate expression can be further simplified because in a real system the partial pressures of
H2O and H2 are much higher than the partial pressures of CO and CO2, which mean that the partial
pressures of H2O and H2 are practically constant.

(7.13)

Here the pseudo-homogeneous rate r is related to the surface reaction rate r� through the area
of active catalyst per unit volume of reactor. Assuming further a plug-flow regime, the integration
of the mass balance equation for this simple rate expression gives an expression for CO conversion:

(7.14)

where t is the residence time in the reactor, which varies with temperature as predicted by the
ideal gas law. This expression was used to fit all experimental data, but instead of varying t, we
measured the residence time and it was then set constant at all temperatures giving the following
expression:

(7.15)

where XCO(T) is the CO conversion and T the temperature. The activation energy, Eaf, was
calculated by plotting ln(KF) vs. 1/T, which was a straight line. For fitting the experimental data the

efficients, kf and kb, and the backward activation energy, Eab, were obtained by using the

values for copper–ceria catalysts. Even though Wheeler et al. [45] used a monolithic reactor system

in this study show that this simplified model is also capable of fitting data derived from catalyst
powder in a packed-bed reactor with lower reaction rates. The curves fit all the experimental points
within the accuracy limits of the data.

7.3.2.1.1.1 Influence of the Oxygen Storage Capacity The cerium oxide catalysts are
known for their high oxygen storage capacity and it is clear that the cerium oxide has a direct role
in the catalytic activity. However, the function of ceria and the metal component promoting the
WGS reaction is not clear. Some research groups [37,42,43] have claimed that redox mechanism
and oxygen storage capacity have a direct role in the WGS reaction. The other mechanism was
proposed [44,55] to proceed through the formation of surface formate intermediates.

observed. Copper–ceria catalysts have oxygen stored in the catalyst lattice, as described by 
the formula Cu0.2Ce0.8O2�y, where the oxygen storage capacity is reported to be y = 0.17 [49]. The
physisorbed oxygen reacts quickly with CO in the gas flow to form CO2 as can be seen in the
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Levenberg–Marquardt algorithm. They are presented in Table 7.5 together with various literature

activation energy was set constant at all temperatures. The fitted values for the pre-exponential co-

Nevertheless, in Figure 7.6, the oxygen storage capacity of the copper–ceria catalyst can be

with very high flow rates and short contact times, the model fits of the experimental data obtained



Figure 7.6 (squares). When this takes place, no hydrogen is formed (white circles). But, as soon
as all oxygen stored in the catalyst has reacted, the WGS reaction takes over. As can be observed
in the figure, the WGS equilibrium line is crossed (white squares), which unfortunately makes it
clear that this is CO oxidation and not WGS reaction. Hence the catalyst had to be pretreated (re-
duced) in the actual gas flow before starting to observe the WGS reaction. In the above experi-
ment, it took more than 70 min to discharge all the oxygen in the catalyst to get stable results for
the WGS reaction, which probably also means that oxygen from the crystalline bulk material was
liberated by that time at these temperatures (up to 673 K) due to the reducing atmosphere. This
was observed for both copper–ceria catalysts and always appeared when the catalyst was left in

210 SURFACE AND NANOMOLECULAR CATALYSIS

Table 7.5 WGS Reaction Kinetics, Apparent Activation Energies, Eaf (Forward), and Modeled Values for
the Backward Activation Energy Eab and Pre-Exponential Factors k0f, k0b, Assuming an
Elementary Reaction with First-Order Kinetics of the WGS Reaction

Catalyst Eaf (kJ/mol) Conditions Eab (kJ/mol) K0f (sec��1) k0b (sec��1)

Cu0.2Ce0.8O2�y [51] 473–623 K 61 1.8�103 1.1�104

34 CO/H2O = 1/3
Cu0.1Ce0.9O2�y [51] 573–673 K 78 4�103 2.4�104

51 CO/H2O = 1/3
8% CuCeO2 [47] 513 K

56 CO/H2O = 1/3
5% Cu–Ce(10% 448–573 K
La)Ox [37] 30.4 CO/H2O = 1/7.5

19.2 CO/H2O = 1/5.3
42% CuO–ZnO– 396–448 K 71 4.9�106 2.2�107

Al2O3 (G-66 A) [51] 47 CO/H2O = 1/3
40% CuO–ZnO– 463 K
Al2O3 [47] 79 CO/H2O = 1/3
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Figure 7.6 Oxygen storage capacity of the Cu0.2Ce0.8O2�y catalyst. Empty squares represent CO oxidation, and
empty circles the conversion of H2O in WGS reaction. Filled squares and filled circles are CO and
H2O conversions respectively, in WGS reaction. The dotted line represents the WGS reaction equi-

With permission from Elsevier.)
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librium curve. The solid line is model fit assuming first-order reversible kinetics. (Reprinted from [51].



stable operation with slight or no deactivation (black squares [CO] and black circles [H2O]).

7.3.2.1.1.2 2
In Figure 7.7, we observe the importance of utilizing the right feed gas composition over the
Cu0.2Ce0.8O2�y catalyst prepared by the coprecipitation method. The dotted lines represent different
equilibrium curves calculated for three different feed mixtures: 0.5% CO and 1.5% H2O; 1.8% CO and
1.8% H2O; and 50% H2, 0.5% CO, 1.5% H2O, all diluted with He. The first mixture represents a suit-
able feed gas composition for the WGS reaction in which high conversions can be accomplished (over
99% CO conversion at 550 K). It is in this equilibrium conversion region that the WGS reaction has to
be carried out. The 1:1 CO/H2O feed mixture was used to show how fast the WGS equilibrium de-
creases due to the lower water content in the feed gas composition. The feed mixture containing a large
amount of hydrogen (50% H2, 0.5% CO, and 1.5% H2O) was also used to show the effect of excess 
hydrogen on the decrease of equilibrium CO conversion. This feed composition represents conditions
that are close to those used in the industry with regard to H2 content: 473 K, 30 bar, and a steam/dry
gas ratio of 0.4 with a dry gas composition of 2% CO, 20% CO2, and 78% H2 [40]. It was also intended
to examine the behavior of the catalysts in the presence of H2 in the gas feed with respect to possible
onset of methanation reactions on the catalyst surface. Yet the typical industrial gas composition has an
equilibrium conversion even higher than the 0.5% CO and 1.5% H2O gas mixture, since the higher con-
centrations of both reactants and higher H2O/CO ratio leads to higher equilibrium conversion of CO.

7.3.2.1.1.3 Methanation Reactions While carrying out the WGS reaction, methane can be
formed in the reactor through the methanation reaction, which is the reverse methane SR reaction
and is highly exothermal.

(7.16)CO 3H CH H O 205.8 kJ/mol2 4 2� � ��� �H
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Figure 7.7 Influence of the increasing molar ratio of water and carbon monoxide, and of the addition of 50%
H2 to the feed gas mixture on the CO conversion in WGS reaction over Cu0.2Ce0.8O2�y, catalyst at
different feed compositions with SV = 5000 h-1. The solid lines are model fits assuming first-order
reversible kinetics. The dotted lines represent the equilibrium conversions for the specific feed com-
positions. (Reprinted from [51]. With permission from Elsevier.)
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Influence of Feed Gas Composition, H O/CO Ratio, and Presence of Hydrogen

an oxygen-containing atmosphere. After the initial treatment (see Figure 7.6) the catalysts exhibit



Methane is an undesired product in the WGS reaction, and for every CH4 molecule formed, two
H2 molecules are taken away from the product stream, which leads to lower fuel processor effi-

lower dotted line is the WGS equilibrium curve without methanation reactions. The figure shows
that even though the methanation reaction is highly exothermal, this reaction does not occur on the
catalyst. This confirms the selectivity of the copper-containing catalysts for the WGS reaction, oth-
erwise, the experimental data would cross the pure WGS equilibrium line (lower dotted) and would
eventually reach the (upper dotted) equilibrium line, which includes the methanation reaction. This

methanation over the Cu0.2Ce0.8O2�y, catalyst, including the feed gas composition of 0.5% CO and
1.5% H2O. For this specific gas composition, the difference between the WGS equilibrium with and
without methanation reactions is very small and in this case it would not be possible to draw the
above conclusion about the selectivity of the catalysts. The reactor outlet gases were analyzed by a
gas chromatograph and no methane formation was detected in any experiment.

7.3.2.1.1.4 Influence of Contact Time As revealed in the Introduction, one important char-
acteristic of the WGS catalyst is that it should be able to operate at high flow rates so as to reduce
the total reactor size for the production of hydrogen. To examine the impact of the contact time, we
increased the SV over the catalysts for the feed mixture of 0.5% CO and 1.5% H2O in He from 
5000 to 30,000 h�1

ilarly: the CO conversion decreases on increasing the SV, i.e., decreasing the contact time. To
achieve the same CO conversion at the higher SV, ca. 50 to 100 K higher temperatures are required.

The copper–ceria catalysts in WGS were found to be nonpyrophoric and stable, showing little or
no deactivation during the experiments. The Cu0.2Ce0.8O2�y catalyst prepared by coprecipitation
method showed good catalytic activity for the WGS reaction. The Cu0.1Ce0.9O2�y catalysts prepared
by the sol–gel method were found to be less active, which could be due to the lower number of active
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Figure 7.8 Equilibrium curves (dotted lines) for the WGS reaction with or without methanation reaction for feed
gas composition with 50% H2. The filled squares and circles are CO conversions over G-66 A and
Cu0.2Ce0.8O2�y, catalysts, respectively. The solid lines are model fits assuming first-order reversible
kinetics. (Reprinted from [51]. With permission from Elsevier.)

CRC_DK3277_ch007.qxd  4/16/2006  2:44 PM  Page 212

© 2006 by Taylor & Francis Group, LLC

ciency. Figure 7.8 shows two WGS equilibrium curves for the hydrogen-containing conditions. The

can also be seen in Figure 7.9, showing equilibrium curves for the WGS reaction with or without

upper broken line is the WGS equilibrium curve including the methanation reaction, whereas the

, as can be seen in Figure 7.10. All three different catalysts responded very sim-
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Figure 7.9 Equilibrium curves for the WGS reaction with or without methanation over Cu0.2Ce0.8O2�y catalyst.
Filled squares represent feed gas composition of 0.5% CO, and 1.5% H2O, and the solid line is the
model fit assuming first-order reversible kinetics. The other two solid lines are the respective
equilibrium curves. Filled triangles represent the feed composition of 50% H2, 0.5% CO, and 1.5%
H2O and the dotted line is the model fit assuming first-order reversible kinetics. The two other dot-
ted lines are the respective equilibrium curves. (Reprinted from [51]. With permission from Elsevier.)
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Figure 7.10 The effect of increasing the flow rate and decreasing the contact time for WGS reaction over G-66 A,
Cu0.2Ce0.8O2�y, and Cu0.1Ce0.9O2�y catalysts. Empty symbols illustrate low flow rate, SV = 5000 h�1

and filled symbols high flow rate, SV = 30.000 h�1. The dotted line represents the equilibrium curve
for a feed gas composition of 0.5% CO and 1.5% H2 in He. The solid lines are model fits assuming
first-order reversible kinetics. (Reprinted from [51]. With permission from Elsevier.)
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copper sites, or due to different CuO crystallite size and structure. The copper–ceria catalysts were
shown to be selective for the WGS reaction and no methanation reaction was observed over any cat-
alyst under the experimental conditions used.

Model fits of the experimental data show that it is also possible to use simplified first-order
elementary reaction kinetics for these catalysts to approximate the WGS reaction as a single reversible
surface reaction. Furthermore, the fitted values for the pre-exponential coefficients and the activation
energies have been evaluated and are not much different from other data available in the open literature.

Owing to low copper content, copper–ceria catalysts are nonpyrophoric and stable, showing
little or no deactivation during the experiments. The Cu0.2Ce0.8O2�y catalyst prepared by coprecipi-
tation method showed good catalytic activity for the WGS reaction. The Cu0.1Ce0.9O2�y catalyst
prepared by sol–gel method was found to be less active, which could be due to lower number of
active copper sites, or to different crystallite size and structure of copper-containing species. The
copper–ceria catalysts were shown to be selective for the WGS reaction and no methanation reac-
tions were observed over any catalyst under the experimental conditions used.

Model fits of the experimental data show that it is possible to use simplified first-order elemen-
tary reaction kinetics also for these catalysts to approximate the WGS reaction as a single reversible
surface reaction. Furthermore, the fitted values for the pre-exponential coefficients and the activa-
tion energies have been evaluated.

7.3.2.1.2 Selective CO Oxidation in Excess of H2 (PrOX) over the Nanostructured
CuxCe1�xO2�y Catalyst

To lower the cost and improve the selectivity of the catalyst, a novel nonstoichiometric nanos-
tructured CuxCe1�xO2�y catalyst for the selective low-temperature oxidation of CO in excess of H2

was synthesized by coprecipitation and by sol–gel methods and patented [38,56]. The sol–gel
method of catalyst preparation is particularly convenient for deposition on diverse geometries of
support (i.e., honeycomb supports) or reactors, which can be used in PrOX processes. This type of

2 by SR through the
WGS reaction [57,58]. By using this catalyst, the three previously mentioned reactors (reformer,
two-stage WGS reactor, and PrOX reactor) could be incorporated into a single unit. The capability
of selective CO oxidation in an excess of hydrogen over this catalyst is demonstrated by using a
fixed-bed reactor operated at both steady- and unsteady-state conditions. The inlet gaseous mixture
composition simulates the real composition at the outlet of the LT WGS reactor with regard to the
concentrations of CO, H2, and O2, except that no CO2, H2O, and unconverted CH3OH were present.

2 as well as the selectivity obtained in the CO ox-
idation reaction over the nanostructured Cu0.1Ce0.9O2�y catalyst [49]. Regarding the selectivity of
the catalyst, it is obvious that it stays at 100% at all temperature ranges in the case when H2 is not
present in the reactor feed. However, when the reactor feed contains H2, the selectivity starts
decreasing at temperatures higher than 90°C. If we examine the effect of hydrogen content on the
selectivity, it can be observed that above 90°C, the selectivity is always less in the case where only
oxygen, carbon monoxide, and hydrogen are present in the reactor feed, compared to the case when
almost 50 vol% of He dilutes the hydrogen (full squares compared to full circles as well as empty
squares compared to empty circles). It is normal, because in the previous case the H2 partial pres-
sure (potential to form water) is higher compared to the latter case.

In addition to the hydrogen partial pressure in the feed, the O2/CO stoichiometric ratio also in-
fluences the selectivity of the catalyst. If excess oxygen is present in the reactor feed (	 = 2.5), more
oxygen is available for the hydrogen oxidation reaction to form water as compared to the case when
these two reactants are present in the stoichiometric ratio equal to 1 (	 = 1), which is clear if we
compare full and open circles as well as full and open squares in Figure 7.11a.

The conversion of carbon monoxide depends on both hydrogen and oxygen partial pressures in
the reactor feed gas. At temperatures of up to 90°C, where no side reaction of hydrogen oxidation
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Figure 7.11 shows the conversion of CO and O

catalyst is also capable of converting methanol directly into hydrogen and CO



occurs, the CO conversion is independent of hydrogen partial pressure, while there is a very weak
dependence on oxygen partial pressure (empty symbols are slightly lower than full ones in Figure
7.11b) in that temperature region. If the temperature is raised above 90°C, water is also formed. In
that case, the CO conversion becomes much more dependent on oxygen and hydrogen partial
pressures. This dependence is interconnected and subordinate to water formation reaction. If the
stoichiometric ratio of oxygen (	 � 1) is fed to the reactor in the presence of hydrogen, the CO
conversion reaches its maximum value of around 80% at a temperature of 105° C. At higher temper-
atures, the CO conversion curve lowers again. Because more and more water is formed with
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Figure 7.11 Selectivity (a) and conversions of CO (b) and O2 (c) obtained over Cu0.1Ce0.9O2�y catalyst as a
function temperature, 	 value (	�2PO2

/PCO) and presence of H2 in the reactor feed. (�, �) CO, O2,
and H2 in the reactor feed, no He; (�, �) CO, O2, 50% H2, He balance gas; (�, �) CO, O2, and He
in the reactor feed, no H2; full catalyst; (�) 	 � 2.5,  PH2

= 0.5 bar, He balance; (�) 	 � 1, PH2
= 0.5

bar, He balance; (�, �) 	 � 1, PH2
= 0.985 bar, no He. Full symbols denote increase in tempera-

ture (	 = 2.5), while empty symbols denote lowering of temperature (	 � 1). In all the experiments,
PCO = 0.01 bar, total pressure = 1 bar, mcat = 100 mg, and �v = 100 mL/min. (Reprinted from [49].
With permission from Elsevier.)
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is only a small difference in the CO conversion if the hydrogen partial pressure is 0.5 or 0.985 bar,

in the reactor feed, CO conversion reaches 100%.
When oxygen is present in excess in the reactor feed (	 = 2.5), the CO conversion curve does

not decrease from 100% even at a reaction temperature of 155°C. At that temperature, there is still
around 10 or 30% (full squares and full circles, respectively, in Figure 7.11c) oxygen left in the sys-
tem. That is enough to attain 100% CO conversion plus the formation of the corresponding amount
of water. It seems that the conversion of carbon monoxide is literally independent of the hydrogen
partial pressure over all the temperature range as long as there is enough oxygen fed to the reactor.
Only the amount of water formation is dependent on hydrogen partial pressure, as seen from closed
symbols in Figure 7.11a and Figure 7.11c, respectively, which is a side reaction.

In the case of 	 = 2.5, it is interesting to follow O2 conversion curves. O2 conversion is inde-
pendent of H2 partial pressure up to the temperature of 90°C as depicted in Figure 7.11c (full sym-
bols). In the case when there is no H2 present in the system, O2 conversion curve is very similar to
the CO conversion curve (full triangles). It reaches 40% at high temperatures, as predicted from
stoichiometry, i.e., 100%/	. The O2 conversion curve has a single-S shape. In case hydrogen is pres-
ent in the reactor feed, it takes off again above 40% because of water formation reaction at the re-
action temperature of 105°C and starts to approach 100%. It has a characteristic double-S shape. In
case of 	 = 1, and when hydrogen is present in the reactor feed the oxygen conversion reaches 100%
faster, because in that case it is consumed both for the CO as well as for the H2 oxidation reaction.

By carrying out selective CO oxidation with some addition of CO2 and H2O to the feed gas over
a similar nanostructured CuxCe1�xO2�y catalyst prepared by a coprecipitation method [56], 15 vol%
of CO2 in the feed gas decreases the activity of the catalyst. Under these conditions the same values
of activity and selectivity were obtained at temperatures 15 to 35°C higher. The addition of 10
vol% of H2O shifted the activity and selectivity curves to temperatures 20 to 40°C higher with re-
spect to the curves where only CO, O2, H2, and He were used in the feed. 

The comparison of catalytic properties was made under identical reaction conditions, among three
important candidate catalysts, namely, the Pt/
-Al2O3, Au/�-Fe2O3, and CuxCe1�xO2�y systems [50]. The
catalytic tests were performed in the reactant feed containing CO, H2, CO2, and H2O — the so-called
reformate fuel. The effects of the presence of both CO2 and H2O in the reactant feed on the catalytic

tion conditions have been studied. The composition of the prepared samples and their BET specific sur-
face areas are presented in Table 7.6. The results obtained with the three catalysts in the presence of 15
vol% CO2 and of both 15 vol% CO2 and 10 vol% H2O in the reactant feed (with contact time mcat/�v

= 0.144 g sec/cm3

obtained under the same conditions but without water vapor in the feed are also shown in Figure 7.12. 
The presence of H2O provokes a significant decrease in the activity of Au/�-Fe2O3 and

CuxCe1�xO2�y catalysts. In fact, for both of these samples, a given CO conversion (obtained in the
absence of H2O) is achieved at about 40 to 45°C higher reaction temperature in the presence of H2O
in the feed. A slightly lower inhibition of the activity is observed for the O2 conversion in both
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Table 7.6 Composition and BET Specific Surface Area of the
Catalysts Used in Comparative Study of the Selective
Oxidation of CO in Synthetic Reformate Fuel

Catalyst Composition SBET (m2/g)

Au/�-Fe2O3 2.9 wt% Au 49.8
CuxCe1�xO2�y 1.9 wt% Cu 19.5
Pt/
-Al2O3 5.0 wt% Pt 224.0

Source: Reprinted from [50]. With permission from Elsevier.
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as depicted by open circles and squares, respectively, in Figure 7.11b. If there is no hydrogen present

increasing temperature, less and less oxygen remains available for the CO oxidation reaction. There

and 	 = 2.5) are shown in Figure 7.12. For comparison, the corresponding curves

performance (activity and selectivity) of these catalysts as well as their stability with time under reac-



samples. In addition to this negative effect on the activity, the presence of H2O also diminishes the
selectivity exhibited by these two catalysts. Indeed, a given CO conversion achieved in the absence
of H2O is less selectively obtained in its presence. However, this effect is much more pronounced
in the case of the Au/�-Fe2O3 sample. For example, in the CO conversion range of 60 to 95%, the
selectivity achieved with the Au/�-Fe2O3 sample decreased from ca. 100 to 74% in the absence of
H2O and from 76 to 56% in the presence of H2O. For the same CO conversion range (60 to 95%),
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Figure 7.12 Variation of the CO and O2 conversion and of the selectivity with the reaction temperature for
the selective oxidation of CO at mcat/�v = 0.144 g sec/cm3 and 	 = 2.5 over the Au/�-Fe2O3 (�),
CuO–CeO2 (�), and Pt/
-Al2O3 (�) catalysts in the presence of 15 vol% CO2 (solid lines) and
in the presence of both 15 vol% CO2 and 10 vol% H2O in the reactant feed (dotted lines).
(Reprinted from [50]. With permission from Elsevier.)

CRC_DK3277_ch007.qxd  4/16/2006  2:44 PM  Page 217

© 2006 by Taylor & Francis Group, LLC



the selectivity achieved with the CuxCe1�xO2�y sample was practically constant at 100% (dropping
to 98% only when the CO conversion was 95%) in the absence of H2O, while in its presence it was
gradually decreasing from 100 to 89%. 

As compared to the Au/�-Fe2O3 and CuxCe1�xO2�y catalysts, the effect of H2O on the Pt/
-Al2O3

catalyst was markedly different. For reaction temperatures lower than 145°C (at that temperature
range the CO conversion is lower than 90%), the Pt/
-Al2O3 sample is more active (giving both
higher CO and higher O2 conversions) when H2O is present in the reactant feed. It turns out that
when both CO2 and H2O are present in the feed then this catalyst is more active than when both of
these compounds are absent from the feed. However, this beneficial effect does not manifest itself
for higher reaction temperatures (when the CO conversion becomes higher than 90%). Indeed, for
temperatures higher than 145°C, the CO conversion achieved at a given temperature is significantly
lower in the presence of H2O than in its absence. For example, at 150°C, the CO conversion
obtained over the Pt/
-Al2O3 sample was 100% (with 41.5% selectivity) in the absence of H2O but
only 92.8% (with 39.8% selectivity) in its presence. The beneficial effect of H2O that has been
observed (namely, the increase in CO conversion at low reaction temperatures) cannot possibly be
attributed to a part of the CO being consumed by the WGS reaction, since at this low reaction
temperature range (<145°C) the extent of this reaction should be negligible, if any at all [57]. Thus,
one may conclude that the observed increase in the CO conversion during selective CO oxidation
in the presence of H2O is due to an enhancement provoked by the presence of H2O on the CO oxi-
dation rate. This conclusion is corroborated by previous investigations on the CO oxidation over
alumina-supported platinum catalysts, which showed that the presence of H2O in the CO/O2 reac-
tant feed enhances the rate of CO oxidation [59–61]. Moreover, this enhancement of the CO oxi-
dation rate was reported to decrease as the reaction temperature increased [60]. 

The influence of H2O on the selectivity of the Pt/
-Al2O3 sample is similar to that for the Au/�-
Fe2O3 and CuxCe1�xO2�y catalysts, namely, a given CO conversion achieved over the Pt/
-Al2O3 cat-
alyst in the absence of H2O is less selectively obtained in its presence, and this was observed for the
whole reaction temperature region studied. However, owing to the fact that the selectivity of Pt/
-
Al2O3 was already low without water in the feed, the decrease of the selectivity provoked by its pres-
ence is not as pronounced as it was for the other two catalysts. For example, in the CO conversion
range of 60 to 95%, the selectivity achieved with the Pt/
-Al2O3 sample was gradually decreasing
from 44 to 42% in the absence of H2O, while in its presence it varied in the region 36 to 39%. 

Under these reaction conditions, the Au/�-Fe2O3 sample was again superior to the other two at
the low reaction temperature range, exhibiting its best catalytic performance (99.5% CO conversion
with 54.5% selectivity) at 100°C. The Pt/
-Al2O3 sample gave its best results at 160°C, with 97.5%
CO conversion and 41.5% selectivity. At practically the same reaction temperature (170°C), the
CuxCe1�xO2�y sample gave the same CO conversion but with the remarkably higher selectivity of
88%. The CuxCe1�xO2�y sample exhibited its best catalytic performance (99.6% CO conversion
with 62.3% selectivity) at 190°C. Thus, the CuxCe1�xO2�y sample, being remarkably more selective,
outperforms the Pt/
-Al2O3 at the high reaction temperature range, also in the presence of H2O in
the reactant feed.

The reaction kinetics for the system containing only CO, H2, and O2 in the gas feed could be
best represented by the redox mechanism [49]. Such a redox reaction can be described by the fol-
lowing two-step reaction:

(7.17)

(7.18)

The first step in this reaction mechanism is the catalyst reduction. Cat–O represents an oxidized
catalyst, which is attacked by a reductant (Red). The catalyst itself undergoes reduction, while the

Cat Ox O Cat O Ox� � � ��

Cat O Red Cat Red O� � � ��
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reductant is oxidized. The second step represents reoxidation of the catalyst by the oxidant (Ox–O),
which donates an oxygen atom to the catalyst while it reduces itself. 

The kinetics of selective CO oxidation over the CuxCe1�xO2�y nanostructured catalysts can be
well described by employing Mars and van Krevelen type of kinetic equation derived on the basis
of a redox mechanism:

(7.19)

(7.20)

(7.21)

The parameters kCO and kO2
are taken to be the reaction rate constants for the reduction of sur-

face by CO and reoxidation of it by O2. The parameters kCO, kO2
, and n at one temperature were ob-

tained by fitting the experimental values of PCO, PO2
, and reaction rate with the above rate equation.

The parity plot for calculated vs. experimental values of reaction rate is presented in Figure 7.13.
The agreement between experimental and calculated values is very good over three orders of mag-
nitude of reaction rate.

Figure 7.13 represents the calculated vs. experimental values of reaction rates for the Mars and van
Krevelen model of the selective CO oxidation in excess of hydrogen over the catalyst used. From the
figure one can see that most scatter of data represents the use of eight different catalyst samples; the
data obtained over one catalyst sample lie almost on a straight line, within 95% confidence limits. 

Unsteady-state oxidation experiments were carried out by employing the step change in CO

2 responses
after a step change from He to 1 vol% CO/He over the fully oxidized Cu0.1Ce0.9O2�y nanostructured
catalyst. At low temperatures, CO breakthrough is delayed for a few seconds as can be seen from
Figure 7.14a. At a temperature of 250°C, however, 20 sec is needed for the first traces of CO exit

k A E RTO O a,O2 2 2
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Figure 7.13 Calculated vs. experimental values of reaction rates for selective CO oxidation in excess hydrogen.
(Reprinted from [49]. With permission from Elsevier.)
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concentration over the preoxidized catalyst [62]. Figure 7.14 represents the CO and CO



the reactor. On the other hand, the evolution of CO2 in the reactor effluent stream has no delay as

2 peak as a function of temperature
changes significantly. At temperatures lower than 100°C, only one peak is visible for CO2. At 100°C
the CO2 peak broadens and at 125°C, two separate peaks are clearly visible. The first peak is nar-
row, followed by a second broader peak. When the temperature is increased, the first peak for CO2

becomes invisible, because it is covered by the second peak. Only the origin of the first peak is sig-
nified by the fast evolution of CO2 in the reactor effluent stream. It is also important to notice how
the maximum of the second peak shifts to the right when the temperature is increased. At 250°C,
the catalyst surface responds almost instantaneously to a CO step change by producing CO2. The
concentration of CO2

However, the CO2 concentration in the reactor effluent gas rises further and reaches 0.80 vol% after
25 sec. This is followed by a sharp decrease in the CO2 concentration, which stabilizes after 100
sec at 0.2 vol%. Following this, the concentration in CO2 decreases very slowly and falls to zero
after 13 min. 

Based on the experimental data and some speculations on detailed elementary steps taking place
over the catalyst, one can propose the dynamic model. The model discriminates between adsorption
of carbon monoxide on catalyst inert sites as well as on oxidized and reduced catalyst active sites.
Apart from that, the diffusion of the subsurface species in the catalyst and the reoxidation of
reduced catalyst sites by subsurface lattice oxygen species is considered in the model. The model
allows us to calculate activation energies of all elementary steps considered, as well as the bulk

220 SURFACE AND NANOMOLECULAR CATALYSIS

0 10 20 30
0.1

0.2

0.3

0.4

0 50 100 150 200
0.0

0.2

0.4

0.6

0.8

0 50 100 150 200
0.0

0.2

0.4

0.6

0.8

1.0

Time (sec)

C
O

2 
co

nc
en

tr
at

io
n 

(v
ol

%
)

Time (sec)

 50°C 
100°C 
150°C 
200°C 
250°C 

 50°C 
75°C 
100°C 
125°C 
250°C 

100°C 
150°C 
200°C 
250°C 

C
O

 c
on

ce
nt

ra
tio

n 
(v

ol
%

) 

(a)

(b)

Figure 7.14 Concentration of (a) CO and (b) CO2 in the reactor effluent stream as a function of temperature.
Conditions: mcat = 200 mg; �v = 200 mL/min. (Reprinted from [62]. With permission from Elsevier.)
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in the reactor effluent gas after 3 sec is 0.65 vol% as shown in Figure 7.6b.

represented in Figure 7.14b. However, the nature of the CO



diffusion coefficient of oxygen species in the Cu0.1Ce0.9O2�y nanostructured catalyst. The diffusion
coefficient obtained by the mathematical modeling of step experiments is shown to be in the range
of bulk diffusion coefficients measured over other oxide catalysts. The elementary reaction steps,
the mass balance equations, the initial and boundary conditions, and the estimated kinetic parame-

It is generally accepted that CuO and CeO2 have great synergistic effects when prepared as a
composite CuO/CeO2 catalyst. The reason for that is probably the formation of a solid solution of
CuO and CeO2 phases [63]. The amount of solid solution between those two phases, however, is
small [48]. Most probably, the substitutional solid solution forms tiny intergrowths at the interface
between XRD amorphous CuO and nanocrystalline CeO2 phases [49,64]. The substitutional solid
solution is most probably sandwiched between the dispersed CuO clusters and CeO2 crystallites
[48], in the interfacial region. This interface might have a thickness of only a few atomic layers.
When the Cu2+ species reduces to the Cu1+ state, it is subsequently reoxidized by reduction of the
Ce4+ ions in their vicinity into Ce3+, and the following redox equilibrium is established [64]:

(7.22)

This equilibrium has a buffer-like effect stabilizing the presence of cationic copper species in
the structure even in a highly reductive atmosphere. The above scheme of copper oxide–ceria in-
teractions indicates clearly that the catalyst is mutually promoted, i.e., both copper and ceria coop-
erate in the redox mechanism. 

In our studies we have demonstrated that the redox mechanism that was used to model dynamic
behavior of CO oxidation is consistent with a kinetic model of the selective CO oxidation obtained

for the selective CO oxidation over the Cu0.1Ce0.9O2�y catalyst: CO and H2 adsorb on the

Ce Cu Ce Cu4 1 3 2� � � �� ��
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Table 7.7 Elementary Reaction Steps Considered in the Kinetic Modeling of the CO Concentration
Step Change Experiments for the Oxidation of CO Over Completely Oxidized Cu0.1Ce0.9O2��y
Nanostructured Catalyst in the Absence of Oxygen in the Reactor Feed

Step Number Elementary Reaction Step

1

2

3

4

5

6

7

Note: Oxygen vacancy is represented by � . The meaning of subscripts accompanying oxygen species and
oxygen vacancies is explained in the text.

Source: Reprinted from [62]. With permission from Elsevier.
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ters are given in Table 7.7 through Table 7.10.

under steady-state mode of operation [62]. We propose the following tentative scheme (Figure 7.15)



copper–ceria interfacial region of the catalyst, the most reactive places for both CO and H2 oxida-
tion reactions. It is further proposed that CO (and H2) uses mostly copper cations as the adsorption
sites, while cerium oxide must also be present in the close vicinity. Copper oxide might also form
a solid solution with cerium oxide at least in the form of small intergrowths at the interface, which
are XRD-invisible. In this concerted mechanism of copper and cerium oxide, the copper cation has
the following role: it is the adsorption site for the CO (and H2). When either of the two reactants is
adsorbed on the copper cation, it extracts oxygen from the surface and copper is reduced from Cu2+

to Cu1+. The cerium cation, which lies next to the copper cation, can supply additional oxygen atom
from the catalyst lattice while it reduces itself simultaneously from the Ce4+ into the Ce3+ form.
Cerium oxide acts as an oxygen supplier (buffer) when it is needed at the place of reaction. A sin-
gle copper ion is enough to convert one molecule of CO (or H2) into CO2 (or H2O). When the prod-
uct molecule is desorbed, the site becomes available for the next reactant molecule, either CO or
H2. Upon extraction of surface oxygen from the catalyst lattice, oxygen vacancy may be refilled di-
rectly from the gas phase or by oxygen diffusion through the bulk of the catalyst. The latter mech-
anism is observed at higher temperatures.

The CuxCe1�xO2�y nanostructured catalyst prepared by the sol–gel method is a very efficient
and selective CO oxidation catalyst even under the highly reducing conditions which are present in
a PrOX reactor. It is energy efficient toward the PEM fuel cell technology, because it oxidizes CO
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Table 7.8

Note: � indicates oxygen vacancy.

Source: Reprinted from [62]. With permission from Elsevier.
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Mass Balance Equations for Gas-Phase, Surface, and Subsurface Species Corresponding 
to Elementary Reaction Steps Given in Table 7.7.
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Table 7.9

Note: � indicates oxygen vacancy.

Source: Reprinted from [62]. With permission from Elsevier.
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Table 7.10 Estimates of the Kinetic Parameters Obtained by
Regression of He → 1 vol% CO/He Concentration Step

Catalyst in the Absence of Oxygen in the Reactor Feed Gas 

Ln (A1) [m
3/mol sec] 14.6 ± 1.2

E1 [kJ/mol] 39.6 ± 4.6
Ln (A2) [sec] 1.85 ± 2.1
E2 [kJ/mol] 9.7 ± 8.1
Ln (A3) [m

3/mol sec] 10.0 ± 1.6
E3 [kJ/mol] 25.8 ± 5.9
Ln (A4) [kgcat/mol sec] 19.9 ± 5.2
E4 [kJ/mol]
Ln (A5) [m

3/mol sec] 4.07 ± 0.63
E5 [kJ/mol] 13.9 ± 2.3
Ln (Atd) [sec] 2.29 ± 2.74
Etd [kJ/mol] 40.0 ± 10.3

Note: The parameters are obtained in the temperature range 125 to 250°C.

sponding initial and boundary conditions are given in Table 7.9.

Source: Reprinted from [62]. With permission from Elsevier.
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Table 7.8 
Initial and Boundary Conditions Corresponding to Mass Balance Equations Given in 

Experiments for the CO Oxidation Over Fully Oxidized

The mass balance equations are given in Table 7.8, while the corre-

72.9 ± 19.8



with 100% selectivity close to working temperature of the PEM fuel cell. These performances are
obtained with catalyst that contains cheap copper and cerium oxides rather than costly noble metals.

7.4 CONCLUSIONS

Despite the very promising and interesting experimental results with regard to catalytic activity
of CuxCe1�xO2�y catalysts in several important catalytic processes such as SR of methanol, WGS,
PrOX, NO reduction, wet oxidation of phenol, etc., only one theoretical study [65] has appeared
until now. This is probably the consequence of the difficulties in the modeling and calculation of
the 4f elements. The only study mentioned above presents theoretical proof for the Cu–Ce interac-
tion in CuxCe1�xO2�y. The DFT calculations and the quantum chemical MD simulation on a some-
what peculiar catalyst cluster geometry have indicated possible overlap between Cu 3d, Ce 4f, and
O 2p orbitals. This coupling of atomic orbitals between Cu and Ce may make the valence change
between Cu2+ and Cu1+ easier, and hence the catalyst can keep high activity in the redox-based re-
action mechanisms.

Further theoretical studies supported by in situ spectroscopy and high-resolution microscopy are
needed to be able to understand this unusually strong bonding between Cu and Ce. To apply such
first-principles quantum chemical MD approach, new computational methods accelerating compu-
tational time by several orders of magnitude must be developed.

On the other side, new materials, including nanostructured catalysts like CuxCe1�xO2�y open
new challenges for reactor engineering. These types of multifunctional catalysts enable engineers
to design compact reactor systems such as fuel processors for hydrogen production, which can be
integrated dimensionally and functionally with new energy conversion devices like fuel cells. In this
respect, a strong accent on the theory of catalytic membrane reactors is expected as well as accent
on the computational fluid dynamics methods development, which will be able to treat non-Darcy
transport processes in porous media.
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CHAPTER 7 QUESTIONS

Question 1

Heterogeneous catalysts increase the rate at which a chemical reaction reaches equilibrium, but
cannot shift this equilibrium. Mention some of the possible ways to increase the CO conversion
over the equilibrium value in the case of the water-gas shift reaction.

Question 2

Calculate the equilibrium conversions of CO in water-gas shift reaction at 500 K and 1 atm: at
molar ratio H2O/CO = 3; and at molar ratios H2O/CO = 3 and H2/CO = 2 (in excess of H2 as the re-
action product).

How much lower is the equilibrium CO conversion in case (b) as compared to case (a)?

Question 3

Calculate the equilibrium CO concentration for the following reactant gas composition at 1 atm
in the temperature interval between 373 and 773 K.

H2 48 mol
H2O 26 mol
CO 3 mol
CO2 12 mol
N2 37 mol

Plot CO concentration vs. temperature.
a. Below which temperature does the equilibrium CO conversion exceeds 0.99?
b. Above which temperature does the equilibrium CO concentration exceed 3 mol?

Question 4

Does any industrial water-gas shift catalyst exist that can reach equilibrium CO conversion at
410 K for Question 3a?

Question 5

What is the reason for the increase of equilibrium CO concentration above 3 mol in Question
3b?

Question 6

How can the use of modern quantitative theoretical approaches help in designing new and bet-
ter WGS catalysts?

Question 7

Why is preferential CO oxidation (PrOX) needed to produce H2 containing less than 10 ppm
CO?

Question 8

Why is it so difficult to oxidize CO with high selectivity in the presence of excess H2?
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Question 9

Would the preferential CO oxidation reaction be needed if the proton-exchange membrane fuel
cell (PEMFC) with Pt anode catalyst were able to work at temperatures higher than about 403 K?

Question 10

Below which temperature will the equilibrium CO conversion in PrOX be higher than 0.99
when the process runs at 1 atm and the following inlet gas composition?

H2 50 mol
CO2 20 mol
CO 0.5 mol
H2O 15 mol
N2 30 mol
O2 0.25 mol
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8.1 INTRODUCTION

Selectivity in catalytic oxidation/reduction and acid–base reactions has been a long-term chal-
lenge in the catalysis field. While it has been recognized that the control of molecular activation and
reaction intermediates is critical in achieving high selectivity, this issue has not been adequately ad-
dressed and is a serious challenge to the field.
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CHAPTER 8



by the presence of coadsorbed species and by the design of active structures at catalyst surfaces. To
clarify these issues, this chapter examines two classes of well-defined catalyst surfaces: chemically
designed surfaces and single-crystal surfaces.

Figure 8.la, where a reaction intermediate (Cat-X) is transformed to a product (P) by surface
decomposition/bond rearrangement; that is, a stoichiometric reaction step proceeds without aid of
other molecules. In a typical catalyst, the role of the active site is to directly activate the adsorbed
intermediate, which makes it possible for the bond rearrangement to occur in a desired manner. 

2 5 2 � CH3CHO � H2O) on a
supported Mo-oxide catalyst with an active dimer structure, where the Mo-ethoxide intermediate

2 5 2

[1]. The behavior of the intermediate is similar under vacuum and under catalytic reaction condi-
tions when the surface coverage (equivalent to concentration) is identical under both atmospheres.
This kind of surface reaction requires no additional gas-phase molecules.

In contrast to the simple expectation of no special role of additional gas-phase molecules in a
catalytic mechanism, the reaction intermediate of an important catalytic reaction and hence the re-
action rate and selectivity can be profoundly influenced by coexisting gas-phase molecules A� as
shown in Figure 8.1b. The transformation of the intermediate (Cat-X) to a product (P) is promoted
by the coexisting A�, or alternatively a new reaction path from the intermediate to another product
(Q) is opened by the coexisting gas-phase molecules A�, even when they are weakly adsorbed or
undetectable at the surface. This aspect is not observed under vacuum but is observed, under cat-
alytic reaction conditions in the presence of gas-phase molecules, though the reaction intermediate
is the same species in both cases. This principle is associated with a principle of the genesis of catal-
ysis, where the rate and selectivity can be regulated by the coexisting molecules concerted with the
reactivity of catalyst surfaces. 

Catalytic activity and selectivity also strongly depend on structures and ensemble sizes of ac-
tive sites at catalyst surfaces (Figure 8.1c). The requirement and design of molecular structures and
quantitative ensemble sizes for efficient catalysis represent important but as yet unaddressed chal-
lenges to the field. Although the efforts on the design of excellent catalysts have been acutely dif-
ficult challenges, of late, molecular-level catalyst preparation has become realistic on the basis of
modern physical techniques and accumulated knowledge of oxide surfaces [2–4]. 
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A′

A Cat-X P

Q

A
PCat-X(1)

QCat-X(2)

A Cat-X P

(a)

(b)

(c)

Figure 8.1 (a) A simple catalytic reaction (A ------->P). Cat-X is a reaction intermediate at the surface. (b)
Catalytic reaction regulated by coexisting molecules at the catalyst surface, where enhancement of
the reaction rate for the formation of P or switchover of the reaction path from the P formation to the
Q formation occur by coexisting molecules (A�). (c) Catalytic reaction (A----->P) via intermediate
(Cat-X(1)) on an active structure, while catalytic reaction (A----->Q) via intermediate  (Cat-X(2)) on
the other active structure at catalyst surfaces.
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A simplified form of the usual mechanism for heterogeneous catalytic reactions is shown in

(Mo-OC H ) at the surface decomposes to acetaldehyde accompanied with H O formation (Figure 8.2)

A typical example is seen for ethanol oxidation (C H OH � 1/2O

The aim of this chapter is to document how catalytic reactions can be promoted and regulated



8.2 REGULATION OF CATALYSIS BY COADSORBED MOLECULES

8.2.1 Self-Assisted Dehydrogenation of Ethanol on an Nb/SiO2 Catalyst

The SiO2-supported Nb Catalyst (1), {SiO}2Nb(�O)2, which is prepared by supporting 
Nb(�3-C3H5)4 2 2 and O2 stepwise in a controllable
manner, exhibits high activity and selectivity for the dehydrogenation reaction at 423–523 K [5].
Acetaldehyde and hydrogen were stoichiometrically produced during the catalytic reaction 

2 5 (a) and OH (a),

2 2 5

When the gas-phase ethanol was evacuated in the course of the dehydrogenation at 523 K, the
reaction completely stopped as shown in Figure 8.3. However, the amount of adsorbed ethanol,
{SiO}2Nb(�O)(OH)(OC2H5) species (2), remained unchanged by the evacuation, as evidenced by
the intensity of the vOH and vCH peaks. In other words, the adsorbed ethanol was converted selec-
tively into acetaldehyde and hydrogen under the ambient ethanol, whereas the adsorbed ethanol did
not decompose at all under vacuum in the same temperature range. This might be an unexpected
finding in a sense, because ethanol dehydrogenation has been thought to be a surface reaction that
proceeds via decomposition of the adsorbed ethanol, the rate of which depends on the coverage of
the adsorbed ethanol. To gain insight into the reactivity of adsorbed ethanol, a temperature-
programmed desorption (TPD) spectrum for {SiO}2Nb(�O)(OH)(OC2H5) (2) formed during the
catalytic ethanol dehydrogenation was measured as shown in Figure 8.3 (inset), which revealed that
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Figure 8.2 Reaction mechanism for ethanol oxidation on an Mo dimer/SiO2 catalyst as an example of the re-
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Scheme 8.1 Switchover of the reaction paths by weakly adsorbed ethanol.
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(Figure 8.3). Ethanol dissociatively adsorbs on Nb to form OC H

action mode (a) in Figure 8.1

on SiO , followed by chemical treatments with H

{SiO} Nb(�O)(OH)(OC H ) (2) in Scheme 8.1.



the reaction of adsorbed ethanol (2) in vacuum was only possible at temperatures higher than 600
K, with a TPD peak at 700 K. The TPD peak is observed at a much higher temperature range than
the 423–523 K for the catalytic reactions, and the TPD products are ethene and water (dehydrated
products), in contrast to acetaldehyde and hydrogen (dehydrogenated products) produced in the cat-

that in the presence of ambient ethanol. The dehydrogenation reaction started again by introducing
ethanol vapor onto adsorbed ethanol (2) as shown in Figure 8.3. Thus, it seems that the catalytic de-
hydrogenation reaction is assisted by the ambient ethanol, where the reaction path of adsorbed
ethanol (2) is switched from dehydration to dehydrogenation by the ambient ethanol. In other
words, adsorbed ethanol (2) prefers dehydration to form ethene and water by �-hydrogen abstrac-
tion, while in the presence of the ambient ethanol the �-hydrogen abstraction from absorbed ethanol

postadsorbed ethanol promotes the dehydrogenation of strongly preadsorbed ethanol. 
To examine how and why the surface ethanol reaction is assisted by the gas-phase ethanol, the

following experiments were conducted in a closed circulating reactor. Ethanol vapor was first ad-
mitted onto the dioxoniobium monomer catalyst (1), {SiO}2Nb(�O)2, to form the niobium ethox-
ide (2), {SiO}2Nb(�O)(OH)(OC2H5), at 373 K, followed by evacuation, and then the system was
maintained at 523 K for 10 min, where no H2 evolution was observed because the niobium ethox-
ide (2) was stable up to 600 K in vacuum. After the confirmation of no H2 formation from the
preadsorbed ethanol (2), tert-butyl alcohol was introduced to the system at 523 K, which led to a
stoichiometric evolution of H2 and CH3CHO. As the tert-butyl alcohol molecule has no extractable
�-hydrogen, it is evident that both H2 and CH3CHO were produced from the preadsorbed ethanol
by the assistance of the postdosed tert-butyl alcohol.

To confirm this mechanistic feature and to examine the interaction between the niobium ethoxide
species and the postadsorbed molecule, various electron-donating compounds were postadsorbed on
the surface that had been preadsorbed with the same amount of ethanol, {SiO}2Nb(�O)(OH)(OC2H5)
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Figure 8.3 Ethanol dehydrogenation on Nb/SiO2 (O, H2; �, CH3CHO) and TPD spectrum of adsorbed ethanol
(species 2); heating rate: 4 K/min.
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(2) to form acetaldehyde and hydrogen dominates as shown in Scheme 8.1. Note that weakly

alytic reactions. Note that the behavior of adsorbed ethanol (2) in vacuum is entirely different from



(2). Equimolar amounts of H2 and CH3CHO were produced from the preadsorbed ethanol (2) by ad-
mission of electron donors. The logarithm of the initial rates of the CH3CHO (H2) formation from the
preadsorbed ethanol (2) was plotted against the logarithm of the equilibrium constant for the forma-
tion of electron donor–acceptor complexes between the nucleophilic molecules and SbCl5 [6]. The
logarithm of the equilibrium constants is regarded as the electron donor strength of the postadsorbed
molecules. It was found that the logarithm of the initial rates (i.e., activation energy Ea) was propor-

�

the electron donor–acceptor interaction between the postadsorbed molecule and the coordinatively un-
saturated Nb d0 ion is a key issue for the dehydrogenation of the preadsorbed ethanol (2).

procedure:

(8.1)

where v, [Nb]0, and P represent the reaction rate, the number of Nb sites, and the ethanol pressure,
respectively. Plots of [Nb]0/v against (KP�1)/KP2 showed a linear relationship, suggesting the va-
lidity of the mechanism in Scheme 8.1. Further, the mechanism is also supported by the fact that
the rate constant k3 (1.5 mmol/min [g of Nb]1) determined from the steady-state equation is almost
the same as the value of k3 determined from the initial rate of the dehydrogenation of species (3)
under the condition of ethanol adsorbed at saturation. The equilibrium constant k/k�, for weak ad-
sorption of ethanol, was calculated to be 9.0�10�4 Pa�1. The weakly adsorbed ethanol is in equi-
librium with the gas-phase ethanol, and easily desorbs from the surface in vacuum.

In �-CH elimination on d8-metal ethoxide complexes, the orbital interactions have to take place
in such a manner that the electron donation from �(CH) to �*(MO) and the back-donation from
�(MO) to �*(CH) are required to form the MH � and CO � bonds and break the CH � and MO �
bonds. Also in case of d0-metal–ethoxide complexes, the presence of a weak M---H agostic inter-
action is predicted by theoretical calculation, but the Ti-�-CH angle is unfavorable for the overlap
of the occupied Ti d-orbital and the CH antibonding orbital. Furthermore, there is formally no d-
electron available for the promotion of the CH bond scission. The former boundary is satisfied by
attaching Nb d0 ions to the SiO2 surface through Nb–O–Si bonding. The electronic structure of a
distorted tetrahedral dioxo-Nb monomer on SiO2 calculated by the DV(discrete variable)-X� clus-
ter method shows that the Nb 4d orbitals is hybridized with the higher occupied O 2p levels, en-
abling the �-CH breaking. The support electronically modifies the metal oxide species through
chemical or ionic bonds and induces the structural change of the surface metal oxides needed for
catalysis. It predicts new catalysis involving �-elimination of the CH bond by coordinatively un-
saturated tetrahedral Nb monomers chemically attached to the SiO2 surface. The latter boundary of
the orbital overlap seems to be less rigid for the tetrahedral Nb monomer structure [7]. As a result,

8.2.2 Reactant-Promoted Water-Gas-Shift Reactions

The water-gas-shift (WGS) reaction (H2O � CO � H2 � CO2) on MgO, ZnO, and Rh/CeO2 is
another example of a surface catalytic reaction that is assisted by gas-phase molecules. It is known
that the WGS reaction proceeds via surface formate intermediate (HCOO�), which can be moni-
tored by FT-IR. The behavior of the surface intermediates (HCOO�

remarkably influenced by weakly coadsorbed water molecules (A� in Figure 8.1b). The character-
istic aspect of the WGS reactions on ZnO and Rh/CeO2 are as follows:

(8.2)H2O + CO HCOO–(a ) + H+(a ) H2 + CO 2

formate formation

backward decompostion

forward decomposition

[Nb] 1 KP 1

KP
0 3

3
2v

k k

kk
� �

�
�

�

k3

′
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) (Cat-X in Figure 8.1a) is

the Nb monomer (1) catalyzes the dehydrogenation of ethanol with good selectivity of �96%.

Assuming the mechanism in Scheme 8.1, the following equation is derived from a steady-state

tional to the logarithm of the equilibrium constants (i.e., �G ). The linear relationship indicates that



8.2.2.1 WGS Reactions on ZnO

The v(OD) peak at 2706 cm�1 on an OD-covered ZnO surface attributable to linear OD groups on
two-coordinated Zn ions, decreased by reaction with CO at 473 K and accompanied with the
appearance of vas(OCO) and vs(OCO) peaks for surface bidentate formats (DCOO�) at 1586 and 1342
cm-1, respectively, suggesting that the OD groups react with CO to produce the bidentate formates.
The formates (DCOO�) react with the D atoms of bridge (2682 cm�1) or threefold-hollow (2669
cm�1) OD groups at 573 K as monitored by FT-IR, evolving D2, CO2, D2O, and CO in the gas phase.

It was found that the rate constant of the forward decomposition of the surface bidentate for-
mate (DCOO�) to produce D2 and CO2 increased from 0.34�10�4 sec�1 under vacuum to
5.3�10�4 sec�1 under ambient water. Electron donors such as NH3, CH3OH, pyridine, and THF
also increased the decomposition rate; the rate constants of the forward decomposition of the sur-
face formates at 553 K were determined to be 28.0�10�4, 7.7�10�4, 8.1�10�4, and 6.0�10�4

sec�1 under NH3, methanol, pyridine, and THF vapors (0.4 kPa), respectively. It is likely that the
driving force for the forward decomposition of the formate is electron donation of the adsorbed
molecule to the Zn ion on which the bidentate formate adsorbs. The reactant-promoted mechanism

It has been proposed that the catalytic WGS reaction on ZnO may proceed as follows. The
first water molecule dissociates at the Zn2c–O3c pair to form a linear OH group and a bridge or
threefold-hollow OH group. The linear OH group on Zn reacts with CO to produce the bidentate
formate through unidentate formate [8]. Seventy percent of the formate backwardly decompose
to the original H2O and CO under vacuum, while 30% forwardly decompose by reacting with the
bridge or threefold-hollow OH groups to produce H2 and CO2. In the presence of gas-phase water,
the weakly adsorbed (second) water molecule adsorbs on the Zn atom and enhances the forward
decomposition, where almost 100% of the formate decompose to H2 and CO2. The activation en-
ergy for the forward decomposition of the formate decreases from 155 kJ/mol under vacuum to
109 kJ/mol under the ambient water. CO2(ad) produced by the decomposition of the bidentate
formate in the presence of the second water molecule is the unidentate carbonate as demonstrated
by FT-IR [8]. The decomposition of the unidentate carbonate to form CO2 is also markedly pro-
moted by the second water molecule adsorbed on the Zn atom. The accompanying dissociation
of the adsorbed water to Zn–OH and O–H may assist the CO2 desorption from the carbonate. In
the steady-state reaction, the rates of the two reaction steps (formate--->carbonate�H2 and car-
bonate--->CO2) are balance in the presence of adsorbed water.
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for the catalytic WGS reaction on ZnO is illustrated in Scheme 8.2. 



The WGS reaction is a reversible reaction; that is, the WGS reaction attains equilibrium with
the reverse WGS reaction. Thus, the fact that the WGS reaction is promoted by H2O (a reactant),
in turn implies that the reverse WGS reaction may also be promoted by a reactant, H2 or CO2.
In fact, the decomposition of the surface formates produced from H2�CO2 was promoted 8–10
times by gas-phase hydrogen. The WGS and reverse WGS reactions conceivably proceed on dif-
ferent formate sites of the ZnO surface unlike usual catalytic reaction kinetics, while the
occurrence of the reactant-promoted reactions does not violate the principle of microscopic re-
versibility. The activation energy for the decomposition of the formates (produced from
H2O�CO) in vacuum is 155 kJ/mol, and the activation energy for the decomposition of the for-
mates (produced from H2�CO2) in vacuum is 171 kJ/mol. The selectivity for the decomposition
of the formates produced from H2O�CO at 533 K is 74% for H2O�CO and 26% for H2�CO2,
while the selectivity for the decomposition of the formates produced from H2�CO2 at 533 K is
71% for H2�CO2 and 29% for H2O�CO as shown in Scheme 8.3. The drastic difference in se-
lectivity is not presently understood. It is clear, however, that this should not be ascribed to the
difference of the bonding feature in the zinc formate species because v(CH), vas(OCO), and
vs(OCO) for both bidentate formates produced from H2O�CO and H2�CO2 show nearly the
same frequencies. Note that the origin (H2O�CO or H2�CO2) from which the formate is pro-
duced is “remembered” as a main decomposition path under vacuum, while the origin is “for-
gotten” by coadsorbed H2O.

In the reverse WGS reaction, hydrogen promoted both decomposition paths of the formate to
H2�CO2 and H2O�CO, and the decomposition selectivity did not change. Thus, the mechanism
of hydrogen promotion is different from that of electron donors in the WGS reaction. CO2 not
only blocks the adsorption sites of H2 but also suppresses the decomposition of the formate in-
termediate. The rate constant for the steady-state reaction is higher than that obtained from the
formate decomposition in vacuum, but it is smaller than that for the formate decomposition under
the ambient H2. As a result, the reverse WGS reaction proceeds with a balance of H2 promotion
and CO2 suppression.

8.2.2.2 WGS Reactions on Rh/CeO2

CeO2 is contrasted with ZnO; the surface formate on CeO2 is stabilized by the coexistence of
water vapor, where the selectivity to H2 and CO2 only increases as a result of suppression of the
backward decomposition of formate more than that of the forward decomposition by water vapor.
This property of the CeO2 surface was modified by doping with a small amount (0.2 wt%) of Rh.
The Rh/CeO2 catalysts have been commonly used as automobile exhaust gas-cleaning catalysts, on
which the WGS reaction proceeds.
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29% 71%

H2O (OH(a))
CO

Scheme 8.3 The reactivity of bidentate formates (reaction intermediates) in normal and reverse WGS reactions
on ZnO, and the promotion of the reactivity by H2O and H2 respectively, accompanied with change
in the selectivity.
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Surface formates on both Rh/CeO2 and CeO2 surfaces have been determined to be of the biden-
tate type. The bidentate formate is produced and decomposed more easily on Rh/CeO2 than on
CeO2. The activation energy of the forward decomposition of the formate on Rh/CeO2 (56 kJ/mol)

2

In the catalytic WGS reaction on Rh/CeO2, linear OH groups reacted with CO to produce

2

and 35% of them decomposed forwardly to H2�CO2. When water vapor coexisted, 100% of the
formates decomposed forwardly to H2�CO2

forward decomposition of the formate decreased from 56kJ/mol in vacuum to 33 kJ/mol due to the
presence of water(D2O) vapor. By addition of a small amount of Rh (0.2 wt%) to CeO2, the rate
of the WGS reaction increased tremendously, and the value of the forward decomposition rate con-
stant (k�

The isotope effect is observed with the hydrogen atom of the formate and not with the hydro-
gen atom of the water molecule. The result is similar to that observed on ZnO, where the rate-
determining step of the formate decomposition is suggested to be dissociation of the CH bond of
the bidentate formate. In summary, the reaction mechanism for the catalytic WGS reaction on
Rh/CeO2 is essentially the same as that on ZnO.

conditions, play an important role in surface catalytic reactions even if the adsorption of the “pro-
moter” is very weak or is undetectable at the surface. Surface intermediates (Cat-X in Figure 8.1b)
under the ambient gas molecules behave in a different way from those under vacuum, showing rate
enhancement and selectivity change of the surface reaction in the presence of ambient gas.

8.2.3 Regulation of Selective Oxidation of Methanol on a Modified Mo (112)
Surface

8.2.3.1 Reaction Aspect of Methanol Oxidation

Control of the reaction path of catalytic reactions by atomic level design of catalyst surfaces
is a key issue, which is crucial to success in surface science. The surface designed by optimizing
the structural and electronic properties may provide information on the origin of activity and se-
lectivity, and show a new catalytic performance that may overcome the catalytic performance of
existing catalysts. Molybdenum is used as a principal and promoting element in many industrial
catalysts for various kinds of reactions, partly because of its wide range of chemical reactivity
and oxidation states. This section presents a successful modeling of selective catalytic oxidation
of methanol by modifying an Mo(112) surface with ordered oxygen atoms to form a one-
dimensional reaction field, which is the first example of selective oxidation reaction on Mo single-
crystal surfaces [9,10]. 

236 SURFACE AND NANOMOLECULAR CATALYSIS

Table 8.1 Rate Constants for Forward (k�) and Backward (k�) Decompositions of the D-Labeled
Formates in Vacuum and Under Ambient D2O

Catalyst Reaction Gas Phase k� � k� k�/k� (%/%) Ea (k�)/
Temperature (K) (sec�1) kJ/mol

MgO 600 Vacuum 13.0 � 10�4 0/100 –
D2O 1.9 �10�4 74/26 –

ZnO 533 Vacuum 1.3 � 10�4 26/74 155
D2O 5.3 � 10�4 100/0 109

Rh/CeO2 443 Vacuum 1.1 � 10�5 35/65 56
D2O 1.1 � 10�3 100/0 33

Note: D2O pressure: 0.40 kPa for MgO and ZnO and 0.67 kPa for Rh/CeO2.
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is much lower than 270kJ/mol for CeO .

as shown in Table 8.1. The activation energy for the

bidentate formates. In vacuum, 65% of the surface formates decomposed backwardly to H O�CO,

Weakly adsorbed molecules (A� in Figure 8.1b), which can exist only under catalytic reaction

) was promoted about 100-fold by the coexistence of gas-phase water (Table 8.1).



The Mo(112) surface has a ridge-and-trough structure, where the top layer of Mo atoms form
close-packed atomic rows along the [111] direction, at a distance of 0.445 nm from each other
and adsorbed oxygen atoms produce an Mo(112)-(1�2)-O ordered surface, where oxygen atoms

O
patterns and CO titration experiments. Every second Mo row is coordinated by oxygen atoms
(Mo2C) on both sides, while the other Mo rows have no oxygen atoms directly coordinated
(MoNC NC for methanol. Selective blocking
of the second-layer Mo atoms by oxygen atoms can suppress bond breaking of C–O and stabilize
CH3O(a) above 500 K, resulting in the selective oxidation of methanol to formaldehyde (CH3OH
� 1/2O2 �CH2O � H2O) [9,10]. This trend is remarkably promoted by the presence of extra
oxygen on the one-dimensional Mo rows of Mo(112)-(1�2)-O (Figure 8.4b). The extra oxygen
atoms greatly increase the selectivity to formaldehyde and lower the activation energy of the se-
lective oxidation. By supplying extra oxygen atoms on the surface, the selective catalytic oxida-
tion of methanol successfully proceeds without deactivation. On single-crystal surfaces of Mo
metal such as (100), (110), and (112), major products in methanol reaction are CH4, CO, and H2,
and a little CH2O is produced. Also on an oxidized Mo(100)-(1�1)-O (�O�1.5), a negligible
amount of CH2O is observed [11]. 

An Mo(112)-(1�2)-O (�O�0.1) surface was exposed to oxygen at 300 K and the coverage of
extra oxygen (�O�) adsorbed on the surface was measured by Auger electron spectroscopy (AES).
The extra oxygen was saturated at 0.5 ML (ML, monolayer), which corresponds to the number
of Mo atoms in MoNC rows. The surface after 14 L (1 L: 1.33�10�4 Pa sec) exposure showed
sharp subspots of (1�2) in LEED (low energy electron diffraction) pattern, indicating that the
substrate preserved a (1�2) structure. These results suggest that the extra oxygen species adsorb
on MoNC rows of the Mo(112)-(1�2)-O surface. The (1�2) structure is destroyed by heating to
temperatures >800 K. 

A temperature-jump method was adopted to measure the amount of catalytic reaction products
during the feed of CH3OH and O2 (10�6 to 10�5 Pa) on Mo(112)-(1�2)-O. Constant pressures of
CH3OH and O2 were introduced to the chamber through two variable leak valves on the (1�2)-O
surface at 450 K, where the reaction did not occur; then the sample temperature was ramped to a
given reaction temperature for several minutes, and decreased to 450 K again. Therefore, the area
of a mass signal over the base line, which is bound between the signals at 450 K, corresponds to the
amount of a product in the catalytic reaction at the surface. Data were accumulated by repetition of
temperature ramps. 

In TPR spectra of methanol from the Mo(112)-(1�2)-O surface after exposure to 4 L of
methanol at 200 K, the major product was CH2O with 50% selectivity, and formation of H2O was
not observed at any temperature. Oxygen atoms in the (1�2)-O structure were not incorporated into
the reaction products. Hence, the (1�2)-oxygen atoms do not react with methanol, but work as
modifiers on the surface. It is to be noted that CH2O is not formed on Mo(112) surfaces modified
with lower oxygen coverages than the (1�2)-oxygen coverage. Effective blockage of the second-
layer Mo atoms, which are supposed to show higher electronic fluctuation leading to higher activ-

The extra oxygen adsorbed on the Mo(112)-(1�2)-O surface drastically changes the selectivity
of the reaction. TPR spectra of methanol from the (1�2)-O surface with 0.20 ML of preadsorbed
extra oxygen after exposure to 4 L of methanol at 200 K are different from the spectra for the sur-
face without the extra oxygen on the following points: (1) considerable reduction of the peaks of
CH4 and H2 at 560 K, the second is (2) disappearance of the peak of recombinative desorption of
CO at 800 K, and (3) appearance of the peak of H2O at 580 K. The amounts of desorption products

2

combinative desorption of CO at 800 K indicates that complete decomposition of methoxy to C(a)
and O(a) is considerably suppressed by the presence of extra oxygen. Detection of H2O and
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are summarized in Table 8.2. Selectivity to CH O increased to 88%. Particularly, reduction of re-

ity, results in formation of formaldehyde on the Mo(112)-(1�2)-O surface.

occupy quasi-threefold sites composed of one second-layer and two first-layer Mo atoms. Figure

). This structure preserves adsorption sites on the Mo

8.4a shows a model of the (1�2)-O surface (� �1.0), which was proposed on the basis of LEED
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MoNC row

Mo2C row
[110]

[1
11

]
[1

12
]

van der Waals
sphere

Extra oxygen

(a)

(b)

Figure 8.4 (a) Model of an Mo(112)-(1�2)-O surface (�O�1.0) with a top view and a plane view. Quasi-three-
fold sites with Mo–O distance of 0.21 nm are postulated. (b) Extra oxygen species adsorbed on
MoNC rows of the Mo(112)-(1�2)-O surface(�O �0.22).
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suppression of H2 suggest that hydrogen is desorbed effectively as H2O by reaction with extra oxy-
gen. Thus, more reactive extra oxygen species change the selectivity of the reaction and desorb as
H2O during the reaction. 

The simultaneous desorption peaks observed at 560–580 K in TPR are of reaction-limited des-
orption. The peak temperatures of these peaks do not depend on the coverage of methoxy species,
indicating that the desorption rate (reaction rate) on both surfaces has a first-order relation to the
coverage of methoxy species. Activation energy (Ea) and the preexponential factor (	) for a first-
order process are given by the following Redhead equation [12]:

(8.3)

p

for formaldehyde desorption from the Mo(112)-(1�2)-O surface and the (1�2)-O surface with 0.20
ML of extra oxygen. The desorption temperature for CD3OD as reactant is higher than that for
CH3OH, which suggests that the C–H (C–D) bond cleavage of methoxy is the rate-limiting step of
the reaction. The reaction rate itself decreases by the presence of preadsorbed extra oxygen due to
the smaller frequency factor. 

Catalytic reactions of methanol on an Mo(112)-(1�2)-O surface under a constant flow of
CH3OH and O2 (10�6–10�5 Pa) were monitored as a function of reaction time by the temperature-

3

fed, the reaction rate exponentially decayed with reaction time. After the reaction ceased in both
conditions, the surfaces were covered with nearly 1 ML of C(a) (Table 8.3) and the sharp (1�2)
LEED subspots of the surface before the reaction almost disappeared due to an increase in
background intensity. As shown in Table 8.3, the selectivity of the reaction at 560 K is similar to

resulting in the exponential decay of the reaction rate. O(a) species are also formed on the surface
but they are desorbed as H2O by reaction with hydrogen atoms. It should be noted that neither C(a)
nor a small amount of O(a) change the selectivity in this case.

When CH3OH was fed with O2, the selectivity to CH2O increased in any conditions employed
which resulted in longer lifetime of the reaction. As expected from the results of TPR in Table 8.2,
extra oxygen atoms formed on the surface enhanced the selectivity and reduced accumulation of
C(a). As shown in the bottom of Table 8.3, formaldehyde was formed with 89% selectivity without
significant deactivation. At the higher oxygen pressure than the methanol pressure, the selectivity
to CH2O increased as shown in the third line of Table 8.3. The coverages of methoxy and extra oxy-
gen were well balanced, and the reaction proceeded without deactivation. The activation energies
for the CH2O formation were determined to be 54�12 kJ/mol and 51�5 kJ/mol for CH3OH and
CH3OH�O2, respectively. 

ln( / ) /( ) ln[ /( )]p
2

a p aT E RT E Rv� � �
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Table 8.2 The Product Distrubution in TPR for Methanol Reaction Around 560 K on the Mo(112)
Surfaces Modified with Oxygen

Products Yield (ML) (Selectivity (%))

(1�2)-O Surface (�O�1.0) Extra oxygen (�O��0.20) �(1�2)-O surface (�O�1.0)

H2 (g) 0.10 0
H2CO (g) 0.09 (50) 0.05 (88)
H2O (g) 0 0.05
CH4 (g) 0.04 (22) << 0.01 (5)
CO (g) 0.02 (11) << 0.01 (7)
C (a) 0.03 (17) 0 (0)
O (a) 0.07 0 a

a�O� after TPR was 0.15.
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jump method. Total amounts of the products are summarized in Table 8.3. When only CH OH was

found from Equation 8.3 that the extra oxygen atoms lower the activation energy by 20 to 24 kJ/mol

that obtained by TPR (Table 8.2). The C(a) species formed with 26% selectivity cover the surface,

where T , �, and R represent peak temperature, heating rate, and the gas constant, respectively. It is



8.2.3.2 Reaction Scheme of Methanol Oxidation in TPR

The first step of the reaction path in TPR on Mo(112)-(1�2)-O without extra oxygen is the dis-
sociation of methanol to form CH3O(a) � H(a) and the recombinative desorption of the adsorbed
hydrogen, which occur above 300 K and at 380 K, respectively. 

(8.4)

(8.5)

Therefore, above 480 K only methoxy species are left on the surface. The major reaction path with
50% selectivity is formation of formaldehyde:

(8.6)

(8.7)

(8.8)

where step 8.6 is the rate-limiting step of the reaction. 
When extra oxygen species are coadsorbed with methanol, some modifications of the reaction

steps are needed. Although a promotion effect of adsorbed oxygen atoms on formation of methoxy
from methanol molecule has been reported on some oxygen-modified metal surfaces:

(8.9)

such an effect may not be important on Mo(112)-(1�2)-O where methoxy coverage is low (Table
8.3). However, the hydrogen atom formed by step 8.4 is probably trapped by extra oxygen atom
(Oe(a)):

(8.10)

because desorption of H2 was not detected below 400 K. As the selectivity to formaldehyde is as
high as 88% in the presence of extra oxygen, one should only consider the reaction path from

H(a) O (a) O H(a)e e+ �

CH OH(a) O(a) CH O(a) OH(a)3 3� ��

H(a) 1/2H (g)2�

CH O(a) CH O(g)2 2�

CH O(a) CH O(a) H(a)3 2� �

H(a) 1/2H (g)380K
2 →

CH OH(a) CH O(a) + H(a)3
300K

3 →
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Table 8.3 Yields of the Products and Selectivities in Catalytic Methanol Reactions on Mo(112)-(1�2)-O

PCH3OH PO2
(Pa) TR Time Yield (ML)b Selectivity (%)

(Pa) (K)a (s) H2CO(g) CH4(g) CO(g) H2(g) H2O(g)
C(a) O(a)

2.1�10�5 – 560 1110 1.7 0.9 0.3 3.2 1.7 1.05 <0.05
(43) (22) (8) (26)

2.1�10�5 6.5�10�6 560 1650 7.3 2.1 0.6 3.5 5.8 0.55 0.40
(69) (20) (6) (5)

8.1�10�6 1.6�10�5 560 2010 4.5 0.3 0.4 0.4 5.0 0.20 0.30
(84) (5) (8) (4)

2.1�10�5 – 700 2200 5.3 1.4 1.1 7.9 2.6 1.10 �0.15
(59) (16) (13) (12)

2.1�10�5 6.5�10�6 700 1870 15.2 <0.1 1.7 1.3 15.9 0.05 0.15
(89) (0.3) (10) (0.3)

aTR � reaction temperatures.
bML � monolayer.
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methoxy to formaldehyde. The fact that the activation energy of hydrogen extraction from methoxy
is reduced by 20 to 24 kJ/mol in the presence of extra oxygen suggests that hydrogen is extracted
at 580 K by an extra oxygen atom (step 8.11) or by an Mo atom which is electronically modified
with extra oxygen atoms (step 8.12).

(8.11)

(8.12)

When the hydrogen atoms released from methoxy species in step 8.14 are trapped with extra oxy-
gen atoms (step 8.10), step 8.11, and step 8.12 cannot be discriminated from each other.
Alternatively, the hydrogen atoms react with OeH(a) to produce H2O(g):

(8.13)

H2O(g) is also produced by dehydration of two OeH(a):

(8.14)

It is also possible that CH3O(a) reacts with OeH(a) to produce CH2O and H2O at 580 K:

(8.15)

Reaction Steps 8.6 to 8.8 are also relevant to the catalytic reaction of methanol in a flow of
CH3OH, although the steps 8.5 and 8.8 cannot be separated anymore. The net reaction for disso-
ciative adsorption of methanol is expressed by:

(8.16)

Recombinative desorption of the methoxy and hydrogen atom,

(8.17)

becomes one of major processes because of the higher concentration of hydrogen atoms on the
surface in the flow reaction conditions than in TPR. Assuming that the rate-limiting step is C–H
bond scission of methoxy (step 8.6), the initial rate of formaldehyde formation (v) can be
expressed by:

(8.18)

where 	 and Ea are the preexponential factor and activation energy of C–H bond scission of methoxy
species obtained by TPR (	�7�1015�1 sec�1; Ea�175�13 kJ/mol), respectively, and SCH2O is the
selectivity to CH2O. E is an apparent activation energy for the CH2O formation determined from the
Arrhenius plot (54�12 kJ/mol), and A is a constant. SCH2O is determined by the measured rates of
the formation of products (CH2O, CH4 CO, and C(a)) at each temperature. Then, �CH3O can be
calculated from Equation 8. 18. The �CH3O decreased from 0.06 at 560 K to 0.01 at 600 K. These
values are much smaller than the observed maximum coverage of methoxy (�0.25 ML). The cov-
erage of H(a) indirectly affects the coverage of methoxy species. The desorption energy of hydro-
gen atoms by step 8.8 can be estimated by TPR at 92�5 kJ/mol, assuming a typical preexponential
factor of 1�10�2 cm2/sec. By using these values, �

H
can be calculated from the measured H2 formation

	 	 �� � � �S E RT A E RTCH O CH O a2 3
exp( / ) exp( / )

CH O(a) H(a) CH OH(g)3 3� �

CH OH(g) CH O(a) H(a)3 3� �

CH O(a) O H(a) CH O(g) H O(g)3 e 2 2� ��

2O H(a) H O(g) O (a)e 2 e� �

O H(a) H(a) H O(g)e 2� �

CH O(a) Mo CH O(a) H(a)3 m 2� ��

CH O(a) O (a) CH O(a) O H(a)3 e 2 e� ��
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rate. It has an almost constant value of 0.001 from 560 K to 600 K. The rate of recombinative des-
orption (step 8.18) was estimated to maintain �CH3O as a constant value by using Ead as a parameter
and assuming a typical preexponential factor of 1�10�2 cm2/sec. The initial rate of formaldehyde
formation (v) was simulated by using these values.

8.2.3.3 Reaction Kinetics of the Steady-State Methanol Oxidation

When a mixture of CH3OH and O2 is supplied, extra oxygen atoms produced on the MoNC rows
simplified the reaction paths. Hydrogen atoms produced by dissociative adsorption of methanol
(step 8.16) are immediately trapped by the extra oxygen atoms (step 8.10). A minority of them re-
combine with methoxy to be desorbed as methanol (step 8.17), and only a small amount of H2 was
detected during the reaction. Methoxy decomposition to form CH2O by steps 8.11, 8.12 (followed
by step 8.7), or 8.15 showed a high selectivity of 89%. With sufficient amounts of extra oxygen and
a small coverage of OeH(a) in the catalytic reaction conditions, the contribution of step 8.15 was
much lower than that of step 8.11 or step 8.12. The initial rate of formaldehyde formation (v�) can
be given by Equation 8.19 similar to Equation 8.18.

In the steady state of the catalytic CH3OH�O2 reaction,

(8.19)

where 	� and Ea� are the preexponential factor and activation energy of C–H bond scission (step 8.11
or equally step 8.12 � step 8.10) obtained by TPR (	��2�1013�2 sec�1, Ea�� 155�18 kJ/mol), re-
spectively, and S�CH2O

is the selectivity to CH2O. E� is an apparent activation energy for the CH2O
formation determined from the Arrhenius plot (51�5 kJ/mol), and A� is a constant coefficient. The
coverage of extra oxygen is not included in the rate because it is a constant in the steady state. S�CH2O

is almost unity under these conditions. Thus, �CH3O was calculated from Equation 8.19. It decreased
from 0.09 at 560 K to 0.03 at 600 K. �

H
was calculated in a similar way and it was found to be less

than 10�4. Then, the methoxy species is formed by dissociative adsorption (step 8.16) and consumed
by (which?) reaction (step 8.11 or step 8.12). The extra oxygen atoms are adsorbed competitively
with methoxy species on one-dimensional MoNC rows. The coverage of extra oxygen is estimated by
the simulation to be 0.28, 0.33, and 0.30 at 560, 580, and 600 K, respectively. It decreases at the
higher temperature because of a higher reaction rate to be desorbed as H2O.

8.2.3.4 Regulation of the Methanol Oxidation by Extra Oxygen Atoms

It is suggested that methoxy species exclusively adsorb on MoNC because of considerable steric
blocking of oxygen atoms on Mo2C

suggest the selective adsorption of these species on the MoNC rows. These two species competi-
tively adsorb on the one-dimensional MoNC rows. Figure 8.5 shows a model of the Mo(112)-
(1�2)-O surface coadsorbed with extra oxygen atoms (�

O
�0.21) and methoxy species (�CH3O�

0.07). This model suggests that C–O bond scission of the methoxy is inhibited not due to steric
blocking but due to electronic modification of Mo atoms by the extra oxygen atoms. C(a) species
is accumulated on the Mo(112)-(1�2)-O surface during the catalytic reaction with CH3OH feed

oxygen atoms. This result also excludes the possibility of steric blocking as a major reason of the
inhibition. 

The extra oxygen decreased the activation energy of C–H bond scission of the methoxy, which
is the rate-limiting step of the selective methanol oxidation. TPD spectra of CO indicate that extra
oxygen species reduce the electron density of Mo atoms in MoNC rows. This modification causes
the decrease of the activation energy for the methoxy dehydrogenation. The extra oxygen is

′ ′ ′ ′ ′ ′	 	 �� � � �S exp( / ) exp( / )CH O CH O a2 3
E RT A E RT
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alone (Table 8.3), but it does not inhibit C–O bond scission of methoxy species in contrast to extra

Figure 8.5). The saturation coverages of extra oxygen (0.5 ML) and methoxy (�0.25 ML) also
rows (see the van der Waals sphere of an oxygen atom in



desorbed as H2O during the catalytic reaction. Thus, the selective catalytic oxidation of methanol
may involve the direct extraction of a hydrogen atom by an extra oxygen atom (step 8.11), which
is similar to the mechanism proposed in oxidative dehydrogenation of methanol on oxide surfaces
[13]. One dimensionality of the MoNC row may increase the probability of the direct interaction be-
tween methoxy and extra oxygen species. 

A high preexponential factor of 7�1015�1 sec�1 is observed on the Mo(112)-(1�2)-O surface
without extra oxygen. A high preexponential factor has also been reported on CO desorption from
Ru(001), which was rationalized by high mobility of transition state species on the surface [14].
Methoxy species in the transition state are probably weakly bound to the surface and may diffuse
freely along an MoNC row. The extra oxygen atoms decreased the preexponential factor of the
reaction on the other hand. The extra oxygen atoms may restrict the diffusion of transition state
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Figure 8.5 Schematic illustration of adsorbed methoxy and extra oxygen on Mo(112)-(1�2)-O.
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species, resulting in a lower preexponential factor (2�1013�2 sec�1). As one can consider that dis-
sociation of C–H and C–O bonds of methoxy occur on Mo atoms in an MoNC row, effective motion
of the methoxy for dissociation is hindered rotation along the MoNC row. Extra oxygen atoms may
restrict the diffusion and hindered rotation of methoxy even at the lower coverage due to the one
dimensionality of the MoNC row. 

8.3 REGULATION OF CATALYSIS BY DESIGN OF ACTIVE STRUCTURES

8.3.1 Chemical Tuning of Active Sites

In this section a series of chemical designs of Nb structures on SiO2 is introduced as an exam-
ple of a one-component tunable catalyst, where the selectivity of ethanol reactions strongly depends
on the Nb structures.

2

use of Nb(�3-C3H5)4 as precursor and characterized by extended x-ray absorption fine structure

of ethanol to form acetaldehyde and H2

that of a usual impregnation Nb catalyst and the selectivity is as high as 95 to 100%, whereas the
impregnation catalyst is unselective. The dehydrogenation reaction proceeds via the Nb-ethoxide
intermediate, but the intermediate is very stable and is not decomposed until 600 K as shown in
Scheme 8.1. Even if an adsorbed species at the surface is very stable in vacuum or before catalysis,
the catalytic reaction is able to proceed through the same species by activation of the intermediate
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Figure 8.6 Proposed structures of Nb monomer, Nb dimer, and Nb monolayer on SiO2.
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as shown in Table 8.4 [7]. The activity is much higher than

(EXAFS), FT-IR, Raman, ESR, and XPS (x-ray photoelectron spectroscopy). The monomer cata-
lyst (1 in Scheme 8.1 and Figure 8.6) exhibits high activity and selectivity for the dehydrogenation

The SiO -attached Nb monomer catalyst with a four-coordinate structure was prepared by the



by the reactant [6]. Thus, it may be critical for the dehydrogenation on Nb sites to create a vacant
site with an appropriate conformation for the transition state on which electron donation-induced

2 5

If a vacant site is occupied by another Nb atom such that it is a dimer, new catalysts may be de-
5

5 5

(�5,�1-C5H4)]2 with SiO2 at 313 K, followed by treatment with O2 at 773 K. The proposed structure
(4) was characterized by EXAFS, x-ray absorption near-edge structure (XANES), FT-IR,
DR(diffuse reflectance)-UV/VIS, and XPS, which showed Nb–Nb (coordination number, CN: 0.9)

bonds [7]. The Nb dimer/SiO2

observed on the Nb monomer catalyst is significantly suppressed to 1/300 and the dehydration is
promoted four times on the dimer, indicating that the Nb dimers on SiO2 have an acidic character.
It is to be noted that the change of the number of Nb atoms at the active sites from one to two metal
atoms gives rise to a complete reverse of basicity/acidity in the catalytic properties. In dimer (4) the

preferable conformation is difficult, unlike in the case of a monomer (1). Furthermore, the Lewis
acidity of the Nb atoms in the dimer is increased by the oxygen bridge.

A Nb-oxide monolayer (5) was successfully prepared by using a Nb(OC2H5) precursor. The
monolayer growth was monitored mainly by Nb–Si bond (0.327 nm) formation characterized by
EXAFS. The monolayer (5) showed two different Nb–Nb separations at 0.378 and 0.342 nm,
both being considered to have one or two bridging oxygens (Nb–O: 0.211 nm), respectively. The
monolayer (5) is active and selective for C2H4 formation from C2H5OH in the temperature range
373 to 573 K as shown in Table 8.4. The monolayer catalyst (5) always shows the selective
intramolecular dehydration of ethanol, suggesting that the Lewis acid sites in the monolayer nio-
bium oxides may be distributed in an isolated manner. The niobium oxide layer is somewhat dis-
torted by the structural mismatch and the strong Nb–O–Si interaction between the Nb oxide
overlayer and the SiO2 surface, as proven by EXAFS. The distortion and mismatch should be re-
leased by the creation of the Lewis-acidic Nb sites. Nb-oxide monolayers on various oxide sup-
ports have been extensively investigated and characterized by Raman spectroscopy [15]. These
structures are described as being made up of an octahedrally coordinated NbO6 structure with
different degrees of distortion. The Lewis acid sites may be dispersed basically in the NbO6

overlayer, rendering this type of catalyst applicable to intramolecular dehydration processes.
Note that the catalytic property of Nb species can be regulated by the number of Nb atoms,
where the structure requirement of catalysis is sensitive to molecular-level arrangement of Nb
atoms on the surface.
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Table 8.4 Catalytic Performances of the Nb Monomer, Dimer, and Monolayer Supported on SiO2, and
an Impregnation Nb Catalyst for Dehydrogenation and Dehydration (Intra and Inter) of
Ethanol 

Catalyst Initial Rate Selectivity
(mmol/min/g-Nb) (%)

Total AA E�DE AA E DE

Monomera 1.25 1.20 0.049 96.1 2.8 1.1
Dimera 0.18 0.004 0.176 2.1 24.2 73.7
Monolayera 0.11 0.001 0.106 0.9 99.1 0.0
Impreg.a 0.17 0.052 0.118 30.5 20.2 49.3
Nb2O5 bulkb 0.0026 0.0004 0.0022 14.8 46.9 38.3

Note: AA, acetaldehyde; E, ethene; DE, diethyl ether; Ethanol � 3.1 kPa.
a 523 K.
b 573 K
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and Nb–Si (CN: 2.3) inter-atomic distance at 0.303 and 0.328 nm, respectively, besides Nb–O
catalyst (4) shows high selectivity for the dehydration of ethanol

access of a second ethanol molecule to the Nb atom coordinated with a first ethanol molecule in a

irrespective of the presence or absence of the ambient ethanol (Table 8.4). The dehydrogenation

signed. The Nb dimer catalyst (4) in Figure 8.6 was prepared by the reaction of [Nb(� -C H )H-
-

activation of �-hydrogen of C H O group is favorable.



8.3.2 ReOx Clusters Produced in Situ

Rhenium is one of the oxophilic atoms effective for oxidation reactions. ReOx species are
likely to have chemical interaction with various oxide supports and exhibit unique catalytic prop-
erties that cannot be observed on monomeric rhenium oxides. A new active six-membered octa-
hedral Re cluster in zeolite pores (H-ZSM-5 [HZ]) is produced from inactive [ReO4] monomers in
situ under selective propene oxidation to acrolein (C3H6�O2 �CH2�CHCHO�H2O) in the pres-
ence of ammonia that is not involved in the reaction equation [16]. The cluster is transformed back
to the original inactive monomer in the absence ammonia. Note that coexistence of spectator NH3

is indispensable for the selective oxidation.
The ReOx /HZ catalyst was prepared by the following procedure. Methyl trioxorhenium (MTO)

was sublimed under vacuum at 333 K and the vapor was allowed to enter the chamber, where the
zeolites were pretreated in situ at 673 K under vacuum. After the chemical vapor deposition (CVD)
into zeolite pores, undeposited MTO was removed by evacuation at RT. The catalyst was treated at
673 K in He before using. 

The CVD catalyst exhibits good catalytic performance for the selective oxidation/ammoxida-
tion of propene as shown in Table 8.5. Propene is converted selectively to acrolein (major) and
acrylonitrile (minor) in the presence of NH3, whereas cracking to CxHy and complete oxidation
to CO2 proceeds under the propene�O2 reaction conditions without NH3. The difference is obvi-
ous. HZ has no catalytic activity for the selective oxidation. A conventional impregnation Re/HZ
catalyst and a physically mixed Re/HZ catalyst are not selective for the reaction (Table 8.5). Note
that NH3 opened a reaction path to convert propene to acrolein. Catalysts prepared by impregna-
tion and physical mixing methods also catalyzed the reaction but the selectivity was much lower
than that for the CVD catalyst. Other zeolites are much less effective as supports for ReOx species
in the selective oxidation because active Re clusters cannot be produced effectively in the pores
of those zeolites, probably owing to its inappropriate pore structure and acidity.
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Table 8.5 Performance of ReOx/Zeolite Catalysts in Selective Oxidation/Ammoxidation of Propene on
a CVD HZcvd Catalyst, an Impregnated HZimp Catalyst, and a Physically Mixed HZphys Catalyst
at 673 K

HZ HZcvd9.2
a HZcvd9.2

b HZcvd4.5 HZimp4.5 HZphys9.6

Re (wt%) 0.0 9.2 9.2 4.5 9.5 9.6

Conversion (%) 19.6 15.2 3.8 15.0 20.0 22.0

Cracking 93.2 5.3 31.8 6.5 59.0 48.3
Ethene 21.5 0.0 18.0 0.0 8.5 10.5
Methylamine 15.0 1.7 0.0 1.5 11.2 9.8
Dimethylamine 14.8 1.2 0.0 1.1 12.5 8.0
Ethylamine 22.0 2.4 0.0 3.9 14.0 10.2
Butene 19.9 0.0 13.8 0.0 11.8 9.8

Oxidation/
ammoxidation 0.0 82.5 0.0 81.6 7.5 10.2
Acrolein 0.0 63.0 0.0 63.5 6.0 6.2
Acrylonitrile 0.0 19.5 0.0 18.1 1.5 4.0

Other products 6.8 12.2 68.2 11.9 33.5 41.5
Acetonitrile 0.0 4.2 4.0 3.8 16.5 20.0
CO2 2.0 4.3 60.0 3.5 10.0 12.6
BTX 4.8 3.7 4.2 4.6 7.0 8.9

Note: Reaction conditions: GHSV 19,200 h�1, C3H6/NH3/O2/He � 7.5/7.5/10.0/75.0%.
aHZ into sample was treated in NH3/He (50:50%) to form HZcvd.
bThe reaction was conducted in the absence of NH3 (C3H6/O2/He � 7.5/10.0/82.5%.
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To investigate active Re species and the promoting role of NH3, characterizations of the CVD
29Si and 27Al solid-state MAS NMR, FT-IR,

changes of ReOx species in the zeolite pore in successive steps such as the MTO CVD, the He treat-
ment at 673 K, the NH3 treatment at 673 K, and the treatment with a mixture of propene and O2 at
673 K. MTO adsorbs on a tetrahedral Al site and near an OH group in zeolite pores at the first step.
EXAFS analysis indicates the existence of two shells, Re–O (CN� 3.0, bond distance R � 0.171
nm) and Re–C (CN� 1.1, R� 0.201 nm), indicating retention of its original MTO structure. FT-IR
peak intensity at 3610 cm�1 attributed to zeolitic protons significantly decreases upon adsorption.
The adsorbed MTO in zeolite pore (6) decomposes at 673 K to form [ReO4] species (7) (Re–O �
0.172 nm), evolving CH4 as proved by Re L1-edge XANES and L3-edge EXAFS [16]. The bonding
of hydrophilic [ReO3] moiety to the Si–O–Al bridge oxygen may increase the hydrophilic nature of
HZ. The chemical shift of tetrahedral Al species in 27Al solid-state NMR changes from 60 ppm for
species (6) to 50 ppm for species (7), indicating the additional bonding between [ReO3] and tetra-
hedral Al site in Figure 8.7. 

After NH3 exposure, the XANES and EXAFS spectra change remarkably and Re–Re bond-
ing appears. EXAFS data are well fitted by three shells, Re�O (CN � 2.3, R� 0.172 nm), Re–O
(CN � 1.8, R � 0.203 nm), and Re–Re (CN � 3.9, R � 0.276 nm). The CN for Re–Re suggests
the formation of a six-membered Re6 cluster framework in octahedral geometry (8). Re atoms oc-
cupy six corners of the octahedron and each Re atom has four-coordinated with neighboring Re
atoms. Accompanied with the change of Re framework by the NH3 exposure, the shifted MAS
NMR signal for tetrahedral Al returns to the original position at 60 ppm, indicating that a part of
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Figure 8.7 Structural changes of ReOx species in  HZcvd catalyst preparation and the catalytic reaction con-
ditions, and a proposed structure of active [Re6O17] cluster in the ZSM-5 pore channel, where the
[Re6O13] cluster is bound to the pentagonal rings of the zeolite inner wall via three lattice oxygen
atoms, and the oxygen atoms are tentatively arranged on the Re6 octahedron.
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XANES, and EXAFS at the sequential stages for the reaction. Figure 8.7 illustrates the structural
catalyst have been performed by means of XRD,



Al interacts with the Re species due to Re clusterization and that the additional interaction be-
tween the Re cluster and tetrahedral Al is weak. 

The proposed Re6

selective propene oxidation under a mixture of propene, O2 and NH3. When the Re6 catalyst is
treated with propene and O2 4

monomers (7), reversibly. This is the reason why the catalytic activity is lost in the absence of am-

3

formation (C3H6�O2�CH2�CHCHO�H2O) is a prerequisite for the catalytic reaction as it pro-
duces the active cluster structure under the catalytic reaction conditions.

8.4 DESIGN OF REACTION INTERMEDIATE AND TRANSITION-STATE ANALOGUE
FOR A TARGET REACTION ON OXIDE SURFACES

If it is assumed that enzymes can accommodate the structure of the reactant molecule in the
transition state [17], the activation energy can be drastically decreased by the stabilization of the
transition state. If one can synthesize a molecule that fits a structure of the transition state, the ob-
tained molecule (transition-state analogue) can be used as a template for an antibody [18]. A stable
transition-state analogue (phosphuric ester) for the proposed transition state in the enzyme-
catalyzed reaction can be chemically synthesized. By using it, its antibody can be produced in some
organisms. This antibody exactly fits the transition state and hence catalyzes the reaction through a
preferable interaction with the transition state [19–21]. Preparation of an artificial enzyme catalyst
as molecular architecture has generally been a difficult and unaddressed challenge to date. 

Molecular design of the active site on catalyst surfaces regarded as a reaction intermediate for
a target catalytic reaction is also a way to provide efficient catalysis [22]. In order to achieve the
catalyst design, the reaction mechanism including the structural and electronic change of active
metal sites must be known at a molecular level. 

8.4.1 Reaction Regulation by Molecular Imprinting

Since the discovery of catalysis of metal complexes by Wilkinson et al. [23], many metal com-
plexes have been used as catalytically active species in homogeneous systems, and catalytic reac-
tion mechanisms on metal complexes have been investigated for various reactions. It is well known
that ligands coordinated to a metal center significantly modify and regulate not only reactivity of
the metal electronically but also the space around the metal geometrically. As a result, tremendous
selectivity can be achieved on metal–complex catalysts, which may be difficult to obtain on metal
particles and metal single–crystal surfaces. Optimum regulation by ligands in metal complexes
finds selective catalysis and asymmetric synthesis. 

Homogeneous metal complexes in solution easily gather during catalytic cycles and cause
decomposition of metal complexes, resulting in loss of the catalytic activities. Transformation of ho-
mogeneous catalysts to heterogeneous catalysts with molecular-level active structures has been ac-
complished by attaching metal complexes on oxide or polymer supports [4, 6, 7, 24–29]. The new and
distinct materials and chemistry prepared stepwise in a controllable manner by using organometallic
and inorganic complexes as precursors provide an opportunity for the development of efficient cat-
alytic molecularly organized surfaces. In the development of novel catalysts, new chemical concepts
regarding composition or structure are conceived. This section discusses the progress in molecular im-
printing as a new tool for design of shape-selective metal complexes at surfaces.

To prepare artificial enzymatic systems possessing molecular recognition ability for particular
molecules, molecular imprinting methods that create template-shaped cavities with the memory of
the template molecules in polymer matrices, have been developed [22, 30–35] and established in re-
ceptor, chromatographical separations, fine-chemical sensing, etc. in the past decade. The molecular
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monia (Table 8.5). Note that NH , which is not involved in the reaction equation for the acrolein

cluster (8) with terminal and bridged-oxygen atoms acts as a catalytic site for

at 673 K, the cluster is transformed back to the inactive [ReO ]



design of catalytic sites is necessary for the regulation of catalysis. The regulation of dynamic cat-
alytic processes requires careful strategy of chemical design of the catalytic sites.

The principle of cavity creation with a similar shape to that of a template molecule in an ap-
propriate matrix, by molecular imprinting involves two processes as shown in Figure 8.8, which
illustrates an example of metal complexes immobilized on a support surface. An organic or inor-
ganic polymer matrix is produced around a particular molecule used as a template, covering the
space around the template. Then the template molecule is removed from the polymer matrix, and as
a result, a template-shaped cavity in place of the removed template is obtained in the matrix. The
cavity acts as a selective recognition space for molecules with a shape similar to the template. In
most cases of metal-complex imprinting, ligands of the complexes are used as template molecules,
which aim to create a cavity near the metal site. Molecular imprinting of metal complexes enables
realization of several features, e.g., (1) attachment of metal complex on robust supports, (2)
surrounding of the metal complex by polymer matrix, (3) formation of new active structure in the
matrix, and (4) production of shape-selective space on the metal site. Most of the imprinted metal-
complex catalysts have been prepared by imprinting in bulk polymers. However, active sites pre-
pared by bulk imprinting may often be located inside the bulk polymer matrices, where the access
of substrate molecules to the sites is difficult. Further, such organic polymers tend to have limited
durability in organic solvents or under severe catalytic conditions such as in the presence of oxi-
dants, at high temperatures, etc. On the other hand, oxide supports are inert and robust materials,
on which metal complexes can be attached by chemical bondings. Oxide-supported metal
complexes often exhibit unique properties and reactivities so that molecular imprinting of metal
complexes at oxide surfaces has many possibilities to produce new excellent catalysts similar to en-
zymatic systems. Recently, for the time,imprinted rhodium complexes on an SiO2 surface for cat-
alytic shape-selective hydrogenation of simple alkenes without any functional group was designed

metal–metal interaction is crucial to dissociate hydrogen molecules, which is most relevant to hy-
drogenation. The metal dimer is regarded as a minimum active structure for heterogeneous metal
catalysis involving metal–metal bonding. In order to create an Rh dimer structure with a template
cavity on an Ox.50 (SiO2 with a low surface area) surface, an Rh2Cl2(CO)4 and P(OCH3)3 were used
as an Rh dimer precursor and a template ligand, respectively. The template P(OCH3)3 is regarded as
an analogue to a half-hydrogenated alkyl intermediate of hydrogenation of 3-ethyl-2-pentene. 

Rh2Cl2(CO)4 is attached on the Ox.50 surface, retaining the bridged-dimer structure monitored
by FT-IR. By exposing the surface to P(OCH3)3, the surface-attached Rh carbonyl dimer is con-
verted into an Rh monomer pair (Rh2sup)(9) with two P(OCH3)3 ligands on Rh (Rh–P: 0.224 nm),
which is attached on the surface via Rh–O bonding at 0.203 nm in a bidentate form. The first step
of molecular imprinting for the attached rhodium complexes is performed by hydrolysis-
polymerization of Si(OCH3)4, which possesses methoxy groups by positive interaction with the
template. The second step is the removal of template P(OCH3)3 by evacuation at 363 K. Note that
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[36–38]. The preparation steps are presented in Figure 8.9. In heterogeneous systems, generally



the surface imprinting causes dimerization of the Rh monomers to produce highly active Rh
dimers (10) with a direct Rh–Rh bond at 0.268 nm in the pores of 0.74 nm dimension in the SiO2-
matrix overlayers. By the molecular imprinting procedure, the coordination number of Rh–P bond
at 0.221 nm becomes unity. The change in Rh structures in the imprinting processes can be ex-
plained by DFT calculation [37]. We assume that the elimination of the two phosphite ligands from
the monomer pair to produce the Rh2(P(OCH3)3)2 structure (Rh2imp catalyst (10)) occurs stepwise
via the stable intermediate Rh2(P(OCH3)3)3 with one P(OCH3)3 on an Rh atom and with two
P(OCH3)3 on another Rh atom in the dimer at the Rh–Rh bond of 0.271 nm. Therefore, the stable
intermediate Rh2(P(OCH3)3)3 is the imprinted Rh species under the CVD process at 348 K. The
elimination of a template P(OCH3)3 ligand from the intermediate at 363 K under vacuum gener-
ates the template size cavity in the SiO2-matrix overlayers.

Hydrogenation reactions are remarkably promoted for all alkenes by surface imprinting. The
imprinted Rh2imp catalyst (10) is tremendously active for the alkene hydrogenation. For example,
hydrogenation of 2-pentene is promoted by factor of 51 as compared to that of the supported Rh
catalyst (9). The metal–metal bonding and coordinative unsaturation of the Rh dimer are key fac-
tors for the remarkable activity of the Rh2imp catalyst (10). The Rh2imp catalyst is highly durable and
surprisingly air-stable in spite of its unsaturated structure, which is advantageous in practical han-
dling of the system. Further, it can be reused without any loss of catalytic activity. It seems that the
chemical attachment in a tetradentate form (Rh–O: 0.211 nm) and the location with stable fitting in
the micropore of 1.9 nm thickness prevent the Rh dimers from leaching to the reaction solution, and
decomposition and gathering of the Rh dimers. 

tion rates by the imprinting revealed that the imprinted Rh-dimer catalyst (10) showed size and

on the Rh2imp catalyst (10) depends on the size and shape of the template cavity as reaction site in
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shape selectivities for the alkenes as shown in Figure 8.10. Selectivity for the alkene hydrogenation

Ratios of turnover frequencies (TOFs) corresponding to the degree of enhancement of the reac-



the micropores of the SiO2-matrix overlayers on the Ox.50 surface, in addition to the electronic and
geometric effects of the ligands. The TOF ratios reduce with gain of alkene size as shown in Figure
8.10. It is to be noted that there is a large decrease between 3-ethyl-2-pentene and 4-methyl-2-
hexene (4-ethyl-2-pentene) due to the difference in the shape of the alkenes. The difference in the
TOF ratios between 4-methyl-2-pentene and 4-methyl-2-hexene is also large where the difference
in the size of a methyl group is discriminated on the Rh2imp catalyst. The TOF ratio for 4-methyl-2-
hexene is much smaller than that for 2-pentene, where the difference is attribuited to the ethyl
group. There is also a big difference between 2-pentene and 2-octene, where a propyl group can be
discriminated. Thus, the molecular imprinting catalyst discriminates the size and shape of the
alkenes. However, there was no significant difference in the TOF ratios between 2-pentene and 4-
methyl-2-pentene, between 3-methyl-2-pentene and 3-ethyl-2-pentene, and between 2-pentene and
3-ethyl-2-pentene (Figure 8.10). Thus, the molecular imprinting catalyst does not discriminate the
existence of methyl and ethyl groups among the alkenes smaller than the template size. It is worth
noting that the reaction rates of 2-pentene, 2-octene, and 1-phenylpropene on the supported Rh2sup

catalyst (9) are similar to each other, whereas the rate enhancements (TOF ratios) for 2-octene and

Because the length of the linear alkene chains cannot be discerned by the ligand-coordinated metal
site, it has been suggested that the difference is caused by the wall of the template cavity around the
Rh-dimer site in the imprinted catalyst (10). 

Activation energies for the hydrogenation on the Rh2sup catalyst (9) are divided into two values,

Such a large difference in the activation energy has also been observed with the Wilkinson complex.
On the contrary, activation entropies for the hydrogenation on the Rh2sup catalyst are similar to each
other, which values are in the range �200 to �215 J/mol/ K for all the alkenes.

After the imprinting, significant differences between small and large alkenes is observed in
both activation energies and activation entropies. The activation energies for the hydrogenation of
3-ethyl-2-pentene and smaller alkenes (the four alkenes on the left in Figure 8.10) on the imprinted
Rh2imp catalyst (10) are 26 to 43 kJ/mol, which are similar to the values observed on the Rh2sup

catalyst (9). The activation entropies for the four alkenes are in the range �170 to �195 J/mol/K,
which are larger than those (�200 to �210 J/mol/K) obtained for the Rhsup catalyst (9). In con-
trast, for the larger alkenes such as 4-methyl-2-hexene, 2-octene, and 1-phenylpropene, the acti-
vation energies are 10, 7, and 8 kJ/mol, respectively, which are small compared with those for the
Rh2sup catalyst (9) and other metal complex catalysts. Furthermore, the activation entropies reduce
significantly from about �210 J/mol/K to about �260 J/mol/K. The conspicuous change in the ki-
netic parameters for the larger alkenes is parallel to the change in enhancement of the reaction
rates. These dramatic decreases in the activation energy and the TOF ratio can be explained by the
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about 30 and 42 kJ/mol for the linear alkenes and the branched alkenes, respectively, in Table 8.6.

1-phenylpropene (10 and 7 times, respectively) are much less than that for 2-pentene (51 times).



shift of the rate-determining step from alkyl formation to the coordination of alkene to the Rh site.
The activation entropies for the larger alkene molecules also decreased largely to about �260 from
about �180 J/mol /K for the other small molecules. It suggests that the conformation of the coor-
dinated alkene in the template cavity is regulated by the wall of the cavity and the remaining
P(OCH3)3 ligands. For the alkenes with the larger sizes and different shapes compared to the tem-
plate, the coordination to the Rh site through the cavity space becomes the slowest in the reaction
sequences. The location of the Rh center to which the alkenes coordinate, the conformation of the
remaining P(OCH3)3 ligand, the orientation of template vacant site on Rh, the template cavity
shape, the architecture of the cavity wall, and the micropore surrounding the Rh monomer in the
SiO2-matrix overlayers provide the active Rh2imp catalyst (10) for size- and shape-selective hydro-
genation of the alkenes.

The method combining metal-complex attaching and molecular imprinting on the surface
demonstrates that the strategy can regulate and design chemical reactions at a molecular level like ar-
tificial enzyme catalysts. Achievement of more strict recognition of molecules needs further investi-
gation and molecular recognition of reactants with functional groups is the next stage of the study. 

8.4.2 Design of a Reaction Intermediate on Catalyst Surface

Alkene hydroformylation on mononuclear Rh complexes in homogeneous catalytic systems
proceeds via an Rh-acyl intermediate. On the other hand, heterogeneous catalysis generally in-

Rh catalysts shows a maximum activity at an optimum particle size of about 2 nm, suggesting the
contribution of a metal ensemble to the catalytic performance. It may be of importance to know the
role of metal–metal bonding in metal catalysis. An example of catalyst design by synthesizing an
Rh dimer with an acyl ligand at a SiO2 surface is introduced here.

Trans-[(RhCp*CH3)2(
-CH2)2] (Cp*�pentamethy-clopentadienyl) has CH3 and 
-CH2 ligands
which can react with each other to form an ethyl ligand on the Rh atom. The complex was supported
on an SiO2 surface with retention of the Rh–Rh bond, and the CH3 and 
-CH2 were reacted to form
C2H5

The Rh dimers (11) were exposed to CO to form gem-carbonyls (12), which appeared at 2032 and
1969 cm�1. One of the carbonyls is inserted into ethyl ligand to form an acyl ligand (1710 and 1394
cm�1

garded as a catalytic intermediate for ethene hydroformylation. The Rh dimer (13) was used as a

performances of Rh dimers supported on TiO2, Al2O3, and MgO are also shown in Table 8.7. The
Rh dimer catalysts were all inactive expect for the SiO2-supported Rh dimer catalyst (Rh2/SiO2),
which exhibited much higher activity and selectivity for propanal formation than the impregnated
Rh/SiO2 catalyst. This result is opposite to the supported Rh cluster catalysts that showed higher ac-
tivity when Rh4(CO)12 and Rh6(CO)16 were deposited on basic supports like MgO, ZnO, and La2O3,
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Table 8.6 Activation Energies and Activation Entropies for the Alkene Hydrogenation on the
Supported and Imprinted Rh-Dimer Catalysts

Reactant Supported Catalyst (Rhsup) Imprinted Catalyst (Rhimp) 
Ea (kJ/mol) �‡S (J/K/ mol) Ea (kJ/mol) �‡S (J/K/ mol)

2-Pentene 34 �205 26 �195
3-Methyl-2-pentene 44 �200 43 �170
4-Methyl-2-pentene 40 �207 40 �175
3-Ethyl-2-pentene 42 �210 39 �189
4-Methyl-2-hexene 40 �212 10 �276
2-Octene 28 �215 7 �257
1-Phenylpropene 29 �213 8 �256
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catalyst for the catalytic hydroformylation and performed efficiently, as shown in Table 8.7. The

) by heating at 423 K as illustrated in Scheme 8.4. Note that the Rh dimer obtained (13) is re-

on an Rh atom (species 11 in Scheme 8.4), which were characterized by EXAFS and FT-IR.

volves more than one metal atom at catalyst surfaces. In fact, ethene hydroformylation on supported



compared with that supported on acidic supports like SiO2 and Al2O3. Thus, the possibility of an-
other mechanism and support effect that works in the Rh dimer catalyst system is suggested.

When species (13) is exposed to CO at 313 K, dicarbonyl species is formed, while Rh–Rh bond
is cleaved (species 14). Transformation between (13) and (14) reversibly occurs as proved by both
FT-IR and EXAFS. CO insertion from (14) to (13) proceeds under CO-deficient conditions. Generally,
in homogeneous systems, CO insertion proceeds more favorably under CO-rich (high-pressure CO)
conditions or with the coexistence of cocatalysts like PPh3, because excess CO or PPh3 occupies the
vacant site on the Rh atom to stabilize the acyl species produced. On Rh2/SiO2, the regenerated
Rh–Rh bond plays a similar role as an additional ligand. The CO insertion is promoted by the for-
mation of metal–metal bonding. This mechanism is also rationalized by kinetic data of CO hydro-
formylation [39].

On Rh2/TiO2 the Rh–Rh bond is also regenerated by heating the dicarbonyl species, but is ac-
companied by the formation of a CO-bridged species, where one of the dicarbonyl ligands is merely
desorbed. Thus, CO insertion promoted by Rh–Rh bond formation does not take place on Rh2/TiO2.
On Rh2/Al2O3, Rh dimer structure is observed as the main species by EXAFS. Rh species on MgO
is aggregated to form a small Rh cluster with direct Rh–O bonding. The Rh–Rh bonding in the
cluster on MgO is stable and not cleaved by exposure to CO. The metal-assisted CO insertion is not
observed with the Rh2/MgO catalyst.

The reason why the activity varies so much according to the kind of supports is that the sur-
face structure properties vary with the kinds of supports, which causes significant difference in

STRUCTURE AND REACTION CONTROL AT CATALYST SURFACES 253

0.259 nm

C5Me5

C5Me5

C5Me5 C2H5

C5Me5

C2H5

COC2H5

C2H5CHO

C2H4

H2

C5H5

C2H5

H3C
SiO2

313 K

0.205 nm

OH
373 K

0.270 nm
0.187 nm

0.220
nm

O

CO

O O O
C C

0.299 nm

CO, 313 K

423 K

0.219 
nm

423 K

0.205 nm
0.220

nm

(13)

0.188 nm
C C

0.299 nm

(12)0.203 nm(14)

RhRh

0.262 nm

0.220 nm

(11)

CO

0.204 nm

313 K

C5Me5 CH2

CH2

CH3

RhRh

C5Me5 CH2 CH3

CH2

RhRh

CH2

CH2

RhRh
O O

C5Me5

RhRh
O O

C5Me5

RhRh
O O

RhRh
O O

O O

O O

Scheme 8.4 The preparation step for Rh2/SiO2 and the structural change during ethene hydroformylation.

Table 8.7 Catalytic Performances of Ethene Hydroformylation on the Rh Dimer Catalysts at 413 K

Catalyst TOF (Total) TOF (Ethane) TOF (Propanal) Selectivity (%)

Impreg. Rh/SiO2 22.8 21.5 1.3 5.6
Rh2/SiO2 36.9 4.1 32.8 88.9
Rh2/TiO2 6.3 6.3 0 0
Rh/Al2O3 6.8 6.8 0 0
Rhx/MgO 56 56 0 0

Note: TOF � 10�4 min�1; CO/H2/C2H4 � 1:1:1 (total pressure � 40.0 kPa).
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reactivity. The Rh dimer complex is supported on SiO2, keeping its dimer structure. The Rh–Rh
bond has such a flexible character that it makes CO insertion promoted by Rh–Rh bond formation
possible. On TiO2, the Rh dimer is supported, keeping its original structure to some extent. Rh–Rh
bond is broken at one, but is regenerated by heating at 473 K. Unlike Rh2/SiO2, the formation of
Rh–Rh bond does not promote CO insertion; instead 
-CO is formed. On Al2O3, metal-support in-
teraction becomes stronger and the Rh dimer is supported as monomer, and formation of Rh–Rh
bond is prohibited. Again, metal–metal-assisted CO insertion does not occur on Al2O3 support. On
MgO, the Rh dimer is converted into clusters during the heating of the surface-Rh dimers. No hy-
droformylation reaction occurs. On Rh2/TiO2, Rh2/Al2O3 and Rh2/MgO, promotion of CO inser-
tion by the adjacent Rh atoms is not observed, possibly because the interaction between Rh dimers
and supports are too strong.

8.5 CONCLUSION

In this chapter, the issues of promoting and regulating catalytic reactions by the presence of
coadsorbed species and the design of active structures at catalyst surfaces have been addressed for
two classes of well-defined catalyst surfaces: chemically designed surfaces and single-crystal sur-
faces. However, the precise way of controlling molecular activation and reaction intermediates that
are critical in achieving high selectivity has not been adequately addressed. The requirement and
design of molecular structures and quantitative ensemble sizes for efficient catalysis represent im-
portant but as yet unaddressed challenges to the field. This sort of study should be tackled.
Understanding and controlling catalyst surfaces are the key issues for development of new catalysts,
but conventional supported metal catalysts are generally heterogeneous and complicated. Their
characteristics are difficult to ascertain, especially under catalytic reaction conditions, which results
in the restriction of the development of new catalytic materials. Molecular-level control of catalyst
surfaces is necessary for design of multifunctionalized catalytic sites. New and distinct materials
and chemistry prepared stepwise in a controllable manner by using organometallic and inorganic
complexes as precursors provide an opportunity for the development of efficient catalytic molecu-
larly organized surfaces. The key factors of chemical design of supported catalyst surfaces include,
for example, composition, structure, oxidation state, distribution, morphology, and polarity, which
should be organized at the surface. In the development of novel catalysts, new chemical concepts
and strategies regarding composition or structure are conceived, which can be associated with in
situ characterization. Well-defined single-crystal surfaces are model catalyst surfaces that have
advantages in finding the key requirements for selective catalysis with the aid of modern physical
techniques that can be applied most efficiently to single-crystal surfaces. The establishment of
molecular-level rational design of catalyst surfaces with good performances and the development of
in situ characterization techniques for catalyst surfaces under the working conditions are still im-
portant subjects to be solved as an objective of the field.
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CHAPTER 8 PROBLEMS

Problem 1

Describe the promising methods of design of active structures on support surfaces.

Problem 2

In section 3.1 the selectivity of ethanol dehydrogenation and dehydration on supported Nb cat-
alysts is controlled by design of active Nb structures. Describe the important issues to control the
selectivity of catalysis.

Problem 3

The rate of ethane formation in ethanol dehyration (C2H5OH --� C2H4 � H2O) on the Nb
dimer/SiO2 catalyst is accelerated 1.7 times when C2H5OH is replaced by C2D5OH. The substitution
of the OH hydrogen with deuterium gives no effect on the rate. Explain the inverse isotope effect.

Problem 4

Considering the catalytic reaction, C2H5OH � 1/2 O2 --� CH3CHO � H2O,
When this reaction proceeds via the following two steps:

C2H5OH � [Mo6��O] --� CH3CHO � H2O � [Mo4�]

[Mo4�] � 1/2 O2 —-� [Mo6��O] 
give the catalytic reaction rate v for the ethanol oxidation. [Mo6��O] and [Mo4�] represent an ac-
tive site with Mo � O bond and its reduced site in a Mo-oxide catalyst. 
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9.1 INTRODUCTION 

A researcher in the field of heterogeneous catalysis, alongside the important studies of catalysts’
chemical properties (i.e., properties at a molecular level), inevitably encounters problems deter-
mining the catalyst structure at a supramolecular (textural) level. A powerful combination of
physical and chemical methods (numerous variants x-ray diffraction (XRD), IR, nuclear magnetic
resonance (NMR), XPS, EXAFS, ESR, Raman of Moessbauer spectroscopy, etc. and achievements
of modern analytical chemistry) may be used to study the catalysts’ chemical and phase molecular
structure. At the same time, characterizations of texture as a fairytale Cinderella fulfill the routine
and very frequently senseless work, usually limited (obviously in our modern transcription) with
electron microscopy, formal estimation of a surface area by a BET method, and eventually with
porosimetry without any thorough insight. 

The problem of textural studies is not just reduced to the development of their experimental
base, but more important is interpretation of the obtained results. The reliable interpretation
should be based on the accounting of specific rules and laws that determine the interrelations
between textural parameters, their origin and evolution during synthesis, and processing of the
catalyst. By the way, that is not a problem limited to heterogeneous catalysis. The same prob-
lems arise during studies of porous films in physics, soils in geology, as well as for colloidal and
biological systems. Therefore, we believe that nowadays allocation of these problems to an in-
dependent interdisciplinary scientific direction becomes imperative. The attempted development
of such an approach including a set of theoretical and experimental methods, designated here as
Texturology (texture, Latin: features of a structure of something considered as a whole, caused

this chapter.

texture one means the individual geometrical structure of catalysts, supports, and other porous sys-
tems (PSs) at the level of pores, particles and their ensembles (i.e., on a supramolecular level scale
of 1 nm and larger). In a more complete interpretation, texture includes morphology of porous space

ity, and distribution of individual supramolecular elements of the system: particles and pores (or
voids) between particles, various phases, etc. In turn, texturology also involves general laws of tex-
ture formation and methods for its characterization [3]. 

Many of the physicochemical laws that determine formation and properties of PS texture have
the same origins as J.-M. Lehn’s supramolecular chemistry [4]. Those origins highlight a deter-
mining role of weak intermolecular interactions, specific influence of geometry and topology, spe-
cial mechanisms of assembling, including self-assembling, frustration, molecular recognition, etc.,
that usually are not considered in molecular chemistry.

PSs of identical molecular composition and structure. All of these materials represent SiO2 phase
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Figure 9.1 shows some examples of a possible texture (supramolecular structure) variety for

and the skeleton of a condensed (solid or sometimes liquid) phase, the shape, size, interconnectiv-

by an arrangement of its components; and logos, Greek: knowledge, doctrine), is the focus of

Here, following the works of J.H. De Boer (Delft, The Netherlands, see elsewhere [1,2]), by



amorphous at the molecular level, but their supramolecular structure varies radically due to dif-
ferent synthetic conditions. For example, as-synthesized silica gels (Figure 9.1a) are usually
formed of a random packing of spherical particles (globules). However, their sintering under hy-
drothermal conditions results in accretion of individual globules into conglomerates of various
shapes (Figure 9.1b). The texture of a porous glass type of Vycor (Figure 9.1c) is formed during
removal of the soluble additives from the amorphous SiO2 phase. It is similar to sponge, and rep-
resents a system of interconnected cavities of various sizes. Using alternative conditions of SiO2

synthesis one can obtain highly ordered mesophases that combine the structural features of an
amorphous phase at a level of short-range order, with the long-range order characteristic of crys-
tals (Figure 9.1d and Figure 9.1e). For example, the structure of mesoporous mesophase type of
MCM-41 (Figure 9.1d) is similar to a honeycomb, which is a 2D hexagonal packing of parallel
pores of the identical cross-sectional size and shape, whose walls have an apparent amorphous
structure. In turn, the structure of opals (Figure 9.1e) is generated by a regular packing of globu-

tural variations of materials with consistent chemical and phase composition are characteristic of
many of PSs [3]. 

It is essential that all PSs are multiphase. The easiest case to handle is the biphase system con-
sisting of a condensed phase (solid) and a void inside porous particles or between consolidated
ensembles of nonporous or porous particles. The void occupies a part of the volume, �, which is
referred to as porosity. The other part of a PS volume is equal to ��(1��), and is termed density of

condensed phases of different structure, including combinations of solid(s) and liquid(s). 
The surface of PSs is determined as an interface between the condensed phase and the space

of the pores. For catalysts with supported active components textural characteristics of individ-
ual phases are important, including their accessible, surface areas and the interfacial surface
areas [5,6].
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(a) (b)

(c) (d) (e)

20 nm
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1ME 10.0 kv x5.00 K 3 µm

Figure 9.1 Examples of texture of the materials formed on a short range from amorphous SiO2: (a) silica gel; (b)
hydrothermally treated silica gel; (c) porous glass; (d) mesoporous mesophases type of MCM-41; and
(e) opal.
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packing. It is filled with the condensed phase (see Section 9.4). Generally, PSs can include various

lar particles (size of tens of nanometers), which have amorphous internal structure. Similar tex-



Here we come to the definition of fundamental textural characteristics of PSs that can be
conditionally divided into two groups [3]. We attribute the characteristics that do not require
obligatory introduction of any morphological models for a PS or its components to the first
group, and designate these characteristics as morphoindependent. Porosity and density of packing,
whose values are related to unit of volume of a porous solid, are included into this group. For
porous powders, tablets, granules, and other PSs, one can allocate three principal values of
density [7] as follows:

● True or skeletal density, �, which is the mass, m, divided by the volume, V�, of the solid excluding
open and closed pores 

● Apparent or envelope density, ��m/V�, where V� is the volume that includes all the pores inside PS 
● Bulk density, ��m/V�, which corresponds to the mass of a bed of porous particles, granules,

tablets, etc., related to the volume of the whole bulk V� including the pores between granules in a
PS bed 

The important and commonly used textural characteristics also concerning this group are:

● Specific surface area (A) related to a unit of weight or volume (AV), and also the accessible surface
area of the individual components, if some exist in a composite PS 

● Volume of pores, Vpore, related to a unit of weight 

The second group of fundamental textural characteristics is closely related to morphology and
mutual arrangement of particles and pores. There are, first of all, characteristic sizes of particles, D,
and pores, d, for which a definition inevitably requires introduction of morphological models. The
distributions of volume, surface, etc., on the appropriate sizes also belong to this group of charac-
teristics. For many tasks the uniformity of distribution of textural parameters on the radius of a grain
of the catalyst as well as the degree of connectivity and order are essential. However, such analy-
sis, as a rule, requires introduction of geometrical and topological models [3,8]. Therefore, the
characteristics of this group are morphodependent.

The atomic structure of a heterogeneous catalyst determines its chemical and phase properties,
but texture determines a wide range of additional features that dictate such characteristics as ad-
sorption and capillarity, permeability, mechanical strength, heat and electrical conductivity, etc. For
example, the apparent catalytic activity, �, of a grain, taking into account diffusion of reagents,
depends on the interrelation between the rates of reaction and diffusion, and the latter is determined
by a porous structure. 

At this point, we encourage the reader to attempt solving Problem 1 before continuing.
Any heterogeneous catalyst with the ideal chemical composition may be killed if the surface

area, porosity, and other textural characteristics are not optimal. Here, we are ready to formulate

no catalysis without chemical activity, but there is no good heterogeneous catalyst without opti-
mization of its texture. This statement is essential since in another form it is applicable to other
fields, for example, to such a field being relatively far from catalysis as oil recovery and produc-
tion. The oil itself can be as perfect as possible, but if the texture of oil reservoir rocks (pattern) is
porous and interconnectivity of this porous media is not enough to form an infinite cluster (in a

money if there is no oil, but there is no oil at all until the pattern is ready to give it. 
Optimization of texture is the practical aspect of texturology, and the sections below, along with

the derivation of the basic interrelations between textural parameters, illustrate some possible routes
for texture optimization.

Let us start with the fundamental laws of capillarity, which from one side determine the cata-
lysts’ textural and adsorption properties, and from the other side direct the mechanisms of forma-
tion of the catalysts. 
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sense of percolation theory; see Section 9.9.1) the production of oil is zero. Thus, there is no

the first fundamental statement of texturology in application to heterogeneous catalysis: There is



9.2 BASIC PRINCIPLES OF PHYSICAL CHEMISTRY OF DISPERSED SYSTEMS

Atoms (or molecules) on the surface of a condensed (solid or liquid) phase have the excessive free
energy compared to the atoms in the bulk. This is the key factor that determines the ability of highly
dispersed systems for the spontaneous decrease of the excessive free energy any time when possible.

One can estimate this excessive energy using a ratio of the number of surface atoms NS to the
total number, NV, of atoms in a considered object as NS/NV�A/V, that is, the ratio of the surface
area, A, of the object to its volume, V. The ratio A/V is known as dispersion, and (A/V)�1 expresses
the characteristic size of the object [3].

The subnanometer (�1 nm) objects have the majority of the atoms on their surface, which is the
case of ultradispersed systems or nanoclusters. This is the transition region from individual atoms
to phases. The part of the surface atoms in 1 to 100 nm objects decreases with size, reaching the
value of 0.1%. This is the region of highly dispersed systems of nanoparticles (nanodrops if liquid).
The combination of the properties related to excessive surface energy and the properties of bulk
phase is a characteristic to these systems. This allows the determination of the interface dividing
different phases. The objects, whose size exceeds 100 nm have low level of dispersion and the ef-
fect of excessive free energy is insignificant, although such objects show the ability to agglomerate,
their packing is very loose, they have the increased sedimentation time, and can be easily enticed
with a flow.

The genesis of the highly dispersed systems is determined by the specific laws of the thermody-
namics of interface phenomena, kinetic, and geometrical factors. One can determine two stages in the
development of the general theory of interface phenomena divided with 1878. Before this year, a clas-
sical variant of this theory was developed basing on molecular mechanics (it was considered as a part
of general theory of molecular interactions). This approach is based on the works of Young, Laplace,
Dupre, Rayleigh, Grahame, Kelvin,* J. Thomson, van der Waals, and other scientists [9]. But, 1878 is
marked with publication of the second part of fundamental Gibbs paper On the equilibrium of het-
erogeneous substance (Trans. Connect. Acad., 1878, pp. 343–524), which gave a general thermody-
namic description of equilibrium in heterogeneous systems [10]. Thus, the following development of
the theory became impossible without Gibbs’s fundamental ideas that lay in the basis of modern the-
ory of interface phenomena including thermodynamic and statistical–mechanical approximations.

9.2.1 Gibbsian Classical Thermodynamic Theory

a simple example of adsorption of guest component, G, on the surface of host phase, H. The divid-
ing region between phases G and H with possible dependence of density, �(h), on the distance, h,

which the properties of G and H change in steps at some dividing surface. This surface can be
placed at any distance from a real surface. The difference between the real density of guest ��G(h)dh
and the density in the model system is the surface excess of guest. The surface excesses of internal
energy, U*, entropy, S *, and free energy, F *, are determined by analogy. The surface excess can be
positive, negative, or zero depending on the location of dividing surface.

Gibbs postulated the fundamental equation for the surface excess of internal energy as [10,11]

(9.1)U U S N A g gi
* * * *

1 2, , , ,� � �
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* William Thomson (1824–1907) became Lord Kelvin in 1892. He has several famous namesakes: J. Thomson proposed the
law that described the dependence of phase transition temperature on size, J.J. and J.P. Thomson (father and son) are the

Strutt (1842–1919), who got his title (Lord Rayleigh) in 1873 by the inheritance.
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from the interface is shown in Figure 9.2a. Gibbs introduced a model (Figure 9.2b), according to

Gibbs offered the universal method to analyze the events on the interface [10]. Let us consider

Nobel prize awarded physicists, etc. Thus, to avoid misunderstanding we refer W. Thomson as Kelvin by analogy with J.W.



where Ni
* is the molar surface excess of component i, and g1 and g2 are the two principal surface

curvatures, whose physical meaning is discussed below.
Let us consider the typical mechanisms of spontaneous processes that decrease U*. The direction

and driving force of such mechanisms are determined by the laws of equilibrium thermodynamics,
and the rate is proportional to diffusion in gases, viscosity in liquids, and transfer of atoms, vacan-
cies, and other defects in solids.

9.2.2 Flat Interface

In this case, the impact of g1 and g2 is negligible, and we can write the equation for the excess
of internal energy under isothermal conditions in the following differential form:

(9.1a)

where T is the temperature, �i is the chemical potential of component i, and ��(	U*/	A)S ,N i is the
surface tension, which also can be considered as the 2D equivalent of pressure. One can see that in
isothermal regime close to equilibrium, U * can be decreased by decreasing S *, A, and �. The letter
expresses the effect of the surface tension on internal energy excess.

The impact of TdS * is usually small and is frequently taken into account only for the processes
of aggregation or desegregation. It is also convenient to consider the systems with 
i�iNi

*� const.
The decrease in U* is caused by small shifts of atoms located in a layer of 3 to 5 atomic diameters

near the interface. Such shifts can be clearly observed in monocrystals (reconstruction and relaxation
phenomena) [12]. There are mechanisms based on the decrease of A at V � const with the decrease of
dispersion A/V. The results of action of these mechanisms are change of particle and pore shape, de-
crease of the micropore amount and surface roughness, etc. during sintering, coalescence, etc.

The systems with several types of interfaces with different surface tensions �i, for example,
crystals (or cavities in the crystals), are forced to self-minimization of 


i
�i Ai, which originates

Gibbs–Curie–Wulff equation for equilibrium form of crystal of constant volume:

(9.2)

The crystals of nonequilibrium form have the value of 
i�iAi, which exceeds the minimum.
Thus, under the conditions when the atoms in the crystal become mobile, the spontaneous transi-
tion to an equilibrium form becomes probable. In the system of contacting crystals, this frequently
results in the decrease of A/V. 

When the temperature is close to the melting point, solid particles start acting like liquid drops.
The equilibrium form of a liquid drop (G) on a flat surface (H) is determined by Young’s equation,
which was offered in 1805 before Gibbs. The origin here is also the requirement (9.2) taking into

�i i
i

A∑ ⇒ min

d d d N d d d* *U T S N A Ai i i i
i

� � � � �� �� � � �∑
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Figure 9.2 The scheme of calculation of surface excessess by Gibbs.
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account the intermolecular interaction on the interfaces G/H, P/G, and P/H, where P is the environ-
ment (e.g., the vapor of G). The mechanical equilibrium in such systems is controlled by

(9.3)

where the subscript index determines the interface, and � is the contact angle. In 1869, Dupre found
the relation between � and the work of adhesion WGH (the specific (per unit area) work of separa-
tion of phase G and phase H) and cohesion WGG (the specific (per unit area) work that is necessary
to divide a single drop of G to two drops):

(9.4)

Equation 9.3 and Equation 9.4 are interrelated and the form of Equation 9.3 is referred to as
Young––Dupre equation [9]. Mathematically this equation is incorrect when WGH�WGG, but in real
situations this condition usually results in the spreading of G over the surface of H. The conditions

and their derivatives are fundamental for the modern theory of formation, growth, and sintering of
supported catalyst particles [13]. There are three possible mechanisms of growth of supported par-
ticles: (1) layer by layer, when WGH�WGG�0 (Frank–van der Merwe mechanism), (2) islands at
WGH�WGG�0 (Volmer–Weber mechanism), and (3) growth of crystallites over a monolayer at
WGH�WGG�0 (Stranski–Krastanov mechanism).

Another possible factor for the decrease of U* is adsorption that is excess of G on a surface of H.
According to Gibbs, the isotherm of adsorption (the specific surface excess of ith guest) has a form*

(9.5)

One can transform Equation 9.5 to a more convenient way, substituting �i with �i,0�RT ln ai:

(9.5a)�
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*Determination of adsorption of any component is made under the condition of a special location of the dividing surface,
which corresponds to 
j,j�i�jNj�0. This surface is referred to as equimolecular for component i.

�HV

�GV
�GV

�HV �GH�GH

(b)(a)

Solid (H)

G� (G)

Liquid
Vapor (P)

�

Figure 9.3 A drop of liquid on wetting (a) and not-wetting; (b) surface.
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of wetting/spreading that are taken into account with Equation 9.3 and Equation 9.4 (Figure 9.3)



where ai is concentration, partial pressure, or fugitiveness of guest i. Equation 9.5a means that the
positive adsorption of guest i is determined with the condition 	�/	ai�0, that is, the increase of its
concentration results in the decrease of systems’ �, and thus U *.

9.2.3 Curved Interface

Each individual particle has a closed shape, and thus a curved surface. Obviously, this should
be taken into account in the Gibbs equation [11]:

(9.1b)

where g1�1/r1 and g2�1/r2 are the principal surface curvatures, C1g�(	U*/	g1) and
C2g�(	U*/	g2), at other parameters correspondingly fixed. According to Gibbs, we can postulate
the special location of a dividing surface having moderate curvature (g1�g2�0) when the direct
dependence of U* on surface curvature becomes insignificant. Gibbs called this surface as surface
of tension. The following, from Equation 9.1b, is the Young–Laplace equation (law) known from
the early XIXs:

(9.6)

where rm is the mean curvature radius, and H the mean surface curvature, determined from g1

and g2:

(9.7)

One can see that such specific form of Equation 9.1b was used for convenience.
Equation 9.6 determines the conditions of a mechanical equilibrium of the curved interface.

This can be illustrated with an example of a spherical bubble of radius r. To compete the surface
tension the pressure inside the bubble should exceed the external pressure with �P, which is deter-
mined from the work, W, for virtual change of r: dW��PdV��dA. Under equilibrium, dW � 0 and
�PdV�� dA, thus

(9.6a)

Gauss has shown [14] that Equation 9.6a is true for any surface with constant curvature H for which
the reversible fluctuations do not break the relation

(9.8)

Equation 9.6 and Equation 9.7 require that any interface between two fluids in equilibrium must
have the constant curvature H. Appearance of two points with different curvatures results in appearance
of a corresponding �P, which forces substance transfer until equalization of H. This gives rise to a
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number of simple mechanisms of texture formation and transformation. Also, Young–Laplace law
(Equation 9.5) is the basis for Kelvin–Gibbs and Gibbs–Freundlich–Ostwald equations.

Kelvin’s equation determines the equilibrium vapor pressure over a curved meniscus of liquid:

(9.9)

where P and P0 are the equilibrium pressures over curved and flat surfaces, respectively, and vM is
the molar volume of a condensate. A � sign in the exponent corresponds to convex and � to
concave interfaces. Thus, the pressure exceeds P0 over convex, and has lower values than P0 over
concave interfaces. Substitution of P/P0 with C/C0, where C is the equilibrium solubility of 
the surfaces with the curvature radius of rm and C0 is that of the flat surface (when rm��), gives the
Gibbs–Freundlich–Ostwald equation [15]

(9.10)

Equation 9.9 and Equation 9.10 express the dependence of the chemical potential on the surface
curvature:

(9.11)

where �0 is the chemical potential of a flat surface. Equation 9.11 shows that � for convex surfaces
exceeds �0, which in turn exceeds � for concave surfaces. This means that change of a curvature re-
sults in appearance of a chemical potential gradient, which stimulates spontaneous mass transfer
from the places with convex to the places with concave interfaces.

There is another important law that follows from the classical theory of capillarity. This law was
formulated by J. Thomson [16], and was based on a Clausius–Clapeyron equation and Gibbs the-
ory, formulating the dependence of the melting point of solids on their size. The first known ana-
lytical equation by Rie [17], and Batchelor and Foster [18] (cited according to Refs. [19,20]) is

(9.12)

where TMP,0 is the melting point of a macroscopic object and � is the heat of phase transformation.
Equation 9.6 and Equation 9.9 through Equation 9.12 are the basis of the classic theory of capillarity

[9]. The moderate surface curvature that was assumed for these equations follows the fundamental Gibbs
Equation 9.1 and Equation 9.1b. However, there was a problem of application of the classic theory of cap-

9.2.4 Surface Curvature

The local surface curvature is determined by construction of a vector normal to the surface and

is chosen according to a requirement that the principal radii, r1 and r2, of curvature of lines formed
by intersection of the planes with the surface have the minimum and the maximum values. In
inverse proportion to them are the principal surface curvatures, g1�1/r1 and g2�1/r2.
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drawing of two orthogonal planes through the normal vector (Figure 9.4). The location of the planes

illarity to the region of high surface curvatures that corresponds to the nanoparticles (down to �2 nm).



The mean local surface curvature is expressed by Equation 9.7, and the full (Gaussian) local
surface curvature is determined as

(9.13)

Let us determine that the convex surface has a positive curvature, and the concave surface has
a negative curvature. The surfaces that are characterized by g1��g2 have a zero mean surface cur-
vature (H�0). There are three characteristic types of surfaces (Figure 9.4d to Figure 9.4f): ellip-
soidal (Figure 9.4a and Figure 9.4d) with g1 and g2 having the same sign (K�0, but H�0 and can
be positive or negative); parabolic (Figure 9.4b and Figure 9.4f) with one of the principal curvatures
being zero (K�0, but H�0.5g1�0); and hyperbolic or saddle-shaped (Figure 9.4c and Figure 9.4e)
[21], when g1 and g2 have different signs (K�0). In the latter case, H can have zero values, g1��g2.
Such surfaces are designated as minimal surfaces. For example, a soap film spanned on a nonflat
wire contour is a minimal surface, which has the minimum area from all possible cases. The sur-
faces shown in Figure 9.4g1–g3, are other examples of minimal surfaces. Such surfaces are charac-
teristic to SiO2 mesophases formed in the presence of surfactants. A meniscus of liquid in a region
of contact between two particles (Figure 9.4c) can also form a minimal surface, which is called
catenoid.

9.2.5 The Limits of the Classic Thermodynamic Theory

Gibbs found the solution of the fundamental Equation 9.1 only for the case of moderate sur-
faces, for which application of the classic capillary laws was not a problem. But, the importance of
the world of nanoscale objects was not as pronounced during that period as now. The problem of
surface curvature has become very important for the theory of capillary phenomena after Gibbs.
R.C. Tolman, F.P. Buff, J.G. Kirkwood, S. Kondo, A.I. Rusanov, P.A. Kralchevski, A.W. Neimann,
and many other outstanding researchers devoted their work to this field. This problem is directly re-
lated to the development of the general theory of condensed state and molecular interactions in the
systems of numerous particles. The methods of statistical mechanics, thermodynamics, and other
approaches of modern molecular physics were applied [11,22,23].

K g g� 1 2
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g1 g2 g3

a

b

d e

c

f

Figure 9.4 The examples of curved surfaces: schematic diagrams showing the principle of surface curvature
measurement for sphere (a) and cylinder (b); (c) is the diametric section of meniscus around a zone
of contact of two particles; (d)–(f) three basic types of surfaces: (d) is ellipsoidal, (e) hyperbolic; (f)
parabolic; (g1)–(g3) are the examples of the surfaces of constant mean surface curvature (minimal
surface).
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The results of application of different mathematical models can be reduced by allocation of
some additives to the Young–Laplace equation

(9.14)

or in another way by introduction of the dependence of surface tension on curvature, which for
spherical particles, is written in the following way:

(9.15)

where �0 is the surface tension of the flat surface, r the sphere diameter, and �T the so-called Tolman
parameter, which is proportional to the size of molecules on the surface, but in general can depend
on the surface curvature and the properties of molecular interaction. The recent review [11] on this
subject has shown the uncertainty in shape and even in the sign of f(g1,g2), theoretically derived by
different scholars. Also, ambiguous are the sign and value of �T.

The situation has dramatically changed during last two decades with synthesis of new materi-
als, appearance of precise experimental methods, and intensive development of numerical methods.
The new family of mesoporous mesophase materials type of MCM-41 with highly ordered struc-
ture has confirmed a satisfactory applicability of Kelvin equation 9.9 for the pores of 3 to 10 nm
size [24,25]. The direct measurements of capillary forces have shown the constancy of � for a

significant dependence of � on surface curvature follow from the recent studies of melting and
freezing points for particles of different phases in a nanometer scale [28–32], as well as studies of

who on the basis of theoretical analysis, computer simulations (molecular dynamics), and physical
experiment (nucleation in the mixtures of molecular oxygen and helium) have shown that the value
of �T in the equations of type (9.15) is of �0.1 of molecular size, and increase of curvature in a re-
gion of very small size (d, less than 3 nm) always results in decrease of �.*

Thus, the set of stated arguments allows one application of the equations of classic theory of
capillarity in the whole range of nanoparticle size without accounting the dependence of � on
curvature. This makes it possible to use these equations for the description of basic typical mecha-
nisms of catalysts’ texture genesis.

9.2.6 Typical Mechanisms and Processes of Texture Genesis Derived from the
Laws of Surface-Capillary Phenomena

9.2.6.1 Fundamental Mechanisms of Texture Genesis

Let us start with the action of Young–Laplace law (Equation 9.6), which determines the equi-
librium configuration of the fluids (liquid and liquid-like phases) and the driving force of mass
transfer that cause the spontaneous formation of equilibrium configurations.

If one puts vertically a capillary of radius R in a Petri dish filled with water, the latter will rise

h�2�H/�g, where � is the true density of liquid and g the acceleration of a free fall.

which has an arbitrary number of narrowings and widenings. Let the capillary be filled with liquid

� � �0 T1 2� � r

� �P H f g ,g� � 1 2( )
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*The similar conclusion is stated in a number of other modern experimental and theoretical works. For example, �T is
estimated as �0.1 nm in Ref. [34].
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Figure 9.5 illustrates the properties of the mechanism of water evaporation from a capillary,

in the capillary to the height h. The height is determined from gravitation and capillary forces,

nucleation of vapors [33]. This problem was studied by Baidakov et al. (see, e.g., Refs. [34,35]),

number of liquid hydrocarbons and water until 2 to 4 nm [26,27]. The independent proof of in-



with menisci A and B at the liquid–vapor interface. The condition of mechanical equilibrium
(Equation 9.6) requires the equality of the menisci curvatures and their coordinated changes
(rmA�rmB). Let the narrowing at side A be wider than the narrowing at side B (rnA�rnB). During
evaporation when the meniscus A passes the narrowing with rmA, the condition of mechanical equi-
librium breaks and the most plausible possibility to restore it is a spontaneous movement of a part
of liquid to the expansion B until rmB becomes equal to rmA at new position of menisci. The zones
of such movement are shown in Figure 9.5 with shading. This spontaneous movement is also known
as Haines jumps (HJ) [36]. Such HJs accompany any passing through the narrowings of a capillary,
after which there are expansions. In the case of a 3D cluster (Figure 9.5b) any expansion of B, C,
D, E, or F at the liquid–vapor interface can accept transferring liquid under the condition that cor-
responding narrowing is smaller than that of donor A. 

This fundamental HJ mechanism is of particular interest for supported catalyst preparation at
the stage of drying, for example, in the case when the precursor of the supported component does
not considerably adsorb on the support [3,37]. When all pores of the support are totally filled with
precursor solution, the precursor is evenly distributed over the porous space of support. In absence
of HJ mechanism the amount of precipitated precursor in each pore would be proportional to the
volume of the pore. However, HJ mechanism provides the significant redistribution of solution dur-

during evaporation from a region of A to a region of B.

where two spheres (liquid drops in equilibrium with their vapors) of radius Rsph are considered at a
direct contact. If the external pressure is P0, according to Equation 9.6, the pressure inside the
spheres is P2�P0�2�/Rsph. However, the curvature at the region of contact, 2/rm, has a sign oppo-
site to the curvature of the rest surface, and the pressure in this region is determined as
P2�P0�2�/rm, which is lower than in the bulk of spheres. The difference in pressures results in ap-
pearance of a driving force for mass transfer to the region of contact (coalescence), which acts until
both spheres merge. This is also accompanied with rapprochement of sphere centers [38].

The mechanism of coalescence of solid spheres (Figure 9.6c and Figure 9.6d) differs from that con-
sidered above. In this case the viscous coalescence is impossible, but the mass transfer occurs through
the surface diffusion or solubility [39]. According to Equation 9.11, a motive force for this process is
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Figure 9.5 A scheme of liquid redistribution in 1D (a) and 3D (b) capillaries of arbitrary irregular form (by [3]).
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Another example of Young-Laplace law action is illustrated in Figure 9.6a and Figure 9.6b,

ing the drying process. For example, in the situation of Figure 9.5a the precursor will be transferred



caused by a difference in chemical potentials of convex (donor) and concave (acceptor) regions. There

considered cases, let us designate coalescence of liquid-like particles as CL, and that of solid particles

high-temperature sintering of dispersed solids, and CS is characteristic to lowtemperature (including
hydrothermal) sintering, when only the surface atoms have considerable mobility.

The difference of chemical potentials determines the driving force of mass transfer in the case
of separated particles as well. This mechanism was offered by Ostwald in 1901 [15], and called

is applied frequently; however, according to a recent review [40] the most plausible models include
the combinations of OR with one of the mechanisms described above since coalescence is in-
evitable due to contacts between the particles during collisions.

mention few steps here. Coalescence starts from the regions of contact between pairs of neighbor-

ter.* At this step the regions with the most friable packing of particles start acting as donors, and the
densest regions act as acceptors. Mass transfer between these regions can be described by OR
mechanism [3]. As a result, the scheme in Figure 9.8 is characteristic to the process that includes
several elementary mechanisms.

9.2.6.2 Fundamental Processes of Texture Genesis

[3,37]. Let us start with the situation when all pores of support are totally filled with precursor so-
lution, and the precursor is evenly distributed over the support. According to HJ mechanism, the
drying process results in significant redistribution of the precipitated precursor. There are two lim-
iting cases: the slow drying (the rate of solvent evaporation is lower than the rate of redistribution),
and rapid drying (opposite to previous).

In the beginning (Figure 9.9a), the support grain is totally filled with solvent, the degree of fill-
ing U�1.0, and the starting concentration of the active component precursor is C0. The liquid phase
is continuous and forms a single cluster where the dissolved compound is distributed evenly. The
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(b)(a)

(c) (d)

Figure 9.6 Coalescence of fluid drops is accompanied with merging (a)�(b), and coalescence of solid spheres
is accompanied with accretion without rapprochement of their centers (c)�(d).

*The mean integral curvature is determined as where g1,i and g2,i are the local 

principal curvatures, and Hi is the mean curvature in a surface point i.
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Ostwald ripening (OR). It works during aging of sols (including aerosols) and suspensions (Figure

is no change in the positions of the centers of particles during such coalescence. To differentiate the two

as CS. In the application to texture of heterogeneous catalysts, the mechanism CL is characteristic to

Modeling of coalescence in the ensembles of particles is more complicated (Figure 9.8). We will

9.7), and describes sintering of dispersed supported catalysts. The mathematical simulation of OR

Figure 9.9 shows the scheme of the processes that occur during drying of supported catalysts

ing particles. After the filling of the accepting zones the curvature starts to have an integral charac-



evaporation interface is formed with menisci and adsorbed film at the external surface of a grain.
Let us designate as drying stage I the region of movement of the evaporation interface within the
grain until any of the meniscus is broken (this happens when the evaporation interface passes the
narrowest part of a pore channel). At this stage, the redistribution of liquid in porous space is guided
by the diffusion between the pores of different form. The moment of a breakthrough switches on
the HJ mechanism, drying stage II starts (Figure 9.9b and Figure 9.9c). The evaporation interface

ter exists until some definite degree of filling (U�Ucr), and this cluster is connected to the external
surface with pores that are already free. These pores have narrowings that accept liquid from the
donating pores in the cluster. At this stage the rate of drying is constant because it is limited due to
evaporation from the accepting zones at the external surface. The single cluster tears at U�Ucr to
small clusters, whose number consequently increases, and size decreases. The rate of evaporation
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Figure 9.7 Scheme of recondensation or Ostwald ripening (small particles are donors, large particles are ac-
ceptors).

Figure 9.8 Scheme of coalescence in ensemble of particles. Arrows show the direction of mass transfer in the
regime of coalescence of liquid (mechanism CL).

U
(c)

(d)

(b) (a)

(a) (b)

(c) (d)

P/P0

Figure 9.9 A scheme of distribution of liquid phase (black at the successive stages of slow drying: (a), (b), (c),
and (d). The insert shows the corresponding points at the desorption branch of isotherm, where U
is the degree of pore filling and P/P0 the partical pressure of solvent vapor [3].
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becomes fractal (see Section 9.8) in the process of its movement within the grain. The single clus-



decreases at U�Ucr, since the diffusion through the empty pores becomes limiting. The filling
degree Ucr

brakes the continuity of the liquid phase, and the resulting numerous clusters are connected to each

ration. Therefore, the redistribution of liquid proceeds by HJ mechanism within separate clusters
only. This process stops when the remaining liquid fills only the places of contacts between the par-
ticles and the surface of the support (stage III). This critical point Ucr,h approximately corresponds

Precipitation of the active component precursor starts when its concentration in the liquid phase
reaches the saturation point CS. At this point the degree of pore volume filling is US. If the precursor
is not volatile, one can determine US as a ratio of US�U0C0 /CS. The redistribution of the precursor
is minimal if US�Ucr,h. Aspiration of US to U0 results in a predominant yield of the precursor at the
external surface of a support grain. 

The regime of rapid drying, when the evaporation interface moves continually and rapidly to-
ward the pellet center, significantly inhibits the impact of the HJ mechanism. The single cluster can
exist even until U�Ucr,h in this case. The impact of HJ can also be neglected by decrease in the sur-
face tension of the solvent, or increase in its viscosity. The distribution of precursor can be affected
by its diffusion within the solvent and the necessity of oversaturation for precipitation. In the case
of strongly adsorbing precursors, drying only slightly changes the precursor profile established dur-
ing impregnation stage [3,37].

Drying process is one of the most important steps for formation of texture of many PSs that are
formed through sol–gel technique. It is essential that the explanation of the role of different stages

must be dried before analysis. Let us consider a particular example of texture formation of SiO2 xe-
rogel (silica gel) in the process of hydrogel drying. 

Silica gels are the widespread and mostly explored PSs, and the role of drying for their evolu-

by Iler [42] presents only a simplified first stage from the whole scenario of formation. Let us con-

The evaporation proceeds from the external boarder at this stage. Formation of concave menisci
between the primary particles falls into operation of the Young–Laplace law. The hydrostatic pres-
sure is lower than external pressure, hence there is negative pressure in the liquid that forces it to
cover the free surface of particles moving them closer to each other. Simultaneously, there are two
forces that act on the particles at the external boarder at liquid–vapor interface: (1) the deviation of
the inside and outside pressures �P and (2) the surface tension force acting along the free surface
of the liquid. The location of this particle is determined in terms of wetting perimeter radius r, and
the value of total acting force is determined as

(9.16)

where rm

sion at the liquid–vapor interface. The right-hand side of the equation is obtained after substitution
of r and rm with 2D porosity �S and form factor �XY

C takes the values from minimum (at r � 0) to maximum (r�R0 or minimal �S). The regime
of rapid drying can result in a variety of situations [3,42], which we will not consider. Let us con-
sider here the regime of relatively mild drying, when the capillary contraction force results in a
uniform contraction of gel globules accompanied with densification (decrease of �S) of the exter-
nal level of particles. Densification of the external level increases its resistance to the following
deformations. If the tension forces at the evaporation interface are transferred within the volume
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to the lower closure point of the hysteresis loop of the isotherm (see the inset in Figure 9.9). 

other with a solvent film on the surface of the support, and this film becomes thinner with evapo-

sider this stage (Figure 9.10).

is a typical percolation threshold (see Section 9.9.1). The tearing of a single cluster

tion was discussed seemingly in detail (see, e.g., Ref. [41]). However, even the settling monograph

that precede drying is usually formulated on the basis of textural studies, during which the sample

using Equation 9.58 (for details see Section
9.5). F

is the curvature radius of a meniscus between the primary particles and � the surface ten-



of hydrogel, the carcass of gel becomes more and more dense. There is some definite density of
the external level for which FC

into the volume of hydrogel, and stage II of drying begins. The following events are illustrated in

Drying process usually results in volumetric shrinkage, which can be determined by the ratio
fV�1�V
/V0�1�L/L0, where V
 and V0 are the volumes of pores in xerogel and initial hydrogel
(per unit of mass of dry product), respectively, and �L/L0 is the relative decrease in a linear size of
a granule with initial size L0. The most significant contraction proceeds at stage I; hence this stage
is the most determinative for the total porosity of the final product. Movements of evaporation in-
terface at stage II is analogous to the earlier considered stage of a rigid PS drying. However, the ac-
tion of capillary forces that are applied to the external surface of single hydrogel clusters can result
in their additional contraction. This results in changes of pore volume–size distributions in the final
xerogel [3,43]. Stage III is the final stage, when the ionic solvate shells over the globules that did
not allow their direct contacts disappear, and all dissolved compounds precipitate. The temperature
usually reaches maximum at this stage. The complex of these factors results in accretion of the pri-
mary globules, which explains the usually observed decrease in the surface area. This was proved
experimentally elsewhere [3]. 

processes. Supercritical conditions effectively eliminate the action of capillary forces (see, e.g.,

of material formation allows obtaining similar results in different, less expensive ways. A general
approach for the description of texture formation for silica gels and other amorphous porous solids
is discussed elsewhere [43].

Formation of texture of crystalline systems differs due to the existence of phase transitions.
Very important in this case is the parameter �PB�VA/VB, offered by Pilling and Bedworth in 1923
[45]. This parameter is equal to the ratio of the volume, VA, of product solid phase to the volume,
VB, of initial solid phase. If �PB�1.0, the phase transformation is accompanied with the increase
in solid phase volume, and when �PB�1.0, there is the decrease in solid phase volume. The ex-
amples of processes with �PB

mations under thermal treatment of dry powders are frequently accompanied with preservation of
external morphology and apparent volume of a precursor phase. Such transformations are re-
ferred to as pseudomorphous. The ideal pseudomorphous transformation results in formation of
internal porosity of the product ��1��PB. This is schematically illustrated in Figure 9.12b. The
case of aging of a precipitate in a liquid-phase transformation of the former is accompanied by
dispersion of the product followed by reaggregation, and such processes are referred to as re-
crystallization [46]. One can see the corresponding scheme in Figure 9.12c and Figure 9.12d.
This scheme illustrates the real transformations of aluminum hydroxide precipitated from
Al(NO3)3 and aged at 473 K and pH � 6 [47]. The starting precipitate has amorphous structure
with low dispersion and approximate composition of Al2O3

.3H2O
.0.5NO3 (Figure 9.12c). Aging
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a b

2R0

2r

Figure 9.10 Scheme of capillary forces action, which result in contraction of gel. Force acts on the primary parti-
cle size of R0, force b acts on a liquid phase between the particles; r is the wetting perimeter radious.
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Figure 9.11. 

reaches the maximum value, and the evaporation interface breaks

�1.0 are shown in Figure 9.12. In this case, solid-phase transfor-

Refs. [44]). But, this technology is expensive, and knowledge of texture formation laws on all stages

Sol–gel technology with fast supercritical drying of gel is intensively applied for various



results in crystallization to pseudo-boemite (Al2O3
.1.4H2O; Figure 9.12d), with �PB�1.0 accom-

panied with self-dispersion. The next step is the formation of platelets of boemite (Al2O3
.H2O;

Figure 9.12e) that aggregate into the oriented packings (Figure 9.12f). 
One can find the description of other mechanisms and processes of formation of catalysts

texture elsewhere [3,46,48]. 
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Figure 9.11 Scheme of silica gel texture formation under the regime of slow drying: (a) and (b) represent stage
I, (c) and (d) correspond to stage II, (e) is the case of stage III, and (f) represents the stage of sin-
tering. F� is the contraction force, �L/L0 the linear contraction, and P/P0 the pressure of water vapor.
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Figure 9.12 Typical transformations during phase transformations at �PB�1: (a) and (b) for powders and gran-
ules; (c)–(f) for aging of precipitates in liquid phase (recrystallization).
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9.3 ADSORPTION AS A PRIMARY INSTRUMENT FOR TEXTURE
CHARACTERIZATION

The surface area of PSs can be measured by means of quantitative electron microscopy (EM)
[49–51], knowing the sizes of particles and pores [51,52], wetting heat [7,53] measurements, etc.
But, the most universal methods are based on adsorption measurements [51,53–55], corresponding
to the traditional methods of pore size distribution measurements in the range 0.3 to 100 nm. 

First, one should clearly differentiate physical and chemical adsorption. The first is mainly
caused by London–van der Waals and electrostatic (Coulomb, dipole–dipole, etc.) forces. The heat
of physical adsorption is close to the heat of condensation (usually it rarely exceeds twice the value
of the latter). The origin of chemical adsorption is in the dissociation of adsorbed molecules and
formation of new chemical bonds with the interaction energy close to the energy of corresponding
chemical reaction. The gap between these two limiting cases of adsorption is filled with a variety
of possibilities. The specificity of these types of adsorption is in the reversibility of physical
adsorption, as opposed to the selectivity and irreversibility of chemical adsorption. Both cases are
important to texturology, since nonspecific physical adsorption can be used for measuring the total
surface area of catalysts, distribution of pores on their sizes, etc. Specific adsorption and chemisorp-
tion can be used for measuring textural characteristics of different phases in PS [3,53,54].

Basic textural parameters are evaluated by analysis of adsorption isotherms (AI), q(P/P0), that
characterize the equilibrium adsorbed uptake, q, in an accessible range of partial pressure of an ad-
sorptive, P/P0, at constant temperatureT.* Figure 9.13 shows the basic types of AIs on PSs [7,53,54]. 

Type I isotherms are characteristic of strong interactions of the adsorbate and adsorbent. Typical
examples are chemisorption and physical adsorption in microporous solids having a correspond-
ingly small amount of mesopores. In this case, adsorbate–adsorbate interaction is significantly
weaker than adsorbate–adsorbent (guest–host) interaction (G/G �� G/H).

Type II and IV AIs are characteristic of polymolecular adsorption in nonporous (macroporous)
(II) and mesoporous (IV) PS. The steep part of such AIs close to the origin corresponds to relatively
strong G/H interaction. Type III and V AIs are characteristic of G/G �� G/H. 
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Figure 9.13 Basic types of adsorption isotherms by IUPAC classification [53].

*Also considered are adsorption isobars, which are the dependences of q(T) at p � const., and adsorption isosters, that is,
dependence of p(T) at q � const. [53].
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Existence of a large amount of mesopores usually results in the appearance of capillary con-
densation hysteresis loop. Type II AIs transform to type IV, and type III AIs transform to type V.
Type VI AIs are characteristic to low-temperature adsorption of some noble gases over energetically
homogeneous surfaces.

The well-known Langmuir AI has the form [56]

(9.17)

where qm is an ultimate adsorption uptake of a monolayer, � the degree of monolayer filling, and
CL indicates the strength of G/H interaction. This equation corresponds to localized monomolecu-
lar adsorption over a homogeneous surface without taking into account G/G interactions. The
monolayer capacity qm is related to the surface area, A, according to the equation

(9.18)

where w is the average area occupied by one adsorbate molecule in a completed monolayer, NA the
Avogadro constant, and qm is expressed in moles of adsorbate per gram of adsorbent. 

Brunauer et al. [57] extended the Langmuir approach to polymolecular adsorption, proposing
the famous BET equation

(9.19)

where CBET is an equilibrium constant (analogous to CL in Equation 9.17). For convenience of plot-
ting, it can be rewritten as

(9.20)

According to this equation, a plot of dependence of [1/(P0 /P�1)]/q(P/P0) on P/P0 should have
a linear form allowing evaluation of qm and CBET. The surface area is calculated by Equation 9.18
and the corresponding value is frequently designated by ABET. One can also determine the pressure,
Pm/P0, under which a monolayer is being formed:

(9.21)

BET. Routine
measurements of ABET are based on AIs of N2 at liquid nitrogen temperature of �77 K and wN2

�
0.162 nm2. One usually uses AIs measured in the range 0.05 � P/P0 � 0.25 [7,53]. In the absence
of micropores or surface modification the values of ABET have an agreement with independent meas-
urements [51,53,58]. However, micropores and surface modification strongly decrease the accuracy
of BET method. 

This is the result of an action of assumptions that were set at the derivation of BET (as well as
Langmuir) equations: energetically homogeneous surfaces and the absence of lateral interactions of
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G/G type (see Figure 9.14). But, the surfaces of real PSs are usually energetically heterogeneous, the

The BET equation (or method) is widely used for evaluation of surface areas, A



existence of micropores is equivalent to the existence of surface species of increased adsorption po-
tential, and surface modification with molecularly dispersed species usually results in a local de-
crease in adsorption potential. On the other hand, the adsorption on truly homogeneous solids
(graphite, type VI AI) can hardly be described by the BET model. There is a real problem of evalu-
ation of w for adsorbates different from nitrogen [59] (a variant of overcoming this difficulty is pro-
posed in Ref. [60]). Nowadays, it is conventional that BET method has a lack of theoretical basis,
but Equation 9.19 is a convenient empirical equation, which can generally be used for estimation of
surface area, and gives accurate enough values of surface areas with an insignificant distribution of
surface sites on adsorption energies without micropores and surface modification [3,7,53].

The deficiencies of measuring the surface areas by the BET method are overcome in compara-
tive methods (CMs) [3,61,62], known in the literature by their modifications: �S method by Sing
[53,63], t method by Lippens–de Boer [2,64], f method by Gregg [65], t/f method by
Kadlec–Dubinin [66,67], micropore analysis (MP) method by Brunauer [68], etc. All of these vari-
ants are based on comparison of a measured AI with the reference (or standard) AI (RAI).
Obviously, both AI and RAI should be measured under similar conditions, that is, usually N2 at 77
K in some specific range of P/P0, which is determined by the nature of the studied material. There
are numerous variants of RAI, measured on standards, but there are strong requirements to the
choice of a standard: it should have no micro- and mesopores, surface modification, and one should
be able to measure its surface area by means of independent methods, at least by the BET method. 

A pioneer in the search for RAI was Shull [69], who observed the coincidence of overlapping
of N2-AIs on different macroporous materials when the AIs are related to the corresponding values
of ABET. This finding was confirmed by others, for example, by authors of [53,61,70–76], who pub-
lished their own N2-RAI differing only by the methods of expressing the adsorption units. Kiselev
and his coworkers claimed the correct expression of adsorption units as �(P/P0) (�mol/m2) �
q(P/P0)/ABET [71,72], while Shull [69] and de Boer [64,73] gave a form of statistical thickness of
the adsorbed film t (nm) � �q(P/P0)/ABET��m, where �m is the thickness of a single adsorbed

S 0 0

uptake at P/P0 � 0.4. A number of statistical monolayers were also used for this purpose [74,75]. 

2

�i (�mol/m2) vs. P/P0, and Figure 9.15b shows the linearization of these RAIs in the form of a de-
pendence of �i(P/P0) vs. �0(P/P0) at similar P/P0, where �0(P/P0) is the RAI, offered in Ref. [76].*

One can see that all N2-RAIs coincide in a range of 0.1�P/P0�0.4. The latter range is the region

276 SURFACE AND NANOMOLECULAR CATALYSIS

(a) (b)

Figure 9.14 Scheme of adsorption by Langmuir (a); BET (b).

*RAI [76] has a mean of 15 AIs of N2 at �77 K, measured for coarsely dispersed systems (carbon black, Al2O3, SiO2, pow-
ders of metal, etc) with ABET surface areas in the range 0.3 to 1.5 m2/g. The independent measurements of A by EM method
for these samples shown that the relative deviation of AEM and ABET was less than 	6%. The measurements of these AIs
were carried out on DigiSorb-2500 instrument (Micromeritics) at the maximum loading of sample cells with the samples.
Normalization to ABET in the range 0.1� P/P0 � 0.99 resulted in coincidence of the AIs. According to Ref. [253] this av-
eraged RAI does not deviate from RAI, that was accurately measured in [254] for macroporous silica gel with ABET of 25
m2/g. Analyzing the literature, one can find that the later the RAI is measured the lower are deviations from the average.
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Figure 9.15a shows a comparison of N -RAIs by different authors normalized to Kiselev’s units

molecular layer. Sing [53] uses a relation � (P/P )�q(P/P )/q(0.4), where q(0.4) is the adsorption



of possible capillary condensation in mesopores. If the dates of RAI publications are accurately an-
alyzed one will find that the later the RAI is measured the smaller are the deviations. This is ex-
plained by a conflict between two aspirations: an increase in the accuracy of measurements and a
decrease in the surface area of a PS. The experimental techniques used in earlier works, for exam-
ple Refs. [64,69], allowed accurate measurements only for systems with relatively high specific sur-
face areas of A � 100 to 200 m2/g. Later publications involve PSs with A in the range 10 to 20 m2/g,
and the samples are subjected to a pretreatment to eliminate micro- and mesopores;hence the obvi-
ous reason for the deviations is capillary condensation. 

The major property of accurately measured RAI is the independence of its derivative on possi-
ble effects of deviations of adsorption potential of a bare surface. This property together with the
obvious additivity of adsorption on various parts of a surface allows measuring the textural charac-
teristics of real microporous or modified PSs [3]. Indeed, if the PS has parts with increased (e.g.,
micropores) or decreased (e.g., modificators) adsorption potential, in the majority of cases the total
AI, that is, q(P/P0), before capillary condensation is expressed as 

(9.22)

where AMe is the specific surface area of mesopores, �(P/P0) the specific adsorption on a unit of
mesopores surface, that is RAI, and q�(P/P0) the additive of specific adsorption in micropores
(q�(P/P0) � 0) or on the modified partitions (q�(P/P0) � 0). The situation of microporous systems
is the most obvious. The increased adsorption potential forces the adsorbate to fill micropores long
before the monolayer over the mesopores surface is formed. After volumetric filling of micropores
q�(P/P0) � const. � V�, where V� is the ultimate adsorption amount in micropores, i.e., the volume
of micropores. Hence, the slope of the comparative plot q(P/P0) vs. �(P/P0) in a range after the fill-
ing of micropores but before capillary condensation is determined by a value of the mesopore sur-
face area, AMe. The intercept of this linear dependence on the ordinate axis (at P/P0 �� 0) determines
V� (see Equation 9.22). 

The advantage of CM over BET is not only in excluding the term w, but the more significant
advantage is in its differential character, as compared to the integral character of BET method.

q P/P q P/P A P/P0 0 Me 0( ) ( ) ( )� �� �
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Figure 9.15 (a) References adsorption isotherms (RAIs) by different authors: (a) 1 by [73]; 2 by [79]; 3 by [69];
4 by [75]; 5 by [80]; 6 by [53]; 7 by [72]; 8 by [76]; (b) comparison of RAIs: 1 by [53]; 2 by [80]; 3 by
[81]; 4 by [82]; 5 by [75] with RAI by [76].
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When in some range q�(P/P0) becomes independent of P/P0 (i.e., a condition of measurement of the
micropore volume) the differentiation of Equation 9.22 withdraws q�(P/P0) from the consideration
(the derivative of a constant parameter is zero). Thus, the result of the measurement (of course under
the named assumption) does not depend on the absence or presence of micropores at all. To the
contrary, the BET method assumes that the entire adsorbed gas lays on a flat surface, including the
portion adsorbed volumetrically (i.e., by different mechanism) in micropores. 

The disadvantages of the BET method are clearly observed in the case of modified surfaces. For
example, if one deposits small amounts of CH3OH or any other organic component over graphitized
carbon black or quartz and then measures AI of N2, the formally applied BET method gives a
significant (up to a twofold) decrease in ABET (as well as CBET) [3,62,79–83].* However, one can
hardly believe that the real surface area of a nonporous material would decrease so significantly due
to modification with limited amounts of organic guest (if its amount is less than that necessary to
form a monolayer). The overall reason of the observed inaccuracy of the BET method is the influ-
ence of molecularly dispersed modifier on energetic heterogeneity of the surface in a range, where
such heterogeneity significantly affects adsorption, and by which the BET method is taken into
account due to its integral nature. Figure 9.16a shows the comparative plots of N2 AI on modified
graphitized carbon black; here the AI on an unmodified carbon black was used as RAI. The linear-
ity of these plots in a range of polymolecular adsorption and constant slope indicate that there was
no change in the surface area during modification. The curved parts near the origin are the result of
a significant influence of the modifier on N2 adsorption in a small range of N2 coverage. Thus, the
overall adsorption is decreased, but the additions (derivative) of adsorption in a polymolecular range
remain unchanged. The same results were obtained for adsorption of N2 and Ar on a nonporous
quartz modified with CH3OH, C6H6, and H2O, after deposition of metal–organic complexes over
SiO2, etc. [3,62]. As an additional illustration, Figure 9.16c shows an example from a well-known
monograph [53]: adsorption of N2 on microporous TiO2 after preadsorption of nonane and various
temperatures of vacuum treatment. Plot 1 corresponds to a total desorption of nonane, when all
micropores are free; plot 4 shows that nonane fills all micropores and covers some surface of meso-
pores. Summarizing, we plot three possible types of comparative graphs in Figure 9.16b. 

The discussed problems result in a gradual substitution of traditional BET method for the sur-
face area measurements with CM method. The modern adsorption instruments such as ASAP-2020

278 SURFACE AND NANOMOLECULAR CATALYSIS

0.6

0.5

0.4

0.3

0.2

0.1

0 0.2 0.4 0.6

0.2 0.4

q
(P

/P
0)

-S
tu

di
ed

 A
I

30

20

10

0 0.2 0.4 0.6

0.010.1 0.2 0.3 0.4
P/P0P/P0

�(P/P0) - Reference
adsorption isotherm (AI)

�(mmol/m2) �(mmol/m2)

q 
(m

m
ol

/g
)

q 
(c

m
3 /

g 
S

P
T

)

(a) (b) (c)

�

1 - 0.15
2 - 0.50
3 - 0.80
4 - 1.30

II

I

III

1

2
3

4

Figure 9.16 The practical examples of comparative plots: (a) N2 adsorption on a graphitized carbon black, mod-
ified by physical adsorption of methanol (the numbers correspond to the amount of CH3 OH in the
fractions of monolayer capacity) [83]; (b) the usual types of comparative plots by [3]; and (c) N2
isotherms on microporous titanium oxide after various amount of preadsorbed nonane by [53].

*One can also find numerous examples of modified mesoporoes where the discussed problem arises as well.
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(Micromeritics) or Autosorb-1 (Quantachrome) allow measurements of AIs starting from P/P0 �
10–7, and comparative plots in this range discover new opportunities for more detailed studies of mi-
cropore structure and surface heterogeneity evaluation [84–87]. 

Comparative methods may be effectively used for measurements of partial surface areas, AC, of
components in porous composites, for example for active surface area in supported catalysts. The
traditional methods of AC measurements are based on chemisorption of H2, O2, CO, NOx, and some
other gases that chemisorb on an active component, and have negligible adsorption on a support
[5,54]. The calculation of AC is fulfilled by an equation similar to Equation 9.18 assuming some
values of w and atomic stoichiometry of chemisorption [54]. But, unfortunately chemisorption is
extremely sensitive to insignificant variations of chemical composition and structure of surface,
which alters the results of the measurements. 

There is a one-point modification of a chemisorption method, which is widely used for meas-
urements of AC. In this case, only one adsorption point of a chemisorption isotherm is measured,
and is compared with only one point on a chemisorption isotherm on a reference material (usu-
ally, powder [black] or foil). The identity of the chemisorption properties of the active compo-
nents in supported and pure form is postulated, but very often does not fulfill, making one-point
modification an inaccurate procedure, which can hardly be used in scientific studies. For exam-
ple, studies of supported Rh catalysts by O2 and CO chemosorption have shown that three
different blacks of Rh yield three different results [88]. The multipoint comparison of chemisorp-
tion isotherms shown that only one black had a chemisorption isotherm that had affinity to the
isotherm on a supported metal. 

To avoid chemisorption problems, an alternative and more universal adsorption method was
proposed [89,90]. The method is based on the differences in potentials of physical adsorption on
the different components. The background of this method is discussed in Problem 8. It advances a
CM, and its efficiency was tested on the model mechanical mixtures and PS type of C/SiO2,
C/Al2O3, C/MgO, SiO2 � Al2O3, etc. by adsorption of CO2 or hydrocarbons. The main require-
ment of the adsorbate for such measurements is the existence of some specificity of adsorption on
different components. 

Finally, let us consider the modern methods of porosity measurements (Table 9.1). Traditional
adsorption and mercury intrusion methods are at the top. These methods have significantly pro-
gressed through the last decades due to advances in their theory and computer simulation [84–87],
the synthesis of model porous solids and catalysts [24,91,92], and combination with independent
physical methods, which increase the depth and reliability of traditional measurements. The multi-
ple variants of microscopy have no competitors by the visualization of the results and cannot be
overestimated in determining the morphology of pores and particles. The family of these methods
includes HRTEM (high-resolution transition electron microscopy), EMT (electron microscopic
tomography), STM (scanning–tunneling microscopy), AFM (atomic force microscopy), and others.
X-ray projection tomography microscopy, also called high-resolution three-dimensional x-ray
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Table 9.1 The Methods of Porous Structure Characterization

Method Scale: Sizes of 
Pores/Particles (nm)

Adsorption 10–1–102

Mercury intrusion 1–106

Electron microscopy 10–1–106

NMR (129Xe etc.) 10–1–102

XRD 1–102

SAXS (SANS) 10–1–102

Light scattering 103–106

Thermoporometry 1–102

Permeametry 102–105
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microscopy [93,94], is very new. Unfortunately, the resolution of this method is low (�1 �m),
although in some cases it was possible to investigate objects of several dozens of nanometer size.
The x-ray methods, especially x-ray microscopy, and some other methods are the spectroscopic
methods, most of which are based on interaction of electrons, radiation, or probing molecules with
the PS, and studies of quantum-mechanical transitions caused by this interaction. This is the case
of very popular state-of-the-art methods of the NMR, based on measurements of relaxation times
and chemical shifts during the resonance absorption of electromagnetic energy by the molecules
with uncoupled spins (129Xe, 15N2,

13CO2, D, etc.). Application of these methods does not eliminate
the problem of particle form, and the calibration of these methods is usually provided on the basis
of adsorption studies. Among other spectroscopic methods let us mention XRD, small-angle x-ray
(SAXS), and neutron (SANS) scattering, as well as light scattering, and laser diffraction.

Some of the methods of analysis of porosity are based on specific properties of porous and dis-
perse materials, namely, thermoporometry method is based on shifts of the temperature of phase
transitions and permeametry methods are based on characteristics of mass transfer through porous
media. Each method has its advantages, for example low cost of equipment and high performance.
Each has its own range of optimal measurements. But, all the methods are really doomed for coex-
istence, and in many cases they supplement each other. 

9.4 MORPHO-INDEPENDENT TEXTURAL PARAMETERS

9.4.1 Density and Porosity

Definition of density for a bulk homogeneous nonporous solid is simple and obvious, that is, the
relation of its mass and volume. However, as soon as one introduces some heterogeneity this defini-
tion loses its unambiguity. Complications arise immediately when we divide a material into two com-

an active supported component and the support. In the general case of a solid of mass M and volume
V, which can be divided in the named manner, we deal with partition 1 with mass M1, volume V1,
and density �1�M1/V1, and partition 2 of the mass M2, volume V2, and density �2�M2/V2, and 

(9.23)

or

(9.24)

if one assumes that �1�Vi/V is the partial volume and mi�Mi /M the partial mass of partition i.
It is natural to consider that the apparent density of the PS as a whole is equal to

(9.25)

According to the definition of vi and mi,

(9.26)m
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particles, porous aggregates of particles and the pores between the aggregates (see Figure 9.17a), or
plementary partitions. For example, such partitions can be solid particles and pores between the



where �i��i /��mi/vi is the ratio of the apparent density of the partition to the apparent density of
a PS as a whole. Noteworthy, parameter �i vi/mi � � is invariant for all partitions allocated in a
given PS. The combination of Equation 9.24 and Equation 9.6 gives 

(9.27)

and

(9.28)

The main advantage of the presented formulation is that the properties of a partition (e.g., its
volume, density) can be calculated if one knows the properties of a PS as a whole and the proper-
ties of another partition. This is characteristic of not only volume, but also all other morpho-
independent textural parameters, for example the surface area. Thus, we will use it as a second
fundamental statement of texturology: the morpho-independent parameter of a partition of PS may
be expressed through the corresponding parameter of a whole PS and the parameters of the other
partitions. Two simple practical examples that illustrate the significance of this property for the
textural analysis are formulated as Problems 4 and 5, which are expected to be solved by the reader
before continuing.

Let us consider a case when several partitions can be allocated in a porous solid. For example,
consider an active component (partition 3) supported over a porous support, assuming that partition
2 is all pores in the supported catalyst and partition 1 is all particles of the support. 

By analogy, we can consider an interrelation between the partial volumes of partitions:

(9.29)

or
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Figure 9.17 The basic schemes of (a) bidisperse (biporous) porous solid structure: 1, nonporous primary
particles, 2, aggregates of primary particles (secondary particles), 3, porous solid (granule, grain,
pallet, etc.); (b) a bed of granules in a catalytic reactor 4.
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where vk is a partial volume of partition k and v�k a sum of partial volumes of all other partitions that
we will consider as an addition to vk, i.e., we use the second statement of texturology again.

Since

(9.31)

it is obvious that

(9.32)

In all cases, vi can be substituted with v�i if definition or measurement of the latter is easier. This

using partial volumes of other partitions.
Interesting and interrelated with the previous case is one of enclosed partitions, when one of two

cles–-partition 1) and pores between the aggregates (partition 2). Partition 1 can also be divided into
two partitions: nonporous particles (primary particles–-partition 11) and pores between particles
(partition 12), excluding pores between aggregates. Another case of enclosed partitions has already
been considered: the case of a porous supported catalyst, which can be divided into pores and a
solid phase, while the solid phase can be divided into the support and the active component.

Let us consider a case of one enclosed partition. There are two levels of partitioning in the
considered PS. The upper level of partitioning includes partitions 1 and 2 (corresponding subscript
indexes are 1 and 2). The lower level of partitioning includes partitions 11 and 12 (corresponding
subscript indexes are 11 and 12) that form partition 1. At each level of partitioning, Equation 9.23
through Equation 9.28 are correct, thus

(9.33)

Multiplying,

(9.34)

This means that the volume of the smallest partition in a PS can be determined from the vol-
umes of other partitions. The reader may use this formulation to solve Problems 6 and 7. 

It is obvious that in the case of multiple enclosed partitions the following expression is true:

(9.35)

Where j is the level of partitioning. If V11..1 in Equation 9.35 is the volume of entire solid in a
PS, the ratio of V11..1/V is the density of solid phase packing, η. In this case the total porosity, ε which
is complementary to η is derived by:
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partitions can be further divided into two partitions. An illustrative example is shown in Figure
9.17a. A granule of catalyst can be divided into two partitions: porous aggregates (secondary parti-

again means the simple rule that both partial volume of a partition and its addition are expressed



where �i is the porosity at level i. And, of course, using the main principle of the given consid-
eration that the properties of a part of a system can be determined by that of a system as a whole
and its other parts we can evaluate the porosity at level i as 

(9.37)

If V11..1 in Equation 9.35 is the volume of all pores in a PS, the ratio of V11..1/V is the total poros-
ity, ε, thus:

(9.38)

titioning. Equation 9.36 corresponds to the system of substraction, as if one has a given original

("substract" a solid phase from an original volume): first between the granules, then pores in gran-
ules between the porous aggregates, and finally the pores inside porous aggregates. The opposite
system is one of addition, when one has an originally void given volume and starts to fill it with the
solid phase. System of addition is described with Equation 9.38. One PS can be treated in both
ways, however one should remember, that physical meanings of ε j in Equation 9.36 and Equation
9.38 differ due to different allocation of corresponding partitions. As in the case of Equation 9.36
one can determine the porosity at level j for the system of addition as:

(9.39)

9.4.2 Experimental Techniques of Measurements of True, Apparent, and Bulk
Density

Although, the true density of solid phase ��m/V� (e.g., g/cm3) is defined by an atomic–molecular
structure (i), it has become fundamental to the definition of many texture parameters. In the case of
porous solids, the volume of solid phase V� is equal to the volume of all nonporous components
(particles, fibers, etc.) of a PS. That is, V� excludes all pores that may be present in the particles and

form porous aggregates, which, in turn, form a macroscopic granule of a catalyst. In this case, the
volume V� is equal to the total volume of all nonporous primary particles, and the free volume
between and inside the aggregates (secondary particles) is not included.

The volume of the solid phase V� is usually measured by a pycnometric technique, which
measures the excluded volume of a pycnometric fluid, whose molecules cannot penetrate the solid
phase of PS. A simple example of a pycnometric fluid is helium [55]. The pycnometric fluid fill

case of microporous PSs, measurement of the volume accessible for guests with various sizes
allows the determination of a distribution of micropores volume vs. the characteristic size of guest
molecules. This approach lays the basis of the method of molecular probes. The essence of this
method is in the following: we have a series of probe molecules with different mean sizes
(d1�d2�d3��). The pycnometric measurements of the excluded volume will give a series
V�1�V�2�V�3�. The difference �V�V�i�V�i(i�j) corresponds to the volume of micropores with
pycnometric sizes of d in a range di�d�dj. The same can be said in terms of densities,
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the interparticular space. The PS shown in Figure 9.17a is formed from nonporous particles that

nonporous solid (e.g., with volume of a catalyst bed (see, Problem 7)) and starts to allocate pores

The fundamental difference between Equation 9.36 and Equation 9.38 is in the direction of par-

�V�1/� �1/� (see, e.g., Ref. [95]).

in all void space (pores) accessible to it, and presumably do not adsorb on the surface of PS. In the



Thus, there are two limitations of the pycnometric technique mentioned: possible adsorption of

core–shell structure, can include some void volume that can be inaccessible to the guest molecules.
In this case, the measured excluded volume will be the sum of the true volume of the solid phase
and the volume of inaccessible pores. One should not absolutely equalize the true density and the
density measured by a pycnometric technique (the pycnometric density) because of the three fac-
tors mentioned earlier. Conventionally, presenting the results of measurements one should define
the conditions of a pycnometric experiment (at least the type of guest and temperature). For exam-
ple, the definition � He

298 shows that the density was measured at 298 K using helium as a probe gas.
Unfortunately, use of He as a pycnometric fluid is not a panacea since adsorption of He cannot be

Nevertheless, in most practically important cases the values of the true and pycnometric densities
are very close [2,7]. 

3

Mercury does not wet most of the solids and, thus, does not penetrate pores until pressure is ap-
plied. Mercury is not the only choice; highly dispersed powders can serve as a guest fluid with the
same penetration properties as well [55]. Reciprocal to � is the specific apparent volume of PS,
which is equal to the sum of the volumes of the pores and solid phase (e.g., the total volume of a

and apparent density and porosity was considered in Problem 4.
The bulk density, �, is measured by a widely used tap-density technique by weighing of a con-

venient known macroscopic volume (e.g., a barrel) of PS [55]. A void between granules can be gen-
erally considered as macroscopic pores, and its specific volume can be determined as
V����1���1�(1��/�)/�.

9.4.3 The Properties of Porosity

We have already considered porosity in the above examples. Summarizing, let us outline that
porosity is the ratio of the volume of pores in a PS to the total volume of that PS. 

It is essential that porosity does not depend on size of the building blocks that form a PS. Indeed,
let porosity of a bed of lead shot be equal to �. Let all sizes (size of shot, distances between shots,
etc.) in such PS increase with a scaling factor of 109 (to the size of the Earth). The porosity of such
a globular system is still equal to � and will remain at any isotropic scaling of a system if the form
and arrangement of the globules remain. 

If we apply another restriction, ��const., in addition to porosity, all other volume-related char-
acteristics, such as �, specific pore volume, Vpore, etc. become independent of scaling. Indeed, if the
space is isotropic the unit volume is directly proportional to the unit mass. Scaling results in change
of sizes and surface areas, but the volume related to the mass remains the same. 

It is noteworthy that porosity is remarkably independent of the dimensionality. For a given PS,
the volumetric porosity �V (void volume/total volume) in 3D space is equal to the interfacial poros-
ity �A (void area/total area, measured on a representative cross section) in 2D and the linear poros-
ity �L (void interval/total length, measured on a representative traverse line) in 1D [96]:

(9.40)

This statement is a priori obvious for isotropic PSs, but works also for anisotropic PSs as well.
Essential here is the term representative, which means that the multiple measurements of 1D or 2D
porosities in a number of different directions (traverse lines for 1D case, and cross sections for 2D
case) are provided. In the case of anisotropic PSs, dependence of �i on a location (direction) of a
corresponding cross section or traverse line in a PS gives a picture type of a rose of winds, which

� � � �� � �V A L
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granule shown in Figure 9.17a), and is obviously related to the mass of a PS. Relation between true

The apparent density � (g/cm ) is usually measured using mercury as a pycnometric fluid.

guest molecules and a molecular sieving effect. It is noteworthy that some PSs, e.g., with a

absolutely excluded by some PSs (e.g., carbons) even at 293 K (see van der Plas in Ref. [2]).



shows the properties of the anisotropy; but averaged for all directions, � corresponds to Equation
9.40 [96]. The latter relation was suggested by Delessy (1848) and Rosival (1898) and was strictly
confirmed in Ref. [96]. It is widely used in geology, forestry, ecology, biology, and sociology to de-
termine � in 1D, 2D, and 3D regions. 

Generally, � varies in the range 0 � � � 1.0, where the left limit corresponds to a nonporous

perse building blocks, the lower value of ���min corresponds to the densest ordered packing (DOP)
and depends on the shape of the building blocks. For example, for the DOP of monospheres �min �
0.2595 and for the DOP (hexagonal packing) of cylindrical rods �min

Ordered packings of cubes or rods with polygonal cross sections can have �min � 0. For random
packings, higher values of �min are characteristic, e.g., for a dense random packing (DRP) of
monospheres, �min � 0.36 to 0.40. In this case, optimization of the conditions of a packing forma-
tion and vibrodensification allow decrease of �min to 0.31 to 0.33. However, the minimum porosity
of DRP is always higher than that of DOP.

Porosity of random packings increases with an increase in building block anisotropy, roughness
of their surface, and the presence of internal porosity. Building blocks of straight rods or cylinders
can self-assemble in ordered structures, which results in a decrease in porosity [3]. Onzager [97]
has shown a general explanation of this effect using the general idea of dependence of free energy
on the concentration and orientation of N hard rods that experience infinitive repulsions. The free
energy includes two entropy terms: the first describes the orientation distribution of particles and is
proportional to N: the second depends on the number of possible packings and is proportional to Nn,
where n�2 (a decrease of packing entropy with ordering). The effect becomes more pronounced
with an increase in the number of building blocks in a unit volume of PS and the ratio L /Def , where

ef the diameter of its effective cross section,
usually perpendicular to the length. Another reason for spontaneous formation of ordered packings
is related to the decrease in PS free energy caused by compensation of intermolecular (interparti-
cle) interaction forces [98,99].

Porosity can decrease in the packings of polydisperse building blocks of various sizes Di, due

To illustrate, consider the examples of possible packings of the densest packing of polydisperse
circles, formed by limiting filling of a free space with circles (or spheres) of decreasing diameter
(Figure 9.18a), and a bidisperse system of spheres (Figure 9.18b to Figure 9.18d). The former is
called the Appolonian packing after the ancient Greek mathematician (about 2000 BC ), who had
considered the problem of the circle inscribed among three given circles in a plane. In both cases,
decrease of � is caused by decrease in the volume excluded from the volume between the larger
building blocks (the systems of addition). 

Let us consider this effect in detail in the practically important case of a bidispersed PS shown

1 2

we can determine the porosity of this PS (Equation 9.38) as

(9.41)

where �1 and �2 are the porosities and �1 and �2 the densities of packings of only large and only
small globules, respectively. The minimum possible value of � is achieved when �1 and �2 are mini-
mal. When D1��D2, if both small and large globules form DOPs, the resulting minimum �min � �min

DRP1 �min DRP2 � (0.2595)2 � 0.0673; if both packings from DPRs, �min � �min DRP1 �min DRP2 � (0.31)2

� 0.096. In all cases, the porosity of bidisperse PS increases when one or both packings begin to
demonstrate nondense packings. Typical dependences of � on partial volume of the large globules, X,
and the ratio K�D1/D2 min values decrease with an increase in K.

� � � � �� � � �1 2 1 21 1( )( )
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to the presence of smaller building blocks between larger ones (Figure 9.18), which is a typical case

L is the characteristic length of a building block and D

is shown in Figure 9.19 [61]. The �

in Figure 9.18b, formed of globules (monospheres) of size D ��D . As for any system of addition

� 0.093 (see Section 9.7.2).

system and the right limit corresponds to a void bulk. In the case of PSs formed of rigid monodis-

of a system of addition (see the end of Section 9.4.1).



Under constant K, there is a critical value of X (�XCR), when both packings have minimal
porosities, and the resulting total porosity is minimal. Decrease of � in the range 0�X�XCR is

ules (Figure 9.18c), and increase of � in a range of XCR�X�1 is explained by a surplus of small
globules (Figure 9.18d). 

The influence of K on � is caused by the so-called wall effect and an increase of void volume

the excluded volume in the places of contact of rigid particles between themselves (Figure 9.18) or

The problem of investigating such effects is known for decades, but it is far from a general so-

these systems depends on the particle-to-container diameter ratio K � D/DC, where D and DC are
the particles and container diameters, respectively. Dependence of � on K is considerable at K�0.1,

K in Region 1 at 0�K�0.25. This region is interpolated with a correlation equation [102]

(9.42a)� �K A BK( )� � � �0 Z[exp 1]( )
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(a) (b) (c) (d)

Figure 9.18 Random packings of (a) densest 2D Appolonian packing; (b)–(b) the building blocks of two sizes:
(b) both packings of small and large globules are dense; (c) packing of large globules is dense, but
packing of small globules is loose; (d) opposite to (c) surplus of small globules.
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Figure 9.19 Typical dependence of the porosity, �, of a bidisperse PS with loose random packing of globules
size of D1>D2 on partial volume of the larger particles X, and K=D1/D2.
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a rigid wall (Figure 9.20). 

caused by insufficiency of the quantity of the small globules to fill all voids between the large glob-

and according to Ref. [102] it has three characteristic regions (Figure 9.21). Porosity increases with

DRP of monospheres in beds of the simplest form (cylinder, sphere, or rectangle). The porosity � of
lution up to date (see, e.g., Refs. [100–107]). The best description of the wall effect is fulfilled for

that is accessible for small particles with K. Both of these effects correspond to the appearance of



where �0� 0.40, AZ � 0.010, and B � 10.686 for a loose random packing (LRP); and �0 � 0.372,
AZ � 0.002, and B � 15.306 for a DRP. These values were calculated for low ratios of D/H, where
H is the height of a bed. The increase in D/H ratio in the range 0.1 to 0.2 and higher increases the
porosity � (the top–bottom effect).
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The added
excluded void

Figure 19.20 A scheme of a possible appearing of an additional void volume in a region of contact of particles
with the wall of a container (wall effect).
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Figure 19.21 Dependence of porosity � of a random packing of spherical particles in a cylinder container ac-
cording to 1 [104], 2 [105], (3), (4) for loose and dense packings by [102]. Solid lines correspond
to calculations using Equation 9.42a through Equation 9.42c.
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Increase in K in Region 2 (0.25 � K � 0.53 to 0.54) results in a parabolic decrease or increase
of �(K), and according to Ref. [102] it is caused by a gradual transition from random packing to an
ordered one:

(9.42b)

The values of coefficients for DRP are B1� 0.681, B2� 1.363, and B3� 2.241. 
Region 3 (0.53�0.54 � K � 1.0) is characterized by a decrease in � with K, but it is similar for

both dense and loose packings and does not depend on the D/H ratio. This peculiarity is caused
[102] by the formation of an ordered packing; dependence of �(K) in this region is well interpolated
by the equation 

(9.42c)

The condition of K � 1.0 results in inaccessibility of a container for spheres, and � � 0, looses
its physical meaning, correspondingly.

Ayer and Soppet [107] proposed a smoother approximate relationship for DRP in the region of
K � 0.7:

(9.43)

As an example of a simpler approximation at K � 0.3 one can use the correlation equation pro-
posed in Refs. [3,106]:

(9.44)

where the exponent ��2 for a cylindrical and ��3 for a spherical container. The relative deviation
between �(K) values calculated by Equation 9.42 through Equation 9.44 for a cylindrical container does
not exceed 10%.
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Particles porosity
and roughness

Boarder and wall
effects

Particles form
anisotropy

Reference porosity for a dense random packing
of monodisperse spheres � = 0.36−0.40

Polydisperse
particles

Formation of dense
regular zones

Forced densification and
deformation of particles

Figure 9.22 The major reasons for change of porosity value comparing to a porosity of a dense random pack-
ing of monodispherse. Upward arrows correspond to increase, and downward to decrease of
porosity (see text for more comments).
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[3,61]. As a starting point, one can use the porosity of DRP of monospheres � 0 � 0.36–0.42. Values
of ��� 0

influence of wall effects at K�� 0.1, and D/H �� 0.05. Values of � �� 0 are characteristic for polydis-
perse particles when denser zones with ordered or unidirectional packings are formed, and also
under forced densification and deformation of particles, correspondingly.

With the exception of the reasons given in Figure 9.22, porosity significantly depends on parti-
cle orientation and packing that can be characterized by a coordination number of packing of par-
ticles, np, or pores, ZC, which will be discussed in Section 9.6 and Section 9.7.

9.4.4 The Specific Surface Area

Measuring the specific surface area, A, related to the mass of PS does not require a textural
model (a morpho-independent parameter, i.e., one can apply an approach of partitioning and,
correspondingly, the second statement of texturology, as we have already done for volume-related
parameters). Let us consider the most widespread adsorption method based on proportionality of
adsorption, Q, and the specific surface area in the absence of volumetric effects (capillary conden-
sation, micropore filling, etc.):

(9.45)

where P is adsorbate pressure (concentration) and q(P) some theoretical (Henry, Langmuir,
BET, etc.) or experimental (reference) model of adsorption of adsorbate on a unit of surface.
Depending on the specificity of adsorbate interaction with the surface, one can allocate methods
of total and partial surface area measurements. For example, adsorption of N2 at 77 K at relatively
high pressures (0.1 � P/P0 � 0.3, where P0 is the saturation pressure) over the majority of PSs is
not specific, and one can use the same reference q(P) for the total specific surface area measure-
ments even if the chemical composition of a PS is complex. Adsorption of other gases (CO2 at 273
K, etc.) may be specific enough to distinguish, for example, q1(P) and q2(P) characteristic to dif-
ferent solid phase components of a PS. This principle forms the basis for measuring partial surface
areas of components (try to derive that basis by solving Problem 8 by using the second statement
of texturology).

Values of A and density allow calculations of the specific surface area related to the volume
of PS, AV:

(9.46)

where A� corresponds to the specific surface area related to the volume of solid phase in PS. 
In some cases (e.g., textural studies of supported catalysts), it is convenient to use AV instead of

A since the external volume of a granule remains constant, while introduction of an active compo-
nent results in an increase in mass of the resulting material. In these cases, one can directly compare
AV after deposition of an active component with AV0–-the volumetric surface area of initial support.
For this purpose it is convenient to use the parameter
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The major directions of changing porosity in DRP are schematically shown in Figure 9.22

increase with particles’ anisotropy, roughness, and internal porosity, and also with the



where A and A0 are the specific (related to mass) surface areas as they are measured by means of
standard methods and mC is a partial mass of the active component as before. Parameter � is conven-
ient since it is �1.0 when the surface area in a granule increases, and �1.0 when the surface area de-
creases. For more discussion and practical examples we recommend the literature elsewhere [90,108].

9.5 MORPHO-DEPENDENT TEXTURAL PARAMETERS: MEAN SIZES OF
PARTICLES AND PORES

There are a large number of experimental methods to measure particles sizes, D, and distribu-
tion functions for D. These methods include sieving, microscopy (optical, electron, etc.), sedimen-

namic light-scattering, permeability measurements and gas diffusion, adsorption and mercury in-
trusion, powder XRD, NMR, etc. These methods are thoroughly described in previous literature

results of these methods, their correlations, and other problems that arise when the sizes of complex
particles are evaluated. 

Indeed, it is easy to define the size (sizes) of simple particles (e.g., in the case of spherical glob-
ules or cylinders). But, for many real PSs, the form of particles and pores is complicated. The sizes
of complicated particles or pores are expressed with equivalent diameters (sizes). The particular
choice of an equivalent is directed by measuring the technique or other reasons. Following are some
frequently used expressions for equivalent diameters [52]:

● DV�(6V/)1/3 is the volumetric diameter, equal to the diameter of sphere of equivalent volume V. 
● DA�(A/)1/2 is the interfacial diameter, equal to the diameter of a sphere of the equivalent surface

area A.
● DAV�6V/A�D3

v/D2
A is the surface-volumetric diameter, equal to the diameter of sphere or cube

with equivalent surface-to-volume ratio.
● DSi is the sieving diameter, equal to the width of the minimum aperture through which the particle

will pass. 
● Dst�(D 3

v /DA)1/2 is the Stokes’ diameter, equal to the diameter of sphere, which in a laminar region
(low Reynolds number Re � 0.2), sediments with the same velocity as the considered particle.

In addition, when one considers 2D cross sections or projections:

● Da�(4SA/)1/2 is the projected area diameter, equal to the diameter of a circle having the same area
SA as the projected area of the particle resting in a stable position. For particles with size
anisotropy, SA corresponds to the mean value derived from all possible orientations.

● DP�PA/ is the perimeter diameter, equal to the diameter of a circle having the same perimeter PA

as the projected outline of the particle. 
● DH�4SA/PA is the hydraulic diameter, equal to the diameter of a circle with the same projection

area to perimeter ratio.

Equivalent diameters Da, Dp, and DH are convenient for expression of sizes of windows
(narrowings), dW, between the cavities and contact cross sections, DPC, between the particles. The
diameters DV, DA, and DAV are convenient for determination of characteristic sizes of particles and
cavities. 

Feret’s diameter, DF (the mean value of the distance between pairs of parallel tangents to the
projected outline of the particle), and Martin’s diameter, DM (the mean chord length of the projected
outline of the particle[96] DF�DM�Vs/A�SA/PA) are used in automated analysis of microscopic
images [49,50]. 

290 SURFACE AND NANOMOLECULAR CATALYSIS

CRC_DK3277_CH009.qxd  4/21/2006  12:58 PM  Page 290

© 2006 by Taylor & Francis Group, LLC

(see, e.g., [50–52,55]) and we will not focus on them here. More significant is the discussion of the

tation, centrifugation, electrical conductometry (the Coulter principle), radiation scattering, dy-



Interrelation between different equivalent diameters is derived from the relations between
the real values of the volume of solid Vs and surface area A of a particle with equivalent diam-
eters Di and Dj, where i and j are the methods of measurement or types of equivalent sizes. In a
general case,

(9.48)

(9.49)

where KV,i and KA,i are the form coefficients in a chosen system of equivalent diameters i, and
KV,j and KA,j the form coefficients for a system of equivalent diameters j at the same real values of
V and A. It is convenient to introduce the surface-to-volume ratio for a particle as

(9.50)

where �AV,i �KA,i/KV,i and �AV,i �KA,i/KV,i are the surface-to-volume form coefficients in the
systems of equivalent sizes i and j, respectively. Equation 9.50 shows that different methods of
particles and pores size expressions are equivalent, and the sizes measured by various methods
are strictly related to the appropriate surface-to-volume form coefficients (�AV,i, �AV, j, etc., or in
general �AV). 

One of the earliest defined shape factors is the sphericity, �W, which was defined by Wadell
[109] as the surface area of a sphere having the same volume as the particle, related to the surface
area of the particle as

(9.51)

For a sphere �W � 1.0, and it decreases while the form anisotropy of a particle increases. For
example, for cylinders, when H/D� 0.1, �W�0.51; for H/D � 1.0, ��0.826; and for H/D � 10,
��0.169. Some authors [100] use the sphericity coefficient �sph�(�W)3, which is equal to 0.302
for tetrahedron, 0.523 for cube, 0.604 for octahedron, 0.829 for icosahedrons, and 1.0 for a sphere.
A number of other methods for characterization of particle form by relating them to a sphere or
cylinder are discussed elsewhere [50–52,108,110,111].

Let us use the mentioned relations to establish the relation of the surface area with the size of
particles. 

The specific surface area A of a porous solid that is formed of the monodisperse particles (solid
phase) of volume Vs,i and surface area Ai is equal to the multiplication of the surface area of one par-
ticle by the number of particles Nm in unit of mass. Using Equation 9.50,
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These relations can be spread to the systems of particles of one form, but of various sizes, D.
The specific surface area of such PS is equal to the sum of surface areas of particles related to the
entire mass. At known particle size distribution (PSD), v(D), one has

(9.53)

where D� is a mean surface-to-volume size of particles defined as

(9.54)

We know from statistics the moment of distribution of random values:

(9.55)

which is called a zero moment at r� 0, first moment at r� 1, second moment at r � 2, etc.
One can see that we used a ratio of the third moment to the second moment when we derived
the volume-to-surface ratio in Equation 9.54. Other methods use the ratios of other moments.
For example, the mean size averaged from the linear sizes of electron microscopy images is
determined by the ratio of the first-to-zero moments of distribution, and that obtained from
Roentgen diffraction data is determine by the ratio of the fourth-to-third moments of distribu-
tion, etc. [61]. Also, different methods use different methods of approximation of particles
formed in the cases of complicated geometry. All this is essential when comparing the results
measured by different methods. 

The function v(D) can be measured experimentally, or in some cases be simulated as normal,
lognormal, etc. distribution. It is also possible to obtain polymodal distributions with several max-
imums or some special kind of distribution. For example, the distribution of the particles formed by
crashing is frequently described by a Rosin–Rammler distribution [51,52] as 

(9.56)

where R is the weight percent of a material, retained on the sieve of aperture D (a plot of R vs.
D gives the cumulative percentage oversize curve), n and b are the coefficients (b is assumed to be
a measure of a range of particle size present and n a characteristic of the material under consideration).
Various other PSD functions have been proposed. These are generally in the form of two-
parameter (n and b) potential distribution functions such as by Gates–Gaudin–Schumann:
GGS�(bD)n, or by Gaudin–Meloy, GGS�[1�(1�bD)n], where  is the undersize fraction [51].
One can find a more detailed discussion of PSD elsewhere [51,52,111]. 

By analogy, one can derivate the formulation to determine the sizes of pores (cavities), d, and
establish their relation to volume and surface area. For a system of uniform cavities of constant size
and shape with the volume and shape of one cavity of Vp,i�k vd 3

i and Ai�kAd i
2, and total pore vol-

ume, VP, porosity is �, specific surface area, A is equal to
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where �AV�kA/kV is the surface-to-volume form factor for pores in a sense similar to the form
factor for the particles. The values of VP and porosity � in this equation are the textural parameters
for a given porous solid. For a PS with a variety of pores the mean size of pores d� is also deter-
mined through the relation of the third and second statistical moments of distribution (see Equation
9.54), in the following form:

(9.54a)

where v(d) is the pore size distribution (psd) function.
Assuming a PS to be a system of cavities with a mean size d�, and particles with that of D�, and

taking into account their common interface, one can write [3,61]

(9.58)

Equation 9.58 determines a relation between the mean sizes of pores and particles and is strictly
accurate if all pores and particles have constant form. For example, for spherical particles of a mean

C

the appropriate form factors �AV �6.0, and �AV � 4.0 gives d�/D� �0.66��/(1��)�.
The mean sizes of windows, d�w, and contacting cross sections, D�pc, can be measured during

analysis of the electron microscopy images as the relation of the first statistical moment to the zero
one; the sizes of d�w

interrelation between d�w and, for example, D�pc, is determined in view of a used model (e.g., in the
framework of a model of isotropic deforming lattice of particles). Besides, also possible are corre-
lations type of dw,i�dC,i that relate the possible size of a cavity dC,i to corresponding sizes of
windows dW,i from the cavity to the neighboring cavities.

The discussion supports the necessity of accounting for PS morphology when one uses the
morpho-dependent textural parameters and relations that include these parameters [112]. 

9.6 GENERAL PROBLEMS OF POROUS SOLIDS TEXTURE MODELING

9.6.1

binations of particles, pores, and morphologies it seems that it is analogous to the world of biological
objects. Majority of biological objects can be described as porous and dispersed. Their voids are
usually filled with liquid, whose removal allows obtaining PSs in usual understanding, and these
PSs totally or partially keep the morphology of original precursor [3].

obtained from amorphous SiO2 phase. But, there are many structures of biological origins that are
also formed from SiO2. For example, silicate shells and skeletons of sea sponges, diatomite, corals,

short-range order). It is noteworthy that diatomite, also known as kieselgur, is widely used as an
inexpensive silicate support with a specific surface area of more than 100 m2/g [112,113]. 

The illustrations shown are just a portion of a variety of textures of real porous solids, also used
as adsorbents and catalysts. It is obvious that when one goes from descriptions to quantitative
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We have demonstrated at the beginning (Figure 9.1) the variety of structures that can be

Morphology of Porous Solids and Problems with Modeling

radiolarians, etc. (see Figure 9.23). Many of these forms are mesophases (they have long- and no

The world of porous solids is complicated and full of variety. By the number of possible com-

can also be measured by adsorption methods (see Section 9.3). The direct

size �D, simulating the pores between the particles with cylinders of a mean size �d , introduction of



estimations of morpho-dependable textural characteristics, it is necessary to substitute a compli-
cated reality with simple geometrical models that are convenient for mathematical formulization.
One should also note that the model of a porous solid also determines the possible models of prac-
tically any process in this porous solid. It frequently predetermines properties of mechanisms and
events that occur in PS. This is why development of a geometrical model is an intensive part of
many models of physicochemical processes in PS, and its oversimplification results in altering of a
real process description in the same order of magnitude [3].

In some cases a model of a porous space is necessary (e.g., a problem of mass transfer), while in
other cases a model of a carcass structure (e.g., problems of mechanical strengths, sintering, etc.) is
appropriate. This is why full information on PS texture is desirable, including the interrelated char-
acteristics of porous space and carcass structure. Only such an approach allows finding the plausible
correlations between, for example, mechanical strength and mass transfer, or evaluating the laws of
texture evolution at the different stages of PS synthesis and application. This enforces elaboration of
a classification scheme (or a system of classifications) that should be taken into account for accurate
modeling of texture and processes that happen inside PS. It can be based on extraction of the major
properties of the structure of various PSs, dividing them into groups with common characteristics. 

9.6.2 Classification of Porous Systems and Texture Modeling 

Table 9.2 illustrates a convenient classification of porous solids by the characteristic sizes of
their pores. This classification was originally proposed by Dubinin [114], and in 1972 it was offi-
cially adopted by International Union of Pure and Applied Chemistry (IUPAC) [7,53,58]. 

By size of pore one can mean the diameter of an equivalent cylindrical or the distance between
the sides of a slit-shaped pore (i.e., in general a diameter of the largest circle that can be inscribed
in a flat cross section of a pore of arbitrary form). The basis of this classification is that each of the
size ranges corresponds to characteristic adsorption effect that is manifested in the isotherm of ad-
sorption [53,115]. In micropores, the interaction potential is significantly higher than in wider
pores, owing to the proximity of the walls. This explains that such pores become totally full with
adsorbate at low relative pressures. In mesopores, one will observe formation of mono- and then
multilayer molecular film forming over the walls. After formation of a multilayer molecular film,

294 SURFACE AND NANOMOLECULAR CATALYSIS

Table 9.2 Classification of PS by Pore Sizes

Micropores (or microporous systems) Less than �2 nm
Mesopores (or mesoporous systems) Between �2 and �50 nm
Macropores (or macroporous systems) More than �50 nm

Figure 9.23 Silicate skeletons of coral, radiolarian, and diatomite (left to right).

CRC_DK3277_CH009.qxd  4/21/2006  12:58 PM  Page 294

© 2006 by Taylor & Francis Group, LLC



the volumetric filling by capillary condensation mechanism occurs. Adsorption and desorption in-
side these pores is usually accompanied with a hysteresis on the AIs. The size of the macropores is
too large for capillary condensation effects, and one should expect only reversible mono- and mul-
tilayer molecular adsorption to occur over the accessible surface [53]. 

Recently, the micropore range has been subdivided into two additional categories: very narrow
pores or ultramicropores (�0.7 to 1.0 nm), where the enhancement effect is found; and supermi-
cropores (0.7 to 2.0 nm), which fill the gap between the ultramicropores and mesopore ranges [53,
115]. This classification has become widespread, but it only takes into account adsorption effects
and ignores the morphology of PS elements and their integrity. 

of the most popular was offered by A.V. Kiselev in 1958 [116]. He divided all PSs into two main
classes: corpuscular and sponge-like. Typical examples of corpuscular PS are silica gels and opals

ticles, i.e., corpuscles, but the description of the porous space between them is a complicated task.
Typical examples of sponge-like systems are porous glasses and mesophases of MCM-41 type (see
Figure 9.1c and Figure 9.1d), which are systems with a simple form of pores and a complicated
form of a solid carcass. This classification is based on the simplicity of description of characteris-
tic element (pores or particles) morphology. 

This classification was advanced by Karnaukhov [54], who proposed six types of corpuscular
models (monodisperse spheres or ellipsoids, platelets, spindles, filled tubes or rods, and regular
polyhedrons) and three types of sponge-like structures (having cylindrical, bottlelike, and spherical
cavities [pores]). Additionally, a class of mixed structures was introduced, which combines differ-

ical example of the latter structures is the texture of granules formed from zeolite crystals. The
porous structure of crystals is considered as sponge like, but the packing of crystals in a granule is
corpuscular. However, the analytical description of the considered texture geometries exists only for
limited cases. Moreover, this classification does not include some types of PSs, shown, for exam-

A set of classifications for quantitative characterization of powder dispersion morphology has

phological types of particles [55,110]. de Boer [117] simulated the capillary condensation hysteresis
loop form that may occur during adsorption for 15 types of pores that differed morphologically and
for their simplest combinations. According to these simulations, he proposed the classification that
is based on adsorption measurements in the range of a capillary condensation hysteresis. However,
it was shown lately that the form of a hysteresis loop (especially the desorption branch) depends on

Radushkevich [123] proposed classification of porous solids according to two attributes: (1)
the mechanism of formation and (2) general character of texture. With regard to the first attribute,
he divided porous solids into two basic groups: systems of addition and systems of growth (sub-
traction), which we have discussed in Section 9.4. The systems of addition are formed with casual
interconnection (summation) of primary particles or their aggregates. The case of nonporous pri-
mary particles is analogous to Kiselev’s corpuscular systems. Systems of growth are the result of
development of the pore system, for example, during burning out, dissolution, etc. or directed
growth of a skeleton of a solid phase occurring, for example, at formation of zeolites, corals, etc.
(see Figure 9.23). Frequently, the systems of growth have a characteristic individual and almost
unique morphology. Therefore, detailed description of their texture should be interconnected with
the mechanisms of their formation. The systems of addition can be described by more universal
statistical laws. Combinations of the systems of growth and addition describe the complex and
combined systems. Classification by the second attribute is the general character of texture.
Accordingly to it, the systems are classified as ordered and disordered. Zeolites are systems of
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(see Figure 9.1a and Figure 9.1e). In such systems, one can easily describe the morphology of par-

ple, in Figure 9.1 and Figure 9.23, and requires unlimited broadening due to real PS variety. 

ent elements of corpuscular and sponge-like structures at different structural hierarchy levels. A typ-

Morphological classifications have been proposed by many authors (see, e.g., Refs. [3,54]). One

the interconnection of the pores to the same degree as on morphology and size of the individual pores
in the bulk of PS [118–122], primarily due to percolation effects (see Section 9.7.4).

been introduced in the literature; these standard scales were offered to evaluate characteristic mor-



growth of ordered structures, while the majority of active carbons are the systems of growth with dis-
ordered structure. Special attention is paid to the systems with practically closed cavities (foamed
plastics, foams, strongly sintered systems, etc.) that require a special approach when modeled. 

The second classification by Radushkevich can be widened by introducing the degree of
ordering as summarized in Table 9.3. 

Two limiting cases chaos and order are determined here, but in addition one can also consider
chaos with some correlation to particles localization (type 3, Table 9.3); type 4 assumes presence of

etc. One can also consider division of these types, which allow or disallow overlapping of particles. 
The most comprehensively studied are the models of hard spherical particles that are contigu-

ous or divided by small gaps. Models of types 1 and 3 in Table 9.3 have their origin in crystal

ization of atoms or particles in models of types 2 and 4 is determined by a correlation function
W(R), which gives a probability of finding a particle at a distance R from the center of any
arbitrarily chosen particle. A typical shape and scheme of W(R) evaluation for a random, densely
packed system of monodisperse spheres of radius R0

origin to the center of particle (black particle in Figure 9.24). Then the spheres of increasing radius
R are described having their centers at the origin. The number of particles dN in a spherical layer
of thickness dR at distance R from the origin is dN�4R2 (N/V)W(R)dR, where N is the total
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Table 9.3 Classification of PSs by the Degree of Ordering

No. Type of Order Realization

1 Order Regular packing of elements
2 Chaos Short- and long-range ordering are absent
3 Chaos in order Defects in the ordered structures 
4 Order in chaos Presence of only long- or occasionally short-range order

Source: From [124].
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Figure 9.24 A radial distribution function (RDF) for a DRP of monospheres (right) and a scheme for its evalua-
tion (left), Nmean/4R 2 is an equivalent of W(R), where Nmean is the mean number of spheres in the
intervals of 0.2R. The solid curve illustrates the data obtained from neutron diffraction in liquid
argon; 1, 2 are the experimental data by Scott [128] and Bernal [127] obtained for the models of
steel spheres (cited in  [127]).
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is shown in Figure 9.24. One can set the

used in the theory of nonideal gases, amorphous solids and liquids [49,97,127–135]. The local-
structure characterizations (see, e.g., Refs. [124–126]), while models of types 2 and 4 are widely

some order, for example long-range order in silicate mesophases, or platinum particles in a xerogel,



number of particles in volume V. When R�R0, W(R) � 0, but when R�R0 a growing coordination
sphere begins to intersect the neighboring particles and the values of W(R) increase, reach a max-
imum and then decrease. Further increase of R repeats the situation, but is accompanied with
broadening of extremums of W(R). At the limit, value of W(R) is proportional to the mean density
of the packing. The number of sharp maxima usually does not exceed 3 and their positions are the
average distances from the center to the primary, secondary, etc. neighbors. The zone of the first
maximum is called the first coordination sphere, the area under this maximum is proportional to
the coordination number of the given structure, that is, the mean number of neighbors; the zone of
the second maximum is called as the second coordination sphere, etc. 

The models of PSs considered above mainly concern the packings of particles, that is, from the
texturological point of view they can be considered as development of a corpuscular model by
Kiselev. The morphology of a porous space in corpuscular systems is usually more complex. For
simplification, it is traditionally simulated by a group or network of nonintersecting cylindrical
channels of varying sizes or flat slits, the models of goffered channels are less often used, etc. 

The hard skeleton and porous space complement each other similarly to positive and negative
in a photo [123]. Therefore, a corpuscular model can be inverted into a sponge-like one and vice
versa. Such possibility to complement each other allows simulation of a porous solid both as a sys-
tem of pores and as a system of particles; the choice point of readout is defined by conditions of a
task or simplicity of the description. The majority of PSs can be modeled by two interconnecting
labyrinths, where the labyrinth of pores forms a void that occupies a part � from the whole volume,
and this part is equal to the porosity; and the labyrinth of particles forms a skeleton (carcass) that
occupies a part of the whole volume (1��), which is equal to the density of skeleton packing. Both
labyrinths have a common interface and can have the ordered or disorganized structure, form co-
herent systems, or include discrete clusters as the isolated groups of pores or particles. Many prop-

of expansion (particle or cavities) as sites and places of contacts of sites as bonds. Such model lat-
tices are convenient for the definition of integrity in both systems of particles and systems of pores.
The integrity essentially depends on the value of the coordination numbers of packing of particles,
np, and pores, ZC; therefore, we shall define these terms in the following. 

Through coordination number of packing of particles np we understand the number of closest
neighboring particles in the volume of the first coordination sphere that surround an arbitrary chosen

particle in the bulk sufficiently far from the external surface of PS. In a model of a corpuscular porous
solid of ordered or random spherical particles touching each other, one can determine the value of nP,

f , which is equal to the number of the closest neighbors with which the randomly selected particle
has one point contact. We will refer to these simple contacts as full contacts. In a general case,

less than D(	2��1), where D is the diameter of the particles [3]. One can also consider the linear (or
curved 1D) contacts (e.g., between rod-shaped particles), interface contacts (e.g., between faceted
particles or the contacts that form as a result of sintering or deformation of the particles of the
arbitrary form). The latter may be termed stain contacts or contact interfaces between the particles.
One can also differ the contacts between similar or different particles in the PSs formed of packings
of nonuniform particles (different chemical composition, morphology, etc.). Hence, the total number
of contacts nP may include the contacts of various types, which in some cases should be evaluated

In turn, porous space of many real and model porous materials can be considered as a lattice
of expansions cavities (or sites), connected with narrower windows or necks (bonds). With such
a definition of sites and bonds it is acceptable to have the whole volume of pores concentrated
only in cavities of different sizes and forms. In this case, windows are considered as volumeless
figures that correspond to the flat sections in places of the smallest narrowings between the
neighbors (as well as bond in a lattice of particles) [3,61]. This approach seems to be the most
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particle (see Figure 9.24 and appropriate discussion). To avoid broader effects, one should select a

erties of such labyrinths can be simulated by lattices of sites and bonds, if one considers the centers

(for additional information see Section 9.7). 

incomplete contacts with small gaps between the particles are possible. These gaps, for example, are



plausible,* although in some situations it is more convenient to identify bonds with cavities, and
sites with windows [8]. The average number of bonds per site corresponds to the average coor-
dination number of a pore lattice, ZC. 

Correspondingly, the values of nP characterize the connectivity of the lattice of particles or
skeleton of a PS and the values of ZC characterize the interconnectivity of the lattice of pores of the
same PS. Connectivity of PS is the major topological attribute, which in the general case does not
depend on the shape and size of the PS’s individual supramolecular elements, although the latter
characterize the major geometrical properties of PS [8]. Appropriately, the classification of PSs by
the degree of interconnectivity with allocation of various types of integrity is possible. 

Also useful is the classification that takes into account the characteristics of the texture on var-
ious scaling (hierarchical) levels. The simplest example of hierarchical organization of PS is

acteristic of the corpuscular systems and formed of monodisperse particles of similar size D1�
const. Let us remind that we refer to pore size distribution as psd and particle size distribution as
PSD. The situation in “a” shows a narrow PSD when particles form an isotropic random packing.
The pore labyrinth is formed of cavities and windows between the particles; the experimentally
measured psd has single maximum. These systems can be designated as homoporous and
monodisperse. If all the particles form a regular ordered lattice all windows have the same size,
and appropriate psd degenerates to a �-function (monoporous systems). The model system shown
in Figure 9.25b is formed of aggregates of particle size of D2��D1. There are two different
labyrinths of pores: internal pores in aggregates and external pores between aggregates. As a re-
sult, the psd has two maximums (a model of biporous and simultaneously bidisperse structure).
Figure 9.25c shows an example of a heteroporous structure. Characteristic of such structures is
overlapping of the sizes of primary particles and aggregates, and correspondingly overlapping of
psd’s inside aggregates and between them.
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Figure 9.25 Models of granules of monodisperse particles; characteristic psds (pore size distributions) are
given below: (a) uniform packing; (b) bidisperse packing of aggregates of particles of similar sizes;
(c) same as (b) but the size of aggregates vary in a wide range.

*For example, most of us live in the rooms (or voids), and doors and windows are used for our connections with the rest of
the world. But, there are some guys that prefer TOpɥaTÜ in doors or windows and disturb everybody. In the world of PSs the
similar effects influence accessibility and mass transfer characteristics of porous space, which is why their control has a
significant interest from the practical point of view.
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shown in Figure 9.17. Figure 9.25 extends the example with another set of simple situations char-



interconnected system of large pores that decreases the diffusion resistance in mass transfer
processes. The pores between aggregates play the role of transport channels, while the majority of
the surface and catalytically active species are located inside the aggregates. This explains the wide
use of systems with this type of structure. 

Besides the simplest types of hierarchical organization shown in Figure 9.25, structures with
three and more scaling levels are possible. In general, for corpuscular PSs, the shape of psd is
determined by PSD and particles’ space arrangement (PSA). The situations corresponding to the
interrelation of PSD and PSA can be classified by a scheme shown in Figure 9.26.

Let us consider the first level of classification, systems with wide and narrow PSDs, which we
divide into those having isotropic and anisotropic PSA. The combinations of PSD and PSA shown
result in typical psds. 

Similar schemes may also be derived for the sponge-like systems that are considered as nega-
tive to the system of particles or systems of growth by Radushkevich [123]. 

Characteristic for many PSs is another type of heterogeneity that can be considered as radial
anisotropy (RA). This heterogeneity in composition, density, and porosity can be found in medicine
pills formed of layers of different compounds. Less evident is RA in some granules of adsorbents
and catalysts formed of pastes or powders. For example, formation by extrusion results in the ap-
pearance of RA due to the gradient of the rate of the forming paste movement through the draw
plates; adding pressure gives RA due to an inhomogeneous profile of the applied pressure in a press
form [61]. Radial anisotropy can appear as a result of nonuniform extraction, gasification, or other
types of removal, or vice versa via condensation of additional components, nonuniform densifica-
tion of various gels and pastes during drying, etc. Thus, classification based on various types of RA
can be considered. At last, classifications based on the mechanical properties (PSs can be rigid, elas-
tic, plastic, or fragile), electrical conductivity, chemical properties, etc. are possible.

The given discussion shows that rather universal and simple classification of porous materials
equivalent to classification of crystals is absent. However, one can consider a system of interrelating
classifications that take into account order, morphology and sizes at different hierarchical levels, de-
grees of integrity, structure, heterogeneity of a various type, etc. Such a systematic approach can be
used as well for adequate modeling of various hierarchical levels of a porous material structure. 

9.6.3 Generalized Models and Systematic Sets of Models

While modeling the structure and properties of porous materials one usually is interested in struc-
tural properties of a desirable hierarchical level. For example, for chemical properties the molecular
structure is major, and the specific adsorption and catalytic properties are guided by the structure and
composition of particle surface. Diffusion permeability is determined by the supramolecular
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Figure 9.26 The scheme of the simple interrelation of pore size distributions (psd), particle size distributions
(PSD), and particles space arrangement (PSA).
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Porous systems of the type shown in Figure 9.25b are of practical interest since they have an



structure of the porous space, and the hydrodynamic resistance of a bed of granules depends on the
structure of the bed. Hence, the rational modeling of the molecular and supramolecular structure of
the porous solid as well as the processes that occur in it may be based on the hierarchical system of
models following the wise principle of William Ockam (�1285 to 1349). This principle, known as
Ockam’s razor, can be formulated as entia non sunt multiplicanda praeter necessitatem (Latin;
i.e., the substances should not be added without necessity). According to this principle, to obtain the
necessary property one may allocate only one hierarchical level i, determine its major structural
properties, and set the boarder conditions determined by the properties of a lower (i � 1) and upper
levels (i � 1). 

The corresponding hierarchical system of models may have the following sequence [3,61]:

1. Model of a molecular structure, which determines a mutual arrangement and interaction of atoms
that form a molecule, molecular site, or a short-range order in a solid material. This is the area of
molecular chemistry, stereochemistry, etc. A characteristic element of this level is the atom with
prevailing interatomic interactions. 

2. Model of a supramolecular structure of polymolecular ensembles or clusters, determined by in-
teraction and mutual arrangement of the forming molecules. At this level, the specific mecha-
nisms of supramolecular chemistry, including molecular recognition, self-assembly, etc. [4] can
be allocated. In most cases, it is possible to limit this area to objects with the sizes under 1 to 2
nm, since further increase in the sizes admits application of statistical concepts like phase and
interphase surface. 

3. Model of a primary supramolecular structure (texture) of different sites and bonds of a lattice of
pores and particles, that is, individual cavities and windows, connecting them, or individual par-
ticles and zones of their contacts with nearest neighbors. This model takes into account the form
of both sizes of individual sites and bonds, and can be used for analysis of the processes limited
to the space of individual sites and bonds (molecular sieving effects, initial stages of capillary
condensation, sintering, etc.). The characteristic geometrical size or scale of this level corre-
sponds to the sizes of separate sites and bonds, possibly considering their average sizes or size
distributions. 

4. The model of clusters or ensembles of sites and bonds (secondary supramolecular structure),
whose size and structure are determined on the scale of a process under consideration. At this
level, the local values of coordination numbers of the lattices of pores and particles, that is, num-
ber of bonds per one site, morphology of clusters, etc. are important. Examples of the problems
at this level are capillary condensation or, in a general case, distribution of the condensed phase,
entered into the porous space with limited filling of the pore volume, intermediate stages of sin-
tering, drying, etc. 

5. Model of a lattice of clusters ensembles, which takes into account local heterogeneity in distribu-
tion of sites and bonds, for example, their distribution on the radius of a granule and the presence
of more or less obvious agglomeration of particles or pores. Such a model is important when one
studies granules with a biporous structure, or aggregated bidisperse structures, where the charac-
teristic scaling size is determined by the size of the appropriate aggregates. The absence of obvi-
ous anisotropy eliminates the necessity of this level of modeling; in such cases the model of level
4 at once advances to a model of level 6. 

6. Model of a granule of a porous solid as a lattice (labyrinth) of pores and particles, which takes into
account the average values of coordination number of bonds and distribution of sites and bonds
over the characteristic sizes. 

7. The model of an element of a bed of porous granules that describes the processes of heat and mass
transfer in a bed.

Further, by analogy, the appropriate models of a bed of granules, chemical reactor as a
whole, shop, factory, city, country, etc., up to the Universe can be introduced. But, this system-
atic set of models is only one among infinite possibilities. While solving particular problems,
the considered hierarchical levels can be extended or narrowed with introduction of new sub-
levels, or a combination of above-mentioned levels if necessary. The parameters of the given
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level and only those structural features and boundary conditions determined by the neighboring
levels are taken into account at each level considered and modeled. The modeling can be based
on a structure of porous space and skeleton of a solid phase. One of the advantages of such an
approach is the opportunity of independent parallel development of models for different levels
(both geometrical models and models of the appropriate processes). Let us consider, using the
Ockam’s razor, some modern opportunities of realization of this system of models and the ap-
proach as a whole. 

Limited volume of this chapter allows us to discuss only some of the advanced problems of
modern texturology. Let us pay attention to the modern approaches to the modeling ensembles of
particles and pores that demonstrate achievements and opportunities of texturology on existing and,
obviously, the initial stage of its development [3]. Let us begin from a universal enough approach
to the modeling of corpuscular and sponge-like PSs on the basis of Voronoi–Delaunay (VD) tessel-
lations that can be used on the levels of 3 to 7 of the given hierarchical system of models. 

9.7 MODELING PARTICLES AND PORES IN A LOCAL ARRANGEMENT

9.7.1 Voronoi–Delaunay Method for Description of Corpuscular
and Sponge-Like Porous Solids 

The way of the best choice to model PS’s structure on both molecular and supramolecular lev-
els begins with allocation of primary building units (PBUs), which without gaps and overlaps would
fill a 3D space occupied by a PS. An universal method for allocation of such PBUs in both ordered
and randomly arranged PSs, formed of packings of convex particles (or pores), is based on the con-
struction of the assembles of Voronoi polyhedra (V-polyhedra) and Delaunay simplexes (or D-poly-
hedra), which form Voronoi–Delaunay tessellation [100].

The terms Voronoi polyhedron and Delaunay simplex have English geometry school origin. The
first was Rodgers [136], who started using them regarding a great fundamental impact to this field
from Russian mathematicians G.F. Voronoi (1868 to 1908) and B.N. Delaunay (1890 to 1980). The
term V-polyhedron was used by many mathematicians [131–134]. This makes sense because similar
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Figure 9.27 Example of Voronoi (V, dotted line) and Delaunay (D, solid line) tessellations for a 2D case.
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polyhedra are named Thiessen polyhedra in hydrology [137], Wigner–Seitz cells [138], Dirichlet
polyhedra [139], or Brillouin zones [140] in physics, etc.*

The VD is applicable to an arbitrary ensemble of points that can be randomly placed in space.

geometrically interrelated in the following manner. D-polyhedra are built by linking the named

the 3D case, instead of lines one should use planes that are to be drawn through three neighboring
points. V-polyhedra are assumed to be arranged by the planes that are drawn perpendicularly
through the centers of the linking lines (Figure 9.27, broken lines). Any V-polyhedron includes one
point (particle, molecule, or atom) and a part of the surrounding void that is closer to this point than
to others. V-polyhedron determined in such a way can be considered as a PBU since the ensemble
of such PBUs fills a 2D as well as a 3D space without gaps, and overlaps forming a tessellation by
Voronoi. The presented partition can be used to consider any ensemble of randomly distributed mat-
ter; for the case of texturology the Voronoi PBU system for particles (or pores), which we will refer
to as PBU/P for brevity, is interesting. 

Since drawing of 3D Voronoi tessellations is not as vivid as 2D (Figure 9.27) we will illustrate
some typical PBU/P V-polyhedra for PSs formed of nonoverlapping monosphers (Figure 9.28). One
can put an entered sphere (not shown) inside a drawn PBU/P. The PBUs of a to d types are charac-
teristic of regular (ordered), and types e and f correspond to irregular packings of monospheres. 

The geometry of V-polyhedra and V-tessilations was elaborated by Voronoi and Delaunay
[143,144]. They have shown that all PBU/Ps have a convex shape, each facet is common for two
neighboring PBU/Ps, each edge is formed by no less than d PBU/Ps (d is the dimension of 
V-tessellation), and no less than d � 1 PBU/Ps intersect at each vertex. We write “no less” but an
exact coincidence usually takes place. 

Eventually, in regular packings the number of Voronoi planes can be greater than the minimum
number of planes necessary to form a PBU. The planes that do not form a PBU facet (have only
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a b c

d e f

Figure 9.28 Typical V-polyhedra formed in regular (a–d) and irregular(e, f) packing of monospheres (regular
packings): (a) simple cubic, (b) face-centered cubic, (c) bulk centered cubic, (d) diamond; irregular
packings, (e) dense random, and (f) random with tetrahedron coordination.

*To be on the safe side, we should note that this kind of partitioning of space was used by Descartes in 1644 [139], and its ori-
gin can possibly be found in ancient times [141]. The further development was proposed by Gauss [142], Dirichlet [139], and
others, but the most detailed and thorough mathematical description was given by, namely, Voronoi and Delaunay [143,144].
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points with the closest neighboring points as shown in Figure 9.27 for the 2D case (solid lines). In

These points can be the centers of particles, molecules, atoms, etc. Both V- and D-polyhedra are



one common point or line with PBU) are named as degenerated planes. For example, V-polyhe-

tween the nearest neighbors. However, one can draw (for this particular packing) Voronoi-type
planes through each of the 12 edges of the cube taking into account the neighbors from the sec-

count the neighbors from the third coordination sphere. The degeneration effect disappears when
even a slight random shift (a minimum chaos) of particle centers is introduced [100,143–145].
Thus, degenerated planes are not characteristic of irregular packings, and the majority of PBU/Ps
have the form of simple cells contacting (d � 1) neighboring cells at the vertices and d neighbor-
ing cells at the edges.

According to the fundamental Euler equation, one can write 

(9.59)

for any convex polyhedron in a 3D space, where S is the number of vertices (framework bun-
dles), B the number of edges (framework bonds), and f the number of facets. This means that only
two of these three parameters are independent. The number of facets f corresponds to the particle
packing coordination number nP (f�nP). Thus, one can rewrite Equation 9.59 as

(9.59a)

A condition of nP � 2 and B � S corresponds to simple closed contours without ramifications,
for example, polyangles. A condition B�S (i.e., nP � 2) corresponds to separate fragments of chains
formed from sites and bonds. A condition of B�S is characteristic of a 3D case (nP � 2).

In the case of a primitive polyhedra (in each vertex of which only three edges cross-link) one
can use an additional condition B�(3/2)S. As a result, Equation 9.59 transforms to 

(9.60)

For convex deltahedra (polyhedra for which all edges are triangular), B�

3
2


f , and

(9.60a)

Thus, for these two simple cases only one parameter is independent, significantly simplifying
calculation of coordination numbers. 

Now let us consider the possibilities of analysis of the void around particles using a V-tessella-
tion concept. For each V-polyhedron, a particle occupies a part of PBU/P volume (1��i), where �i is
the local porosity of a given PBU/P. The distance h between the centers of the two similar neighboring
spherical particles (radius R0) that contact each other at one point is 2R0. Thus, if h � 2R0 there is a
gap between the particles, and if h � 2R0 the particles overlap (or incorporate each another). The total
number of contacts with the neighboring particles is equal to the number of polyhedron edges. The
larger cavities that surround the V-polyhedron include the polyhedron vertices (the points of maxi-
mum distance from all neighboring particles). Therefore, the number of the neighboring cavities is
equal to the number of polyhedron vertices S. The edges of the polyhedra form the axis of the
channels (pores) between neighboring cavities. The characteristic size of the cross section of these
channels is maximum (rmax) at the vertices and minimum (rmin) in the direction of channels. The min-
imum cross section size of a channel can be considered as a window between neighboring cavities.

f B S� � �2
3 2 2( )

f
B S

� � � �
3

2
2

2

f n B S� � � � �2 2p

f B S� � �2

TEXTUROLOGY 303

CRC_DK3277_CH009.qxd  4/21/2006  12:58 PM  Page 303

© 2006 by Taylor & Francis Group, LLC

dron for a simple cubic packing has the shape of a cube (Figure 9.28) formed with six planes be-

ond coordination sphere (see Figure 9.28), and through each of the eight vertices taking into ac-



The sizes of the cavities, channels, and windows can be evaluated by a probing procedure [100] when
one moves a probing sphere along a channel axis (Figure 9.29). 

This procedure is used for evaluation of the borders and morphology of the pore. The pores are
considered as the linked parts of the whole porous space accessible for a probing sphere with a size
r�rZ, where rZ is a chosen size [100]. For numerous simulations, it is convenient to determine the

the cavities, and windows do not have volume and are only the 2D cross sections between the cavi-
ties. In this sense, the windows only determine accessibility of the cavities. This approach allows
consideration of the porous space as a network of sites (cavities) and bonds (windows). 

The probing procedure allows us to draw a navigational map of a PS. The bonds of a network
correspond to a fairway with wide parts at the sites (centers of the cavities) and the narrowings at
the windows. Such a navigation map allows all necessary information about all possible movements
for the zonds of a given size to be obtained. Recently, a special software has been developed for
calculations of such transport in the packings of both nonoverlapping and overlapping spheres of
single or various sizes, and also of nonspherical particles [100,141]. Thus, V-tessilation allows
fundamental information about the structure of a skeleton of particles and the porous space between
the particles to be obtained.

The difference between V- and D-tessilations is as follows: each of V-polyhedra includes one
network point (or particle) and a void that is closer to this point than to others, each of D-polyhedra
includes one cavity and parts of the particles that are the closest to the center of the cavity and all

PBU/C, where C means cavity. The local coordination number of cavities ZC is equal to the number
of the faces of PBU/C (D-polyhedra or D-polygons), and their local porosity � (or �A in 2D space) is

These D-polyhedra are always tetrahedra (simplexes), generally with various edges (Figure
9.30a) in the case of undegenerated systems. However, the form of D-polyhedra differs from tetra-
hedral for degenerated systems. For example, it is a cubic cavity for a cubic structure (Figure 9.30b).
There are D-polyhedra of octahedral form in the regular densest cubic (face-centered) and hexagonal
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a b c

Figure 9.30 Typical D-polyhedra (PBU/C) in the case of packings of monospheres: (a) tetrahedral; (b) cubic,
and (c) octahedral.

B BA
A

Figure 9.29 Probing of a porous space with the zonds A and B of different size. The thin lines show the can-
nels which zond A can follow, the thick lines correspond to possible movements of zond B.The dots
show the centers of the cavities. The voids for the possible migration for zond A are shown in the
center and that for zond B are shown on the right scheme.
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equal to the unoccupied volume. Typical D-polyhedra are shown in Figure 9.30 and Figure 9.31.

windows that are on the borders with other neighboring cavities. It is convenient to term the latter as

windows between the cavities as the borders and to assume that the whole porous space is located in



of degenerated V-polyhedra [100,141,144]. Moreover, the degenerated polyhedra can be divided
into tetrahedral simplexes.*

Comparing to a lattice of edges in a V-tessellation that determines a navigation map for a sys-
tem of pores, the lattice of edges in a D-tessellation determines a navigation map of the system of
particles that form a skeleton of a PS. Migration in a solid phase is obvious if one considers the
contact stains between deformed or intergrown particles. These maps are useful for the problems of
PS strength, thermo- and electroconductivity, sintering, etc. As a result, a complex VD-approach,

all-round analysis of a PS as a labyrinth (lattice) of pores and particles. 
It is significant that both V- and D-tessellations are unequivocally interrelated because they form

geometrically dual graphs. For a brief expression of a relation between these two lattices let us
designate a total number of facets in V- and D-lattices as fV,
 and fD,
, and the total number of edges
as BV,
 and BD,
, respectively. For dual graphs the relation is [100,146,147]

(9.61)

particle of a dual lattice; thus

(9.62)

where ND is a number of cavities around PBU/P, and NV is a number of particles around
PBU/C.‡

Unfortunately, the relations (9.61) and (9.62) do not allow establishment of an unequivocal
interrelation between the coordination numbers of packings of particles (nP) and pores (ZC) for
corresponding V- and D-lattices, but, for undegenerated D-polyhedra of tetrahedron form ZC � 4.
Typical values of nP for random packings and regular packings of monospheres are discussed in
Section 9.7.3 and Section 9.7.2, respectively. 

N S N SD V V D,↔ ↔

f B f BV, D, D, V,,
 
 
 
↔ ↔
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*However, different particular partitions may result in different number of simplexes. For example, a cube can be divided
into five or six tetrahedral simplexes [100]. 
†Dual-form Latin dualis in modern mathematics means interequivocal. For example, duals are cube, octahedron, dodecahe-
dron, and ikosahedron; tetrahedron is dual to itself [145–147].
‡Design of dual graphs in a 2D space is based on inter-cross-sectioning of bonds (edges) of corresponding lattices (see

D,� � BV,�; fV,� � SD,�; fD,� ��SV,� (9.61a). Thus, dual-
ity works formally for cube and octahedron, which have the same number of edges (B� 12), dodecahedron and ikosahedron
(B� 30), and there is only tetrahedron, which has B� 6.

ba dc

Figure 9.31 Some varients of allocation of PBUs for a primitive cubic packing (Pc): (a) PBU/C; (b) PBU as a 3D
graph; and (c) as 2D planar graph; (d) PBU/P; black circles (b) and (c) are the sites of the lattice,
that correspond to the centers of particles (or atoms), the solid lines are the bonds between them,
the dotted lines are the bonds with the sites from the neighbor cells.
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packings (Figure 9.30c). This effect disappears if some chaos is introduced as in the considered case

facet (see Figure 9.27). Moreover, each site of one lattice corresponds to the center of a cavity or

†

which is derived from a principle that exactly one bond of a dual lattice passes through each

which takes into account the analysis of both V- and D-tesselations, is a prospective basis for a 

Section 9.7). As a result, the relation (9.61) transforms [146] into B



Taking interchangeability of V- and D-lattices that make a uniform VD approach into account
one should note that use of D-partitioning allows simplification of mathematical calculations
because it is based on the simplest and unequivocal interrelations of the simplest polyhedra.

There is appropriate software based on VD approach for the analysis of the systems of overlap-
ping and nonoverlapping convex mono- and polydispersed particles [100,134,141]. These programs
allow studies of permeability of PSs using the navigation maps for movements of probes of various
sizes [100]. This approach is used for analyzing results of MP [148]. Conceptually, the same
approach is used for modeling the kinetics of topochemical processes with random nucleation
[149–152]. The nuclei of a new phase appear randomly and independently in the bulk of initial
phase at random times, and their growth continues until they contact with other growing nuclei;
when all given space becomes filled with a new phase it stops. As a result, a tessellation similar to
V-tessellation is formed. It is natural that the VD-approach may be further applied to the sponge-
like systems. Other examples of construction and application of similar tessilations are discussed
elsewhere [50,100,134,139–141,145,153,154].

Concluding this section we note that VD-tesselations may have numerous different applica-
tions. For example, each lion, which lives in Savanna assumes himself as a host of the whole
territory that is closer to his den than to the den of his neighbor [100]. Thus, the boarders of the
territory of each lion may be estimated by V-polyhedra. By analogy, each archaeologist attempts
to identify the parts of region under the influence of different neolithic clans by VD-tesselation,
the urban planner locates public schools in a city, a physiologist examines a capillary supply to
muscle tissue, etc. [141]. 

Let us consider, taking into account VD-approach, some peculiarities of regular packings of
spherical particles. These packings are widely used in texturology for many years

[104] and Plank and Drake [156] that the structure of silica gel is formed of packing of spherical
globules, and White and Walton [157], Manegold et al. [158], and Karnaukhov [54] proposed the
models of regular globule arrangement.

considered as convenient models of ideal PS. But, the recent decade discovered a variety of PSs

of regular packings found a new practical significance.

9.7.2 Ordered Packings

Ordered packings are investigated in the finest details by crystallography for the description of
structure of crystal lattices, where the role of particles is given to atoms, ions, molecules (including
molecules of a complex form), or their groups, and packings of particles of one or different sizes
are considered. Here, for brevity, we shall be limited to packings of monospheres. 

Crystallographic classification of ordered packings based on symmetry of their internal structure
allows allocation of seven packing systems (syngonias), 32 morphological classes, and 230 space
groups [125,126], where the basic five types are 2D and there are 14 types of 3D lattices by Bravais
(1885). Symmetry allows allocation of PBUs that can be treated as V-polyhedrons, filling a 3D
space without gaps and overlaps.

has the coordination number nP � 6 and the porosity � � 1�/6 � 0.476. Figure 9.31a shows the
structure of a cell with one cavity and six windows that connect the cell with its neighbors. This
structure corresponds to a D-polyhedron, that is, PBU/C. The variant in Figure 9.31b determines a
PBU in the form of a cell of a 3D lattice of sites and bonds. The relaxed bonds with the sites of the
neighboring cells are shown as dotted lines. Figure 9.31c shows this packing in the form of a 2D
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[3,125,126,129,133,134]. It was proposed by Freundlich in 1928 [155], and proved by Carman

the simplest example of primitive cubic packing (Pc) of rigid spheres of one diameter D (Figure
9.31a). Each sphere (site) in this packing has contact with six neighboring sites. As a result, the packing

In principle, there are a number of methods to allocate PBUs. Let us consider some of them using

with regular ordered texture (see, e.g., Figure 9.1e and Refs. [24,91,158–161]). As a result, the studies

Until nowadays, the regular packings of particles and pores, including the spherical ones, were



graph. In a Pc packing ZC � nP, thus graphs b and c describe both a lattice of pores and a lattice of

cause it includes exactly one particle and all its contacts with particles in neighboring cells (not
shown). A coordination number of this cell is equal to the number of facets of the polyhedron.

Constructing PBUs in the form of graphs allows the analysis of the properties of lattices in a
mathematical language of topology, theory of graphs, and mathematical morphology
[132–134,146,147]. But, for many problems of texturology the simple PBUs shown in Figure 9.31a
and Figure 9.31d are the most informative for analysis, which do not require a complicated mathe-
matics. These PBUs include exactly one site and all its bonds (variant a) that correspond to a D-
polyhedron, or PBU/C, with one void and windows, or one particle and all connections with neighbors
(variant d) that correspond to V-polyhedron, or PBU/P. These two types of PBUs allow calculation
of the coordination numbers ZC and nP, which are equal to the number of facets in corresponding
polyhedrons, the interfacial surface area of a unit of volume AV, mass A (the latter at known value of
density �), porosity �, maximum size of cavity d, which can be considered as a maximum diameter
of an inscribed sphere, size of a window dW, which is equal to the maximum diameter of a circle that
can be inscribed in a window, etc. 

Figure 9.32a and Figure 9.32b show two variants of the densest regular packing of
monospheres: hexagonal closest packing (hcp; fragment a) and face-centered cubic (fcc; fragment
b). These packings have similar porosity ��1�/3	2� � 0.2595 and coordination number nP � 12,
but differ by the sequence of neighboring layers. This can be explained on the basis of the fact that
the densest packings form under two conditions: (1) each level should have the most dense 2D
structure (where each sphere must have six neighbors in a layer); and (2) all neighboring layers
must be translated in a manner that allows the maximum possibility of the spheres form one layer

resulting in nP � 12. But, both of these conditions allow formation of packings that differ by an

Let us call the arrangement of spheres shown in Figure 9.33 as A. The next layer may be
arranged as B or C. Let us consider the case of B. The third layer will be A or C, etc. In the former
case, alternation of the layers gives a scheme ABABAB…(hcp-packing) in the latter it gives AB-
CABC… (fcc-packing). More complicated alternations are possible, for example, ABCBABCB…,
ABCABABCAB…, etc.
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a b

c d e f

Figure 9.32 The densest ordered packings of monospheres: hcp (a) and fcc (b); octahedral (c) and tetrahedral
(d) PBU/C closest packing ((a) or (b)), prismoidal PBU/C for packing with np=4.0 (e).
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particles. And finally, the variant in Figure 9.31d corresponds to a V-polyhedron, that is, PBU/P, be-

alternation of the layers. This possibility is demonstrated in Figure 9.33. 

to fill the voids between the spheres in another layer. Both conditions give six contacts each,



Such variations in layer alternation as a condition of formation of the densest packing do not
affect the microtextural characteristics of a packing. However, layer alternation results in the
possibility to allocate specific directions in the structure. For example, one can allocate only one
direction perpendicular to the layers with the densiest 2D packing in a hcp-packing; fcc-packing has
four such directions. Such differences on a macrotextural level alter the physical properties that, for
example, are characteristic to anisotropy of physical properties of metal crystals [125]. Moreover,
it is noteworthy that hcp-packing is related to nonlateral packings [126].*

It is convenient to allocate PBU/C for hcp- and fcc-packings as a combination of N octahedral

for PBUs. 
Alternation type AAAAA does not correspond to the condition of the densest packings since the

centers of spheres in different layers are located one above (under) another (see Figure 9.33). This
packing is called simple hexagonal packing (ph) with np � 8 and ��1�/3	3� � 0.3954, and it is
rare in crystallography. This is explained by a higher stability of a body-centered cubic packing
(bcc) with np 8, but ��1�	3�/8 � 0.32 [157]. 

number of regular 3D packings to be obtained, whose porosity varies in the range
/3	3��(1��)�3	2� and coordination number in the range 8 � np �12. These packings 

also discussed, obtained for squarely packed layers using the alternations analogous to already
(where the 

left limit corresponds to Pc and right to fcc) and 4 � np �12. According to Conway and Sloane
[133], diamond-like packing is characterized by np � 4 and ��1�	3�/16 � 0.66. More loose 
packings are possible if one moves the spheres apart in a layer or applies the chain-like 
structures [163–166]. Closed chains with the minimum value of np � 2.0 can form packings 
with � � 1. The regular structures of this kind are described by Heesch and Laves [166] to 
model the texture of aerogels. At np � 3 porosity is � � 0.815, and if one moves to np � 2 the 
porosity will reach the value of 1.0 quickly. For example, Smalley [167] discussed such issues in
mathematics. 
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*Nonapplicable for hcc packing is a requirement for lateral packings, which by Ref. [136] can be formulated as if one allo-
cates a straight line and the distance between two neighboring spheres on this line is a, then the distance between other
neighboring spheres on this line is also a.

Position C

Position B 

Figure 9.33 The variants of neighbor layers alternation in the densest regular packings: location of spheres in
the plane of the figure corresponds to layer arrangement A, next layers may be located to arrange-
ments B or C.

CRC_DK3277_CH009.qxd  4/21/2006  12:58 PM  Page 308

© 2006 by Taylor & Francis Group, LLC

(Figure 9.30c) and 2N tetrahedral (Figure 9.30a) units (where N is the number of spheres in a pack-

A possible shift of neighboring hexagonally packed layers in the plane of Figure 9.34 allows a

ing). Such a combination allows filling of space without gaps and overlaps, which is a requirement

considered (Figure 9.32). In this case, possible variations are /6�(1��)�/3	2�

are considered, for example, in Refs. [128,157,158,163]. In the cited literature the packings are



A number of correlative relations that bind nP and � were as proposed in the literature. These
correlations are based on the use of stable regular packings of touching spheres [54,164–169]. For
example, according to Meissner et al. [164],

(9.63)

Ridgway and Tarbuck proposed [169] that

(9.63a)

Lagemaat et al. [170], who modeled the random packings of monospheres, derived the follow-
ing approximate relationship:

(9.63b)

For many dense regular types of packing an accurate relation can be obtained:

(9.64)

This relation originates from the above discussed exact values of � for all packings with np � 12
(including hcp- and fcc-packings), ph-packing with np � 8, and Pc-packing with np � 6. However,
(1��) � 	3�/8 � (3/16)nP/6)1/2 for a bcc-packing with np � 8, and (1��)�	3�/16�(3/16	2�)(np/6)1/2

p � 4, that is the relations differ from Equation 9.64 by a numerical
factor.

W/D (D is the diameter of spheres) for
five regular polyhedra (D-polyhedra) (see Figure 9.34).

The relative size of windows in the regular 2D packings is determined as [61]

(9.65)
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a b c d

Figure 9.34 The typical coordinating polyhedra for a dense regular monospheres packing: (a) cuboctahedron,
(b) anticuboctahedron, (c) dodecahedron, and (d) icosahedron.
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Table 9.4 shows the sizes of cavities d/D, and windows d

for a diamond-like packing with n



where NW is the number of spheres in contact that form a window. The 2D porosity �A for such
packings is determined by the relation

(9.66)

which describes a 3D porosity of regular packings of parallel-packed rods as well, since a
projection of these packings on the plane perpendicular to the axis is equivalent to the regular

The basic textural characteristics for the major types of regular packings of monospheres are
summarized in Table 9.5.

As noted above, the maximum density in the regular packings of monospheres is achieved at
nP�12, where (1��)�/	1�8��0.74048… However, the possibility of more dense packing of
monospheres that is not lattice-like has been discussed for years. For example, the density of a tetra-
hedron element is 0.7796 (see Table 9.4), which is higher than the stated limit. However, it is
impossible to fill a 3D space without gaps and overlaps with regular tetrahedrons. The ensembles
of such PBUs can grow only in 1D dimensionality forming chains and rings. It seems that Bernal
[127] observed first the pseudonuclei—the chains of five regular tetrahedrons. He demonstrated that
these overdense ensembles are very plausible in random packings of monospheres. Their size is lim-
ited by several coordination spheres, and their porosity increases when one leaves the center sphere.
Ultimately, the porosity reaches the values characteristic of the dense disordered packing (DDP)

� �
� � � �

1
1 tg 2

2A
W W

W

� �
�

�
 N N

N
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Table 9.5 Textural Characteristics of Ordered Packings of Monospheres of Size D

nP Packing � Voids Windows Size
Type PBU/C (shape) Size ZC and (dW/D)

(d/D) Shapea

12 fcc andhcp 0.2595 Tetrahedron + 0.2247 4� 0.1547

0.4142 8� 0.1547

8 bcc 0.3198 Loose tetrahedron 0.291 4� 0.225

8 Ph 0.3954 0.528 4� 0.414

6 Pc 0.4764 Cube 0.732 6� 0.4142

4 Diamond 0.6599 Diamond 1.00 – –0.915

a

Source: By [54,157].

Table 9.4 Sizes of Cavities d/D, and Windows dW/D (for D-Polyhedra (PBU/C) in a Form of Regular
Polyhedra 

Type of PBU/C Characteristicsa d/Db dW/D �

Tetrahedron 4 � facets, v�4 	6�/2 –1 � 0.2247 0.155 0.2204

Octahedron 8 � facets, v�6 	2� – 1 � 0.414 0.155 0.2795

Cube 6 � facets,v�8 	3� – 1 � 0.732 0.414 0.3927

Dodecahedron 12 � facets, v�20 (1+	6�)	3�–1 � 1.802 0.701 1� /	1�8��0.2595

Icosahedron 20 �, v�12 [2(5+	5�)1/2]/2–1 � 1.902 0.41 0.760

aForm of facets: �, triangle; �, square; �, pentagonal; v is the number of vertices.
bd/D�(dCR�D)/D, where dCR is circumdiameter.
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packing of circles in a plane. 

Trihedral prism

�, triangular; �, square windows (see Figure 9.31 and Figure 9.32).

Octahedron



ters and inclusions in a disordered packing (such clusters were discovered, for example in Ref.
[133]). Another direction for seeking the densest packings is an increase of coordination number
nP�12. Conway and Sloane [133] noted that this problem was a subject for discussion between

P

monosphere packings is the limit, but Gregory assumed the packings with nP�13.
To understand the origin of this discussion we illustrate the typical coordination polyhedra,

cuboctahedron is characteristic for fcc, but anticuboctahedron is characteristic for hcp-packing.
Both of these polyhedra have six square and eight triangular facets, 36 edges and 24 vertices. A do-
decahedron (12 pentagonal facets, 30 edges, 20 vertices) and icosahedron (20 triangle facets, 30
edges, and 12 vertices) are also shown. 

The origin of the discussion between Newton and Gregory is based on the fact that the only regular
polyhedron with 12 vertices that can be described around a sphere of diameter D is the icosahedron.
But the length of the edge of the icosahedron is D(4�cosec2(/5))1/2 � D(2�2	5�)1/2� 1.0515D,
which is slightly higher than D. This results in the formation of small gaps between the spheres. It
seems to be very attractive to move the spheres slightly to insert a 13th sphere. Coxeter [174] has
studied such icosahedral ensembles and demonstrated that the spheres that do not contact one an-
other can be rolled around the central sphere at the expense of a void between them, but he did not
find a possibility to admit a 13th sphere to contact the central one. However, it seems possible that
a number of such 12-coordinated groups of spheres might be packed together, free space facing free
space, with a sphere partially enclosed in the so formed hole in such a manner that the overall poros-
ity might fall below the 0.2595 characteristic for the densiest regular arrangement. Toth [145]
showed that this configuration is possible if the centers of the 13 spheres are allocated at a distance
of no less than 1.045 D from the center of a central sphere, and do not touch it. By the Toth ap-
proach the density of such a system does not exceed /18, but his estimations were made without
taking into account the spheres of higher coordination spheres. Later, Rodgers [136] determined the
limiting density of hard monospheres as (1��)� �arccos(1/3) �/ 	1�8�� 0.77963… Lindsey [172]
specified this limit as (1��) � 0.7784, and some smaller specifications were made by Muder [173].
These estimations show the possibility of formation of nonlateral packings of monospheres denser
than /	1�8� to about 10%. But the limiting value of np � 12 demonstrating that Newton was right in

soft monospheres allows formation of packings with np �12. We will return to this discussion later. 
The regular packings of the spheres of various composition and size are also considered in crys-

tallography, including the filling of the voids between larger spheres with smaller ones. In the lat-
ter case, porosity decreases and the equations of type 9.39 become applicable. In a general case, the
decrease of free volume stabilizes the packing because it decreases the potential energy of a system
by means of increasing of interparticle (intermolecular) interactions. This tendency is clearly seen
for nonspherical particles (molecules) [124,174–177], and can be described schematically by a

9.7.3 Disordered Packings

Some quantitative characteristics of disordered packings have been discussed in Section 9.4
through Section 9.6. Let us begin this section with the specificity of determination of a coordina-
tion number for random packing (RP) of hard monospheres.

One can consider the total average number of contacts n�p

of full contacts n�p,f and incomplete contacts n�p,inc between the spheres divided by small gaps. These
incomplete gaps exist in regular packings as well. For example, for bcc-packing with n�p�n�p,f� 8,
one can allocate six incomplete contacts n�p,inc having a distance between the centers of spheres of
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whose vertices allocate the centers of spheres surrounding a central sphere in Figure 9.34. The

Isaac Newton and David Gregory in 1694. Newton assumed that the value of n �12 for

packing shown in Figure 9.35.

his discussion with Gregory, however only in the case of hard monospheres. Slight deformation of

in a DRP (see Figure 9.24) as a sum

[171–173] (see Section 9.7.3). In practice, such ensembles may exist in the form of isolated clus-



1.155 D; correspondingly, the total number of contacts is n�p,
�n�p,f�n�p,inc� 14.* In this case, a PBU

† in RP was studied experimentally in Ref. [106].

distribution. Table 9.6 illustrates the results of that study analyzed on the basis of Equation 9.63 and

One can see from Table 9.6 that a good correlation between the values calculated with Equation
9.63b and Equation 9.63c and the experimental data, especially after taking into account a wall effect.

The mean value of n�p in DRP was experimentally measured in Refs. [127,158,178–182] by the
residuals (stains) that retain at the contacts between the particles (the stains of paint, result of chem-
ical interaction, etc.). These methods yield the values of n�p,
�n�p,f�n�p,inc. By the thorough studies of
Bernal et al. [127,180–182], and Refs. [158,178], the DRP with � � 0.36 was found to have a first
maximum at RDF,
�(1.05–1.1)D; the value of n�p,
 is 8 to 8.5, the second maximum is at �1.8D and n�p,
 � 14. Marvin
[183] used another technique,the axial compression of a leaden shot, for counting the contacts by
the results of deformation. The moderate compression gave a value of n�p,
 � 8.46, which correlates
well with the total contact number of 8.5 by Bernal and Mason [180]. When compression increased,
eliminating all voids, the average contact number was 14.16, indicating that the total number of the
closest neighbors surrounding a sphere is about 14. This value of n�p,
 corresponds to the V-polyhedron
(PBU/P) with 14 facets — dodecahedron (see Figure 9.28c). Similar experiments by Bernal [182]
gave the polyhedra with an average number of facets of 13.6. The shape of the facets varied from
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Table 9.6 Interrelationship of � and n��p,f by Experimental Data 

Experiment by Calculation of Porosity for a Given Coordination Number 
Ref. [106] n�p,f

n�p,f Porosity (�)
�a �b Eq. 9.63 Eq.9.63a Eq. 9.63b Eq. 9.63c Eq. 9.64

3.8 0.64 0.60. 0.732 0.681 0.625 0.637 0.416
4.7 0.54 0.52 0.644 0.606 0.528 0.515 0.463
6.0 0.49 0.48 0.542 0.511 0.432 0.403 0.523
5.9 0.45 0.45 0.549 0.517 0.438 0.410 0.519
7.1 0.35 0.345 0.472 0.442 0.374 0.341 0.569

a � is the result of the experiment.
b � is the result taking into account a wall effect.

Source: From [106].

*One can recollect a discussion between Newton and Gregory.
†The electrochemical deposition of Cu over the packing of steel spheres was studied in this work. The number of contacts
was calculated by the dots not covered with Cu.

Figure 9.35 A scheme of the densest packing of particles of a complicated form.
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It was shown that the radial distribution function (RDF; see Figure 9.24) corresponds to a normal

which corresponds to the distance between the centers of spheres of

has the form of a truncated octahedron with 14 edges (see Figure 9.28c). 

Equation 9.64 (see Section 9.7.2).

The distribution of the number of full contacts



triangle to septangular with the maximum number of facets in the pentagonal shape. These experi-
mental results correlate well with pure geometrical studies by Coxeter [174]. He has shown that the
DRP are characterized by V-polyhedra (PBU/P) with an average number of facets of 13.56 and the
average number of each facet’s edges of 5.104. From Finney’s [184] measurements, there are aver-
age values of 14.2 faces per polyhedron and 5.16 edges per facet. In Ref. [178] the number of such
facets is 13.23; in Ref. [185] — 13.40. These close values were also obtained for polyhedra formed
in metallography [50,52], for concentrated foams, emulsions, etc. [185–190]. The curious results
were obtained by Oger et al. [191]. They studied the topological peculiarities and statistics of V-
polyhedra in random (generated by Monte Carlo method) packings of monospheres and found a
correlation between the average number of facets with the density of a packing. The obtained de-
pendence is well described in the studied range of � � 0.38 by the equation

(9.67)

Table 9.7 shows the results of the calculations of average parameters of PBU/P for isotropic
DRP, fulfilled by Serra [134] and Meijering [152]. Serra used VD-method while Meijering used the
Johnson–Mehl’s (JM) statistical model [150] of simultaneous growth of crystals until the total fill-
ing of the whole free space was accomplished. The parameter NV in the table is the number of PBUs
in a unit of system volume, thus N�1

v is the mean volume of a single PBU, which is related to the
relative density of the packing (1��) with an interrelation 

(9.68)

where D is the size of spherical particles. Table 9.7 additionally includes the values of statisti-
cal moments of distribution, obtained from 2D sections by image analysis technique [50,131,134]:
M(Li), M(Ai), and M(Vi) are measure-weighted moments of distribution; L the linear size, A the sur-
face area, and V the volume. Table 9.7 also includes the parameters of PBU/Ps in a form of regular
tetrakaidecahedron (TKH)* and rhombododecahedron (or cubooctahedron; RDH) for comparison.

N
D

V
1

3

6

1

1
� �

�


�

f � �13.98 1.35�

TEXTUROLOGY 313

Table 9.7 Characteristics of PBU/Ps by V (Voronoi), JM (Johnson–Mehl), as well as TKH and RDH 

Parameter V JM TKH RDH

Mean Faces 15.54 �13.28 14 12

number Edges 40.61 �33.84 36 24

Vertices 27.07 22.56 24 14

Number of full neighbors (n�p,f) 8 7 14 12

Average size of PBU (N�L) 1.45 NV
1/3 1.28NV

–1/3 1.33NV
–1/3 NV

–1/3

Mean surface area of PBU,A�N 5.821NV
–2/3 5.143 NV

–2/3 5.315NV
2/3 5.34NV

-2/3

Moments of distribution M(L) 0.950NV
–1/3 1.10NV

–1/3 NV
–1/3 NV

–1/3

M(A) 1.04NV
–2/3 1.50NV

–2/3 NV
–2/3 NV

–2/3

M(V) 1.24NV
–1 2.20 NV

–1 NV
–1 NV

–1

Source: By Serra [134] and Meijering [152].

*The term tetrakaidecahedron was introduced by Kelvin to designate a form of a polyhedron formed in the densest random
packings (he particularly studied the cells in the foams) [189]. Kelvin assumed that the typical form of such tetrakaidecahe-

is why the cubeoctahedron is sometimes called a Kelvin body. But, the following studies have shown that although the total
number of facets is close to 14, the majority of the facets are pentagonal.
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dron is cubeoctahedron (Figure 9.28c), that is, the truncated icosahedron with six square, and eight hexagonal facets. That



It is noteworthy that the value of nP,f � 14 for a TKH may be realized only in a system of

the regular polyhedra TKH and RDH, result in close values of most of the parameters of PBU/P.
For example, the values of the total number of the neighbors equal to n�p, and calculated assuming
a distance between the centers of spheres up to D	2� are close. But the value of the mean number
of full neighbors, np,f, significantly depends on the algorithm of calculations and coincides with
the experimentally measured [106] value of nP,f �7 (at � � 0.35) only for the JM model. As a re-
sult, one can assume that the value of the coordination number characteristic to the DRP of
monospheres is nP,f �7, and depends on � (Equation 9.63b). Other typical characteristics corre-
spond to values shown in Table 9.7 for V and JM models, but their values also depend on �, and
the values of NV

the quantitative characteristics of such PBU/Cs [127]; similar results were obtained elsewhere
[184,192–195].

the form of a tetrahedron, and the total impact of the larger polyhedra types of prisms and dodeca-

more friable packings can be achieved by (1) an increase in the fraction of larger polyhedra; and (2)
formation of holes (removing a part of the spheres from the packing). Mechanism (1) gives a 17%
increase in porosity even at total transition to PBU/C in the form of Archimedian antiprism; thus
the main increase in � is a result of the formation of holes — the unfilled vacancies in a lattice of
particles with a characteristic size close to the size of particles D. An increase in porosity � is ac-
companied with a decrease of the total average number of contacts n�p at practically constant dis-

The approaches considered allow modeling of the primary texture of PS and the processes,
limited by individual PBUs that mainly correspond to level III and partially to level IV in the

tion of numerous processes may be reduced to analysis of a process in a single PBU/C or PBU/P.
An accurate modeling of the processes in irregular PSs requires the studies of the properties of
structure and properties of the ensembles (clusters) of particles and pores (level IV of the system
of models) and the lattices of such clusters (levels V to VII of the system of models). Let us con-
sider the composition of clusters on the basis of fractal [127], and the lattices on the basis of per-
colation [8] theories.

9.8 MODELING THE ENSEMBLES (CLUSTERS) OF PARTICLES AND PORES ON
THE BASIS OF A FRACTAL APPROACH 

Fractal theory is a relatively new field of geometry, formulated by Mandelbrot [196] for irregu-
lar rough-surfaced objects. The major properties of such objects are the dependence of the measured
length (perimeter), surface, or volume on the scale of measurement; and geometrical self-similarity

SURFACE AND NANOMOLECULAR CATALYSIS

Table 9.8 Distribution of D-Polyhedrons in a Dense Random Packing of Monospheres 

Form of PBU/C Number Relative Relative 
Facets Verciles Numerical Part Volume 
f S (%) (%)

Tetrahedron 4 4 72.98 48.17
Half octahedron 5 5 20.26 26.75
Trigonal prism 14 9 3.22 7.82
Archimedean antiprism 14 10 0.46 2.47
Dodecahedron 10 8 3.07 14.78

Source: By Bernal [127,181].
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overlapping spheres. One can see from Table 9.7 that calculations by different models including

314

may be corrected by accounting for � with Equation 9.68. Table 9.8 summarizes

hedrons is relatively insignificant (Figure 9.36). According to Bernal [127,181] the transition to

One can see from Table 9.8 that almost half of all D-polyhedra in a dense random packing have

hierarchical system of models (see Section 9.6.3). PBUs are identical in regular PSs, and simula-

tances between the remaining neighboring spheres [127].



in a certain range of scales.* Mandelbrot referred to these objects as fractals (i.e., the objects of non-
integer dimension). 

Fractals are widespread in nature. For example, fractals are the perimeter of coastline of islands
and continents, cumulus clouds, crown and root of trees, bacterial colonies, bronchial tubes,

liquids, assemblies of particles formed by a diffusion-limited aggregation (DLA) mechanism, and

of molecular aggregates in porous media, flows and transport through PS, which mainly occurs in
the channels of interconnected large pores, a numerous processes of dynamic evolution and re-

Let us demonstrate the geometrical features of rough-surfaced objects with an example of clus-

soot, Al2O3 or SiO2 aerosols [203] according to DLA mechanism by Smoluchowski [204]. The sim-
plest variant takes into account the Brownian diffusion of the particles that start from a random
point of a sphere surrounding a cluster, and finish joining the cluster. The starting point of the
cluster is the first particle, but all of the other particles aggregate around this first particle forming
the cluster (a modern variant of DLA is considered, e.g., in Refs. [205–207]). 
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a b c d e

Figure 9.36 Five typical PBU/C(D-polyhedra), which Bernal [180–182] allocated DRP of monospheres (they are
sometimes called the Bernal holes): (a) tetrahedron, (b) octahedron, (c) trigonal prism, (d)
Archimedian’s antiprism, and (e) dodecahrdron. It is northway that not all these D-polyhedrons are

ba c

Figure 9.37 Computation of clusters formed by 3D (a), and 2D (b) Brownian motion; (c) a projection of a 3D
cluster formed of monodisperse spherical patriclse.

*The properties characteristic to fractal objects were mentioned first by Leonardo da Vinci, but the term fractal dimension
appeared in 1919 in a publication by Felix Hausdorff [197], a more poetic description of fractals was given by Lewis
Richardson in 1922 [198] (cited by [199]), but the systematic study was performed by Benoit B. Mandelbrot [196].
Mandelbrot transformed pathological monsters by Hausdorff into the scientific instrument, which is widely used in materi-
als science and engineering [200–202]. Geometrical self-similarity means, for example, that it is not possible to discrimi-
nate between two photographs of the same object taken with two very different scales.
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the clusters of joint particles or pores in a PS’s bulk (see the clusters of pores in Figure 9.29, and

branched polymers and proteins, liquid–vapor interface during impregnation of disordered PSs with

fractures under breakdown of fragile porous and nonporous materials, formation and sedimentation

ters from Figure 9.37. Such clusters are formed during aggregation of, for example, carbonaceous

structuring of PS, etc. [196,200–203]. 

simple, but all are deltahedra, thus the relation 9.60a (see Section 9.7.1) is applicable for them.

Section 9.9). The fractal approach is successfully applied to model nucleation and propagation of



The perimeter of a 2D cluster L(R), measured by a bond radius of R (or probing yardstick) in
the range of Lmin�L(R)�Lmax, is related to R (i.e., the scale of measuring) by

(9.69a)

where L0 and D1 are constants, and 1 � D1 � 2. Similar measurements of the ulcerated surface
area and volume of a 3D cluster gives 

(9.69b)

(9.69c)

where A0, D2, V0, and D3 are constants, and 2 � D2 � 3, and 3 � D3 � 4, while D1–1 � D2–2 �
D3–3. The exponents Di in the equations are limited in the ranges of E � Di � (E�1), where E is the
ordinary Euclidean dimension of space (1 for a line, 2 for a surface, and 3 for a volume).* Mandelbrot
designated Di as object’s fractal dimension, and L0, A0, and V0 as fractal prefactors or lacunarity (Latin:
lacune, meaning gap). In a majority of fractal applications the prefactors are assumed to be constant and
are not considered, and fundamental equations of type 9.69 are given by the general form 

(9.69)

For the smooth objects, the morphology of which are described by ordinary Euclidean geome-
try, Di�E and linear sizes, surface area, and volume do not depend on the size of probe R. But for
irregular morphology of rough surfaces it is essential that E�Di�E�1. The larger the Di, the higher
the degree of irregularity and ruggedness. Thus, the geometrical characteristics of ulcerated systems
are significantly dependent on the size of bond and scaling.

The range Lmin�L(R)�Lmax determines the region of self-similarity of the object’s geometrical
features, or upper and lower cutoff scales in fractal behavior at Di � Const. The constancy of Di

usually is observed in the range of several orders of magnitude regarding to L [208–216]. The val-

real systems are only fractal-like, that is, they approximately satisfy these equations, but do not pos-
sess the multiscale similarity. In these cases, the fractal dimension and fractal prefactors are defined
by the least-squares straight line fit of the data. If the log–log plots consist of two linear segments
or more, the objects are refereed to as bifractal or polyfractal, respectively, and formation of differ-
ent fractal components is considered as evidence for different mechanisms of formation [199]. 

Application of the fractal approach is significant to many problems of texturology. The charac-

g

which is calculated by the relationship between Rg, the number of primary particles in the cluster,
N, and the mean primary particle radius, r in a form [196,203] 

(9.70)N N
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*In some publications (e.g., [208]), the E parameter is considered as a topological dimension and  E+1 as the dimension of
the corresponding Euclidean space.
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teristic size of a cluster such as is shown in Figure 9.37 can be considered a radius of gyration, R ,

ues of the fractal dimension are calculated by Equation 9.69 via corresponding log–log plots. Most



where D2 and N0 are the fractal dimension and prefactor, respectively. This equation is applica-

the cluster, �(R), depends on the radius of the probe, R:

(9.71)

that is, porosity increases with R. Equation 9.70 and Equation 9.71 were used in Refs.
[100,101] in a complex with the VD-approach to the computer simulations of a fractal dimen-

2 2.40, and from
Equation 9. 71, D2 � 2.50.

Experimental methods of fractal dimension measurements are based on analysis by TEM
(transmission electron microscopy) images or angular light scattering (ALS), small-angle x-ray or
neutron scattering, etc. The intensity of scattering, S(q), is related to scattering angle, �, by a clas-
sical Rayleight–-Debae–Gans equation [203,217]

(9.72)

where q�(4/� )sin(�/2) is a modulus of the scattering vector and � the radiation length. 
For example, studies of the morphology of a number of flame-generated aggregates (different

carbonaceous soots, Al2O3 aerosols, etc.) [203] by both TEM and ALS procedures resulted in D2 �
1.7 	 0.15, while analysis of silhouettes of computer models of seven proteins [211] gave a value
of D2 � 1.120 	 0.025, etc. 

Another important field of the application of fractal approach to texturology is related to sur-
face roughness. Anvir and Pfeifer [212,213] proposed characterization of surface irregularities by
adsorption and established two methods, based on Mandelbrot’s fundamental equations of type
9.69. According to the first method of Di calculation, one uses the relations that interrelate a number
of molecules in a complete monolayer during physisorption, nm, or an accessible surface area, A,
with a cross-sectional area, w, which correspond to one molecule in a monolayer:

(9.73a)

or

(9.73b)

In these cases, the values of w are used as a probing measure, and w�R2 for the spherical mol-
ecules radius of R. As a result, nm�R�D2. The second method by Pfeifer and Anvir is symmetric to
the first one in the sense that instead of adsorbing a set of molecules on samples with a constant
particle size distribution, one adsorbs a single adsorbate (e.g., N2) on a set of samples with variable
particles sizes, Ra. The corresponding equations for this method are

(9.74a)

or

(9.74b)

Both of these methods are commonly used in the literature for analysis of irregular surface
aggregates and porous materials, and both physisorption and chemisorption have been applied
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sion of the Appolonium packing (Figure 9.18). From Equation 9.70, D �

ble to an ensemble of aggregates on the average, that is, it is statistical in its nature. The porosity of



[200,208–216]. For example, for graphitized carbon blacks and aerosols [212], D2 � 2.0; for sil-
ica gels, D2 � 2.94 	 0.04; and active carbons with an increasing degree of activation show an
increase in D2 from 2.25 to 3.03 	 0.25. Studies of O2 chemisorption on Ag/SiO2 catalysts with
Ag particles of various size [213] resulted in an evaluation of fractal dimensions of the latter as
DAg � 1.82 	0.07. 

Through such chemisorption studies, the values of Di have been determined not only by geo-
metric accessibility, but also by the chemical heterogeneity of the surface. This can result in ab-
normal values of D, and demonstrates the scale effect on the kinetics and selectivity of catalytic
reactions. For such studies, Farin and Anvir [213] derived the equations that can be applied for
characterization of supported catalysts:

(9.75a)

(9.75b)

(9.75c)

where Equation 9.75a binds the activity a (per catalyst particle) with the metal particle size R;
Equation 9.75b determines the activity at (turnover units) per exposed surface atom, and Equation
9.75c interrelates the activity ag and catalyst mass. According to Farin and Anvar [213], many cat-
alytic reactions follow these equations, that is, the values of DR contain information on the selec-
tivity, activity, and distribution of the active sites on the surface of the catalyst. Also according to
them, DR may be very low (�0.2 for ethylene oxidation on Ag/SiO2) or exceedingly high (Equation
9.55 for ammonia synthesis on Fe/MgO). DR is affected not only by the type of molecule and metal
interaction, but also by the morphology of the support, for example, a change in the support from a
nonporous aerosol to flaky silica increased DR of oxidation on the above-mentioned Ag catalyst, etc. 

Energetic factors, including energetic heterogeneity of the surface may in general significantly
influence Di calculated by Equation 9.73 to Equation 9.75. These effects are possible even during
physical adsorption on a flat surface, which possess specific interactions (formation of hydrogen or
-bonds, polarization, inductive polarization, etc. [53,218,219]). Unfortunately, reliable methods to
distinguish morphological and energetic impacts to DR are not yet available. Hence, the direct ap-

ing measures may result in erroneous conclusions. Additional parameters should be considered for
such cases, e.g., the density of packing of molecules in a monolayer, which depends on the form
and orientation of adsorbate molecules, adsorbate/adsorbate and adsorbate/adsorbent interactions.
Formation of linear plots in the log–log coordinates, accounting known smoothing effect of these
coordinates, is only a necessary but not a sufficient condition for consideration of a material as a
fractal. One may consider, for example, the attempts to determine the fractal dimension of coal
using the second Pfeifer and Anvir [216] method. Adsorption of N2 (77 K) and CO2 (293 K) has
been studied for the set of fractions prepared by splitting. A decrease in the fraction size from 3400
to 43 �m resulted in an increase in the surface area (from 1 to 15 m2/g for N2, and from 65 to 300
m2/g for CO2), while the surface area was constant in the range of fraction size 43 to 24 �m. The
corresponding log–log plots gave Df,N2

� 2.38 	 0.14 and Df,CO2
� 2.47 	 0.05. At first it seems

that these results confirm the fractal nature of the coal, but the observed increase in the surface area
can be explained by a gradual opening of an internal void volume of closed pores without consid-
ering the fractal nature. This explains the constant values of the surface area for small fractions
when all internal pores become opened, which cannot be explained by a fractal approach. Moreover,
splitting usually decreases the porosity due to collapsing of large pores. For these situations, as
shown by van Damme et al. [208], the specific surface area per unit apparent volume should be used

a Rg
D

�
�R 3( )

a R D
t

2R�
�( )

a R D
� R( )

318 SURFACE AND NANOMOLECULAR CATALYSIS

CRC_DK3277_CH009.qxd  4/21/2006  12:58 PM  Page 318

© 2006 by Taylor & Francis Group, LLC

propriation of monolayer formation with a mechanistic model of a packing of noninteracting prob-



slope D2�Dm instead of the expected D2 – 3, where Dm � 3 is the fractal dimension of the de-
pendence of the apparent density � (R), defined by the equation similar to Equation 9.71:

(9.76)

Summarizing, one should note that a tree-like structure that corresponds to Bethe lattice or tree

Equation 9.69. The basic topological property of a Bethe lattice is the absence of intercrossing of
neighboring branches to form closed cycles. The internal space of the majority of real PSs is

Figure 9.39e). The path of a probe over such a lattice includes numerous widenings and

� R R Dm( ) ( )�
�3
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Figure 9.38 The simplest types of regular 2D lattices: (A) the Bethe lattice (Z=3); (B) the honeycomb lattice
(Z=3), The simple square lattice (Z=4), (C) the simple square lattice (Z=4), (D) Kagomé lattice
(Z=4), (E) the triangular lattice (Z=6).
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(Figure 9.38a) is characteristic of the truly fractal objects that follow the dependences type of

in Equation 9.74b since the plot of the specific surface area per unit mass log A vs. log R yields the

formed by labyrinths of interconnected pores with an abundance of closed cycles (Figure 9.39b to



narrowings that conflict with the gradual increase or decrease in sizes required for fractals.
Therefore the fractal approach is applicable only for studies of irregular rough relief of PS surface
without entering the bulk enclosed by this surface. The situation of probe movement through the
bulk of PS is simulated by the lattices of pores and particles. 

9.9 LATERAL AND STATISTICAL MODELS OF PORES AND PARTICLES
ARRANGEMENT

ing a PS as a lattice of sites and bonds are commonly used. The elementary examples of regular 2D

struct the 3D lattices. The irregular lattices are usually constructed by randomizing, that is, casual
removal of a part of bonds together with contiguous bonds.

The first model of porous space as a 2D lattice of interconnected pores with a variation of ran-
domness and branchness was offered by Fatt [220]. He used a network of resistors as an analog PS.

Later Ksenjheck [224] used a 3D variant of such a model (simple cubic lattice with coordination
number 6, formed from crossed cylindrical capillaries of different radii) for modeling MP with ran-
domized psd. The plausible results were obtained in these works, but the quantitative consent with
the experiment has not been achieved.

9.9.1 Percolation Theory 

A radically new stage of development of lateral models is related to the application of PT
methodology. The term percolation was introduced by Broadbent and Hammersley [225] to describe
the new class of mathematical problems connected to the analysis of infiltration of liquids or the path
of an electrical current through a labyrinth of bonded and nonbonded elements. This theory has be-
come very fashionable in various fields of physics, chemistry, and technical applications (e.g., a
problem of displacement of oil from a porous medium [8,223,226,227]). The basics of this theory
has been comprehensively discussed in several reviews [121,228–232] and monographs [8,233,234].

The percolation processes were first developed by Flory [235] and Stockmayer [236] to describe
polymerization process, which result in gelation, that is, the formation of very large networks of
molecules connected by chemical bonds. But, their theory was developed only for a special kind of
network, namely, the Bethe lattice, an infinite branching structure without any closed loops.
Broadbent and Hammersley have developed a more general theory and have introduced it into the
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Figure 9.39 The plot of the dependence of percolation probability Q(Zq) on Zq according to Equation 9.78.
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lattices with different coordination numbers are shown in Figure 9.38. By analogy, one can con-

For the analysis of the structure of a labyrinth of pores and particles, lateral models represent-

Further, similar approaches were applied in a number of publications (see, e.g., Refs. [221–223]).



mathematical literature. Essentially, the basic results of the PT are obtained by Monte Carlo simu-
lation for regular or random networks or continua, the strict analytical solutions are received mainly
for Bethe lattice [8,233,234].

The modern condition of PT allows three basic groups of problems: a problem of bonds, a prob-
lem of sites, and a mixed problem to be solved [8]. Briefly we shall consider these groups.

9.9.1.1 Problem of Bonds

Here, it is assumed that the permeability of a lattice is completely determined by the properties
of bonds, for example, in a lattice of pores it is determined by the effective sizes of windows rW

only, whereas the sizes of all sites (cavities) more than rW do not influence permeability. Let us
illustrate the ideology of this approach using an example of the analysis of mercury intrusion in MP.
For simplification, it is assumed that the whole volume of porous space is concentrated in the cav-
ities (sites), and the windows (bonds) are only 2D cross sections with effective sizes of rWi.

To begin, let us consider the principle of MP measurements [55]. This method is based on the
property of mercury not to wet the majority of solids, but with a possibility to be pressed through a
window size of rWi under excess pressure:

(9.77)

where �Hg is mercury surface tension (�0.48 N/m), and � a contact angle that is typically equal to
140�. The given numerical values simplify Equation 9.77 

(9.77a)

where rWi is expressed in nanometers and PHg,i in bars (1 bar � 0.101 MN/m2).
Relation 9.77 is usually called the Washburn equation [55,237]. One should consider it as a spe-

cial case of the fundamental Young–Laplace equation [3,9–11]. Washburn was the first to propose
the use of mercury for measurements of porosity. Now, it is a common method [3,8,53–55] of psd
measurements for a range of sizes from several hundreds of microns to 3 to 6 nm. The lower limit
is determined by the maximum pressure, which is applied in a mercury porosimeter; the limiting
size of rWi� 3 nm is achieved under PHg � 4000 bar. The measurements are carried out after vac-
uum treatment of a sample and filling the gaps between pieces of solid with mercury. Further, the
hydraulic system of a device performs the gradual increase of PHg, and the appropriate intrusion of
mercury in pores of the decreasing size occurs.

If one models the porous space as a branch of cylindrical channels arranged parallel with vari-
ous rWi, each channel is filled under PHg,i, which is determined by Equation 9.77 or Equation 9.77a.
Under equilibrium conditions, all channels with size rW � rWi should be filled. 

In the capillaries of variable cross section or the lattice of the interconnected sites and bonds of the
various size the situation is essentially different. At the beginning, the mercury is at the external sur-
face of particles of a sample, and only the pores that are directly contiguous to external surface can be
filled according to the considered model of a bunch of capillaries. The cavities with windows of size
rWi(PHg), which are adequate to an equilibrium condition but inside the bulk of a sample, can be filled
only under a condition of their connection to an external surface through a circuit of cavities with win-
dows of size rW � rWi, already filled with mercury. Therefore, the condition for the filling of a cavity
with a window of the size rWi can be expressed as the requirement of a direct contact of a considered
cavity with mercury. Accordingly, under each pressure PHg,i all windows of size rWi are only poten-
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tially permeable, and are not filled if they are connected to mercury through capillaries of the smaller
size. The real filling begins only after the formation of a rather large (in the theory–-infinite) coherent
cluster of sites, which is connected to mercury by windows size of rW � rWi.

*

For relatively large lattices, the part of bonds (windows) q�N/N0, where N0 is the total number
of bonds, is equal to the probability that the randomly chosen bond has a size of rWi, that is, it is
potentially permeable. But, this bond is really permeable only with the percolation probability
Q(q)�M/M0, where M0 is the total number of sites and M the number of sites that are bound by per-
meable bonds (the value of Q(q) is numerically equal to the probability that the randomly selected
site belongs to the interlinked cluster). At low values of q, formation of a relatively large cluster of
interlinked sites is infinitely small, Q(q) � 0. This explains the low volume of pressed mercury,
where the lattice is impermeable. If the lattice is large enough, the effect of filling of separate
cavities near the external surface is insignificant. An increase in PHg decreases rW, resulting in an
increase in q. At some threshold value q � qth, the probability of formation of an infinite cluster that
permeates through the whole PS becomes nonzero. 

One of the most significant results of the problem of bonds is in the establishment of invariant
(i.e., independent from a type of lattice of the same dimension) dependence of Q(q) from Zq, where
Z�2N0/M0 (factor 2 accounts belonging of each bond to two sites) is a coordination number of the
lattice. Thus, Zq�2N/M0�ZB(P) is the average number of potentially permeable bonds per site. For

(9.78)

Thus, the whole area of fillings for the large lattices considered is concentrated into a narrow
range of threshold values of ZB, and ZB�Z. The windows, bonds of the largest sizes whose numer-
ical part is lower than q�1.5/Z, do not form an interconnected cluster and consequently are not
measured. The bonds of the smallest size, whose numerical part exceeds q�2.7/Z, essentially can-
not be measured and do not participate in percolation processes, since the sites bound to them are
filled through wider bonds. One should expect that nonpercolation bonds have a relatively small ef-
fect on diffusion mass transfer that extends from the external surface of a lattice to its bulk.

9.9.1.2 Problem of Sites

The subject of study in this case is permeability of regular or irregular 2D and 3D lattices that
have some distinctive property. It can be, for example, the lattice of sites formed of different
phases, A and B, and the problem is reduced to an establishment of interconnectivity of the sys-
tem through phase A or B (in one of the phases there can be void). In other examples, there can be
problems with the introduction of additional phases that regulate heat transfer or electrical
conductivity of the catalyst, or additives, which are introduced into the volume of the catalyst, and
further are dissolved or burned off to form a system of transport pores. In the latter case, the per-
colation approach allows estimations of a volumetric part of the additive that is necessary to form
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*The similar mechanism determines the consequence of clearing of the cavities during the desorption of wetting liquid
(DES) [3], and the main deviations are variations of wetting angle and desorption from a film in already cleaned cavities.
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ence (shown in Figure 9.39) is expressed by an empirical relation [121]
2D lattices, Q(Zq) � 0 when Zq � 2.0, and Q(Zq) � 1.0 at Zq � 4.0. For 3D lattices, this depend-



a coherent system of pores. In a 2D problem of sites, phase B may be a component that is
deposited on a surface of a support (Figure 9.40). In this case, the interconnectivity and size of
clusters of particles of phase B can determine the intensity of the sintering of the deposited com-
ponent. All these problems can be drawn to a problem of sites, where the properties of a system
are determined just in sites, instead of bonds.

Solving the problem of sites is similar to that of bonds. One can also calculate the percolation
probability, Q(q), of formation of an infinite cluster of sites of one type, for example, B, depend-
ing on their numerical part q � B/(A�B), which is proportional to the part of the 3D volume oc-
cupied with phase B. The invariants of the problem of sites for 3D lattices of contiguous
monospheres are [3,238]

(9.79)

where �(B)�(1��V)q is the volumetric part of phase B and �V an usual 3D porosity. For the 2D
lattices, the corresponding thresholds of (1��A)q are �0.45 and �0.70 (�A is the 2D porosity).

Thus, phase B, which occupies the volumetric part �(B) � 0.16 	 0.02 of a PS, is distributed in
the form of separated clusters with no permeability through this phase, but with �(B) � 0.32 	 0.2
the whole phase B is practically interlinked. A gap corresponds to coexistence of interlinked clusters
of phase A and phase B. The thresholds in 2D lattices correspond to a degree of surface coverage.
The whole phase B is interlinked into one cluster under �(B) � 0.7, but coexistence of two infinite
clusters of both phases is impossible because this contradicts one of the topology theorems [8].

In variants of the mixed problem of percolation, the situations are considered when availability
of sites and bonds is correlated and the ranges of distribution of sites and bonds on the sizes over-
lap. This variant of a problem is considered, for example, in Refs. [120,121].

Generally, percolation media can be characterized not only by the percolation probability, but
also by several important quantities [8,121,234]. Near the percolation threshold, qth, a number of
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Figure 9.40 The primitive lattice of sites and bonds and bonds in the problem of sites; the sites of different types
are as shown as black and white.
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quantities Xi may be described by the power-law equations, which depend only on the dimension-
ality of the lattice rather than on the its structure:

(9.80)

Let us consider some of these quantities. Let Xi
Q(q), that is, the percolation probability. The
values of �q�Yi for various lattices are shown in Table 9.9.

Correlation length, �(q), is the typical radius of the connected clusters at q�qth and the length scale
over which the random network is macroscopically homogeneous, that is, the length scale over which
the properties of the system are independent of its linear size L. At L���(q), the sample-spanning
cluster is on average self-similar, that is, it looks the same at all length scales up to �(q). Its mass M
(total number of bonds or sites) that scales with �(q) as M � �(q)Dc , where DC�d��q/v is called the
fractal dimension of the cluster (where d is the dimension of a lattice); for L���(q) by Ref. [8] DC�d.
If L��(q), M � LDc . In addition, �(q) is divergent at q�qth, so that the sample-spanning cluster is a
fractal object for any L. The values of critical exponents in Equation 9.79 are shown in Table 9.9. 

A backbone cluster plays a fundamental role in all the transport properties in percolation sys-
tems. It is a cluster of occupied bonds in the infinite cluster, which actually carry flow or current,
since some of the bonds in the cluster are dead ends and do not carry any flow. Stanley [239] di-
vided the bonds of the backbone into two groups. In one group are those that are in the blobs, i.e.,
the multiply connected part of the backbone. In the second group are the red bonds, which if cut,
would split the backbone. The reason for calling such bonds red is that in an electric percolation
network they carry all the current between two blobs, and thus they are the hottest bonds in the
backbone. The fraction of occupied bonds in the infinite cluster, which are the members of the back-
bone, is determined by Equation 9.79 with exponent Yi��B. The backbone is a fractal object and
its fractal dimension is DBB�d��B/v, where d is the dimension of the lattice. For L���(q) the
number of red bonds Mred scales with L as Mred�LDred , and thus Dred is the fractal dimension of the
set of the red bonds with Dred�1/v. The values of the exponents �B and DBB are shown in Table 9.9.
Another important quantity is the minimal path, Lmin, between two points of a percolation cluster,
which is the shortest path between the two points; for L���(q) the length of the path scales with
L as Lmin�LDmin (and, therefore, Dmin is the fractal dimension of the minimal path). All considered
parameters correspond to infinitely large lattices. In the lattices of limited linear size L by Fisher
[240] the variations of any property XL,i is written as XL,i�L��q/vG[(q�qth)L

1/v] , where the scaling
function G(x) is a positive function of its argument and is analytical everywhere, even at the perco-
lation threshold where x� 0 [121,234]. The finite size of the network also causes a shift in the qth

by Levinshtein et al. [241] qth�qth(L)�L�1/v. Other scaling ratios may be found elsewhere [8,234]. 

9.9.2 The Stochastic and other Statistical Models of Long-Range Order

The rapid development of computer engineering initiated a simultaneous development and wide
application of statistical methods of modeling of PS properties and processes occurring in them. It is

X q qi

Yi� � th( )
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Table 9.9 Critical Exponents for d–Dimensional Systems

Exponent Quantity d � 2 d � 3 Bethe lattice

�q Q(q), percolation probability 5/26 0.41 1.0
�B Characteristics of backbone 0.48 1.05 2.0
v �(q), correlation length 4/3 0.88 ½
DC Fractal dimension of accessible cluster 91/48 2.52 4
DBB Fractal dimension of backbone 1.64 1.8 2.0
Dmin Fractal dimension of Lmin 1.13 1.34 2.0

Note: Rational or integer values are exact results [8].
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displayed in chemical engineering and many physicochemical studies of processes in heterogeneous
catalysts and adsorbents, where the extensive assortment of mathematical models that describe the
steady-state and dynamic behavior of PS in a wide range of scales is developed from a single separate
pore up to a chemical reactor as a whole [242–245]. The methods of modeling of texture in these ap-
proaches can be conditionally divided into three groups: deterministics, stochastics, and heuristics
[8,244]. The former assumes that the geometrical model is perfectly known (e.g., a lattice approach)
as opposed to the stochastic techniques that only assume an approximate knowledge of this model and
take a probabilistic view. The heuristic methods propose the rules for calculating plausible equivalent
characteristics of PS. For each group of methods, different calculation techniques can be applied:
analytical or numerical, exact or approximated. The algorithms of accounts are based on continuity,
momentum, species, and energy balances and combining these with the various constitutive equations
for the transport rate and other processes. The calculations can be based on a spectral or perturbation
approach, method of moments or Monte Carlo method, field theory, dusty-gas model, population
balance dynamics, etc. [244–251]. In particular, the stochastic models usually represent porous struc-
ture as a statistical ensemble of interconnected textural elements, properties of which and mutual
arrangement are random and are susceptible to some probabilistic laws. In the calculations, the aver-
age values of the required parameters, dispersion, and moments of distribution are determined.

Some opportunities of such approximations are well illustrated by considering two characteris-
tic examples. The first example will be a dusty-gas model, where porous media is considered as one
of components of a gas mix of huge molecules (or particles of a dust), mobile or rigidly fixed in
space [249,252,253]. Such a model allows a direct application of methods and results of kinetic
theory of gases and is effectively applied to the description of mass transfer processes in PS. The
history of such an approach, the origins of which can be found in the works by Thomas Graham

Maxwell (1860), further it was independently reported by Deryagin and Bakanov (1957), and then

For the second example, let us consider the random sphere model (RSM), which can be referred
to as an intermediate deterministic–stochastic approach. This model and an appropriate mathematical
apparatus were originally offered by Kolmogorov in 1937 for the description of metal crystallization
[254]. Later, this model became widely applicable for the description of phase transformations 
and other processes in PS, and usually without references to the pioneer work by Kolmogorov
[134,149–152,228,255,256].

The simplest form of RSM is constructed by placing N identical solid monospheres of radius
Rsp in a single empty volume without any correlation between the positions of the spheres, so that
some of the spheres remain isolated and others overlap. The porosity, �, of such chaotic packing is
determined by Kolmogorov as the probability of finding an arbitrarily chosen point outside of the
space of the particles, and is equal to

(9.81)

where V is the total volume of all spheres. Multiplication of this probability with the total sur-
face area of all spheres in a unit of volume gives the specific surface area of a unit volume

(9.82)

Further, one can calculate the distribution of the number and size of spheres’ intersections, but
let us consider just an average number of crossings per sphere, which is n��8ln(�) and corresponds
to an average coordination number for the packing of spheres np.

A R N
RV sp

2

sp

4
3 ln

� �� �
� �
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4

3 sp
3V R N( ) 
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also independently reported by Evans, Watson, and Mason (1961; see Refs. [249,252]).

(1830 to 1840) is considered in Ref. [249]. Actually, the model was first proposed by James



In Refs. [228,256,257], the RSM determination of the values of minimum density,
�min�(1��max), and coordination number, np,min, appropriate to the moment of formation of a co-
herent cluster from spheres as well as from particles of other form are investigated by Monte Carlo.
It was found that for the systems from convex particles (spheres, tetrahedrons, cubes) �min � 0.30
	 0.01 and np,min � 2.7 to 3, while for the particles of the concave form (Maltese cross) �min � 0.29
to 0.31 and np,min � 2.5 to 2.7. For 2D figures (circles and squares) the limiting values of 2D den-
sity �S,min � 0.67 to 0.68, and nS,p,min� 4.4 to 4.5 (though for the circles of various size nS,p,min �
4.0 at the same value of �S,min). These results specify a rather small dependence of critical values of
�min and np,min on the form of particles. Simultaneously, these values are close to the results of the
PT (see Equation 9.79 and below) and determine the lower limit of applicability of RSM that is ap-
propriate to the minimal density of a formed coherent system. The upper limit for 3D space, �max �
0.70 to 0.75, is determined by the condition that this model does not take into account threefold and
more complex intersections, the contribution of which with a large number of crossed spheres N
(i.e., with high density �) becomes significant.

Substitution of � with � allows construction of a model of random overlapping pores (ROP).
Equation 9.82 can be rewritten as:

(9.83)

where A is the specific surface area of a unit mass of PS for RSM, and by analogy for ROP

(9.84)

One can check that with a limit of ��0 the surface area AROP�0, which is natural since the
single spherical pores in a bulk solid do not form a coherent system, and their surface area is in-
accessible. 

The estimation of a number of other textural parameters, especially in the framework of a more
complete model, which takes into account the statistics of the distribution of particles or cavities on
the sizes [255] is possible. Application of this approach for modeling a number of processes related to
textural changes is interesting. As an example, let us consider the changes of a surface with a uniform
increase or decrease of the size of particles (or cavities). Consider, for example, a process of gradual
deposition of an additional component on the surface of spherical particles, as a result of which their
average radius increases from R0 to R�R0�t, where t is the average thickness of a film of the deposited
component. The initial specific surface area, AV,0, is transformed to AV. It is convenient to express the
quantity of the deposited component as a degree of filling pore volume, U, which appropriates the
porosity of the modified product, �, and initial porosity, �0, by the equation ���0(1�U). According to
Equation 9.81 R/R0�(ln(�)/ln(�0))

1/3, and taking into account Equation 9.82

(9.85)

By analogy for ROP,

(9.86)
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The plots of AV /AV0 vs. U under various values of �0 according to Equation 9.85 are shown in
Figure 9.41. The calculations for ROP (Equation 9.86) give the plots that lay slightly higher under
the same �0. The changes of the surface area of a corpuscular system with such modification are de-
termined by two antibate effects: decrease of the surface area due to an increase of spheres
overlapping in the places of their contacts, and increase in the surface area due to an increase of the
radius of spheres outside the overlapping zones. At high initial porosity, �0, the number of contacts
is low, and an increase in the surface area is observed at the first stage, which is further suppressed
by the effect of overlapping. This explains the observable maximum. At �0, the number of contacts
is high and the effect of overlapping dominates at already minimal values of U. For the ROP model,
the situation is controversial — the effect of overlapping in the zones of contacts increases the sur-
face area, and the decrease in the size of spheres reduces it. These models successfully explain and
describe experimental data on the change of the surface area caused by the modification process
during formation of carbon adsorbents of Sibunit type (corpuscular structure) and porous glasses
(sponge structure), whose preparation technology includes similar operations [3].

9.10 CONCLUSIONS

Actual catalysis is a chemical phenomenon, since the intimate mechanisms of catalytic trans-
formations are determined by chemical interaction of reagents with the catalyst, atomic structure,
and the energy of formed intermediate active complexes [5]. It obviously is the world of molecular
chemistry of the interface phenomena, kinetics, and mechanisms of catalytic transformations at a
molecular level.

However, with a consistency of chemical (i.e., atomic) structure of a heterogeneous catalyst its ul-
timate efficiency in an industrial process essentially depends on its supramolecular structure at vari-
ous hierarchical levels. Supramolecular structure determines the availability of the active sites, their
stability, the degree of use of their activity, and also a complex of other major operational properties
of the catalyst. The supramolecular world differs from the molecular one, since the rules of the game,
methods of regulation, and control here are very specific. We have named this world as texturology,
the laws (i.e., the constitution) of which are based on the laws of physical chemistry of superficial phe-
nomena, supramolecular chemistry, topology, and morphology of PS. The main focus of this chapter
is stimulation of the curious reader to recognize the structure of heterogeneous catalysts on various
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Figure 9.41 The relative changes of the surface area after gradual deposition of an additional component on
the surface of monodisperse spherical particles depending on the degree of filling of pore volume,
U, and initial porosity of a support �0.
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supramolecular levels. We have tried to allocate the major geometrical features of the supramolecular
world, which essentially distinguish it from the world of molecular chemistry, and at the same time is
general for the majority of PSs. Only a part of problems of texturology, which in our opinion should
also include both methods of measurements of the major textural characteristics and laws of their for-
mation during synthesis of PSs and evolution with their operation, are considered here. 
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CHAPTER 9 PROBLEMS

Problem 1

Catalytic activity of a unit of volume of catalytic reactor, W, is expressed as [5]

where a is the specific catalytic activity and X the active part of the surface. All other textural
parameters were introduced in the Introduction. How significant is the decrease of W if the spe-
cific catalytic activity is constant, but each of textural parameters in Equation 9.87 decreases by
(a) 10%, (b) 30%?

Problem 2

This problem considers formation of a vapor bubble in water. The surface tension of water at
20�C is � � 72 mN/m. Calculate the pressure in the bubble radius of (a) 1000 nm, (b) 10 nm, and
(c) 1 nm. 

Problem 3

The microporous active carbon was studied by nitrogen adsorption at 77 K. According to ob-
tained data the multipoint BET method gave 771 m2/g; however, CM (t-method) method gave 123
m2/g. Explain the difference in the results of BET and comparative methods.

Problem 4

Consider a granule of a catalyst formed of nonporous particles (partition 1) and the pores (par-
tition 2) between the particles (for illustration, consider all particles and all pores in a granule shown

to the mass of a granule related to its volume. How is the porosity, �, of the granule related to the
apparent density of the granule, �, and the true density, �, of a solid phase?

Problem 5

Consider a nonporous catalyst having an active component of a complex (unknown) composi-
tion, deposited over a known support (known parameters: the true density of a support and its par-
tial mass, mS). We have no information on the type of active component, only its partial mass,
mC�1�mS. Also known is the density of solid phase of a catalyst as a whole. Allocate the partitions
for this PS, and determine: (a) a partial volume of the active component; (b) the true density of the
active component.

Problem 6

Let us complicate Problem 5 assuming that the supported catalyst is porous. Allocate the parti-
tions for this PS, and determine (a) a partial volume of the active component and (b) the true den-
sity of the active component.

W aAX= ��
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in Figure 9.17). The apparent density, �, of the whole granule (according to Equation 9.25) is equal



Problem 7

9.17b). Allocate the partitions, and determine the overall porosity of the bed (including pores be-
tween granules, pores between aggregates in granules, and pores inside the aggregates).

Hint: Use an approach of enclosed partitioning. At each level of partitioning divide a system
into the particles (porous or nonporous) and pores between these particles. For a mathematical con-
sideration it is convenient to substitute a real multilevel PS with a set of systems of particle–pore
type in the sense of the previous sentence.

Problem 8

Let us consider a supported catalyst of two components: a support and an active component (see

2 at 77 K gave a total surface area of the supported catalyst, ASC.
Adsorption of CO2 at 273 K is different on support and active component, but one knows the ref-
erence values of qS(p) and qC(p), which were measured over pure support, and pure powder of ac-
tive component with known surface areas, correspondingly. Propose a method of measuring of the
surface area of the active component in the supported catalyst.

Hint: Use an approach of partitioning, and a principle of adsorption additivity (overall adsorp-
tion is the sum of adsorption over accessible support and active component surfaces). 

Problem 9

The surface of a commercial catalyst (A0�100 m2/g, �0� 3.2 g/cm3) after exploitation in
reaction covered with a layer of carbon (�C�1.7 g/cm3) of thickness l � 1 nm. Assuming uniform
coating with carbon of spherical particles of the catalyst calculate the resulting surface area of a car-
bonized catalyst.

Problem 10

Calculate the values of porosity �(nP) depending on coordination number for a packing of par-
ticles with 3�nP�12 and compare these values with the correlation equation ��2.42/nP.

Problem 11

There is a routine procedure to form the transport pores in catalysts: catalyst is mixed with some
additive, which can be burned off after preparation. Consider the catalyst with true density �C � 3.3
g/cm3 and the additive (carbon black) with true density of �A� 1.2 g/cm3. Calculate the amount of
additive necessary to form the interlinked system of transport pores.
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Let us consider a porous bed of biporous granules (Figure 9.17a) in a catalytic reactor (Figure

Problem 5). Adsorption of N
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10.1 INTRODUCTION

The fields of heterogeneous catalysis and surface science have long been intertwined. Whether it
is the studies of Faraday on oxidation reactions over platinum surfaces, Langmuir’s studies of the
surface properties of catalysts, or even work performed in the present day on the abilities of differ-
ent surfaces to act as catalysts, advances in surface science often lead to the development of new
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heterogeneous catalysts, just as the discovery of new catalytic properties pushes surface scientists to
discern the origin of these properties.1,2 Surface science has played a tremendous role in determining
the mechanisms of bond breaking and molecular rearrangements occurring on catalysts, as well as
in determining the determination of the effects of surface structure on catalytic activity. 

10.1.1 Studies of CO Hydrogenation on Single-Crystal Surfaces

Early surface-science studies related to catalysis used metal single-crystal surfaces to mimic the
active sites of industrial catalysts.3–7 One of the most widely studied reactions was the catalytic hy-
drogenation of CO on various metals. Using an apparatus combining an ultrahigh-vacuum surface
analysis chamber with a high-pressure reaction chamber, a group at the National Bureau of

rates of CH4 production on Ni(100) and Ni(111) and compares with those determined from several
different supported Ni catalysts by Vannice.9 As is quite obvious, the rates compare very favorably
within experimental error, showing that this reaction is structure-insensitive. To determine the re-
action mechanism, Auger electron spectroscopy (AES) was used to study the surface following the
reaction. A carbon species was observed on the surface, and analysis of its line shape showed it to
be of the carbidic form. This carbidic species could also be produced by heating the sample in a CO
background. By observing the rate of formation of the carbidic species and comparing it with the
rate of CH4 formation in a reaction mixture, it was determined that the rates were essentially the
same. This fact suggests that the initial step in CH4 synthesis requires the breaking of the CO bond
and the formation of an active surface carbon species. Furthermore, it was found that the rates for
carbide formation, carbide removal in H2, and methane formation were very similar, indicating that
a delicate balance of carbide formation and removal determines the reaction rate. The similarity in
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Figure 10.1 A comparison of the rate of methane synthesis over two different nickel single-crystal catalysts and
supported Ni/alumina catalysts at 120 torr total reactant pressure. (Reprinted from Goodman,
D.W., J. Vac. Sci. Technol., 20, 522–526, 1982. With permission from the American Institute of
Physics.)
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Standards (now NIST) studied this reaction on different planes of nickel. Figure 10.1 shows the

7,8



the rate of carbide formation and methane formation from a CO–H2

the Ru(110) and (001) surfaces,10,11 as well as on polycrystalline Fe.12 These striking similarities led
to the proposal that a similar mechanism could be extended to all transition metals of interest in
methanation and Fischer–Tropsch catalysis.

10.1.1.1 Effects of Poisons and Promoters on CO Methanation

The presence of impurities on a metal catalyst, whether intentionally present or not, can produce

nation studies similar to those described above were carried out on surfaces containing sulfur and
phosphorous impurities.13–15 As can be seen in Figure 10.2, the rate of methane production is affected
dramatically by the introduction of these impurities. In the case of sulfur, low coverages result in a
sharp decrease in the catalytic activity, while increasing sulfur coverages show few further effects.
The initial attenuation of the catalytic activity of the nickel suggested that ten or more nickel sites
were being affected by a single sulfur atom. This could be interpreted as an electronic effect or an
ensemble effect, in which a certain number of surface atoms are necessary for the reaction to occur.
If electronic effects are dominating the poisoning process, then a change in the electronegativity of
the poison should result in a change in the reaction rate. The substitution of phosphorus for sulfur as
a poison results in a noticeable change in the poisoning effect at low coverages. As phosphorus is less
electronegative than sulfur, it affects fewer nickel sites surrounding it. This suggests that electronic
effects, rather than simple site blocking, are dominant in the catalytic deactivation of nickel by sul-
fur, similar to effects seen on rhodium and ruthenium.4

As electronegative elements were shown to decrease the rate of methane synthesis on metal sur-
faces, it may be expected that electropositive elements would increase the rate of the catalytic re-
action. Studies of CO methanation on nickel surfaces containing potassium show that this is not the
case.15,16

age results in lower reaction rates. The kinetic studies also indicated that the presence of potassium
did not affect the apparent activation energy of the reaction. However, the addition of potassium did
cause a noticeable increase in the amount of active carbon on the nickel surface. Presumably, the
donation of electron density from the potassium to the surface aided in CO bond scission. This as-
sumption is confirmed by the fact that the dissociation probability increases in the order Na, K, and
Cs.5 As the electronegativity of the impurity decreases, the amount of electron donation increases
along with CO dissociation.
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Figure 10.2 Methanation rate as a function of phosphorus and sulfur coverage on a Ni(100) catalyst. Pressure
� 120 torr, H2/CO � 4. Reaction temperature � 600 K. (From Goodman, D.W., Appl. Surf. Sci. 19,
1–13, 1984. Used with permission from Elsevier Scientific Publishers.)
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mixture was also observed on

dramatic changes in the activity, selectivity, and resistance to poisoning of the catalyst. CO metha-

Evidence of this can be seen in Figure 10.3. As is apparent, increasing potassium cover-



10.1.2 CO Oxidation on Single-Crystal Surfaces 

Carbon monoxide oxidation is a relatively simple reaction, and generally its structurally insensitive
nature makes it an ideal model of heterogeneous catalytic reactions. Each of the important mechanistic
steps of this reaction, such as reactant adsorption and desorption, surface reaction, and desorption of
products, has been studied extensively using modern surface-science techniques.17 The structure insen-

Rh(111) and Rh(100) surfaces are compared with supported Rh catalysts.3 As with CO hydrogenation
on nickel, it is readily apparent that, not only does the choice of surface plane matters, but also the size
of the active species.18–21 Studies of this system also indicated that, under the reaction conditions of
Figure 10.4, the rhodium surface was covered with CO. This means that the reaction is limited by the
desorption of carbon monoxide and the adsorption of oxygen. 

However, postreaction studies on the Ru(0001) surface indicated that the highest rates of CO oxi-
dation were achieved on those surfaces with the largest amount of surface oxygen remaining after
reaction, in contrast to Rh(111) and Pd(110). Kinetics measured under less than optimal conditions
for CO oxidation, i.e., the surface oxygen concentration was low, showed significant deviations
from those obtained under optimal conditions, indicating the possible importance of a chemisorbed
oxygen intermediate. Therefore, even for a simple reaction such as CO oxidation, it is sometimes
dangerous to assume that similar metals will act similarly under reaction conditions.

10.1.3 Bimetallic Surfaces

The ability of bimetallic systems to enhance various reactions, by increasing the activity, selec-
tivity, or both, has produced a great deal of interest in understanding the different roles and relative
importance of ensemble and electronic effects. Deposition of one metal onto the single-crystal face
of another provides an advantage by which the electronic and chemical properties of a well-defined
bimetallic surface can be correlated with the atomic structure.5,22,23 Besenbacher et al.24 used this
method to study steam reforming (the reverse of the CO methanation process) on Ni(111) surfaces
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99.9 torr, T

Like Rh, CO oxidation over Ru surfaces is structure insensitive, as seen in Figure 10.5.

sitivity of this reaction is illustrated in Figure 10.4. Here, carbon dioxide turnover frequencies over
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containing various amounts of Au. They found that the addition of a small amount of Au lowered
the rate of CH4 dissociation and, therefore, the overall rate of the steam reformation process.
However, the formation of graphite (by which the surface is poisoned) occurred much less quickly
on these alloy surfaces. It was found that carbon adsorption was favored at threefold Ni sites on the
clean surface. At threefold sites near Au, though, the carbon was much less stable and more likely
to react with oxygen to produce CO. This work showed that the addition of Au produced a less ac-
tive, but more stable, nickel catalyst for steam reforming.

Rodriguez and Goodman23 studied Pd, Ni, and Cu films deposited on different transition metal
substrates to understand the nature of the bonding between surface metal species. A 100 K increase in
the Pd desorption temperature was seen when changing from a Ru to a Ta substrate. This behavior can
be seen in Figure 10.6A. This temperature-programmed desorption (TPD) data seemed to indicate that
Pd was more strongly bound to substrates with less-occupied valence d bands. As the valence band of
Pd is almost fully occupied, it was suggested that electron donor–acceptor interactions could explain
the TPD results. Figure 10.6B presents x-ray photoelectron spectroscopy (XPS) results that seem to
confirm this belief. Changes in the Pd(3d5/2) core-level binding energy from the films with respect to
the Pd(100) surface are presented in the figure. An increase in binding energy is a result of charge
transfer between the Pd and the substrate, and the amount of charge transfer from Pd increases as the
number of occupied states in the valence band of the substrate decreases. Similar results were also
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seen for Ni films grown on the same substrates. However, Cu shows quite different behavior when de-

tween Cu and the substrates occur at the extremes of the transition series. Even though the behavior
of Cu is different from Pd and Ni, the same explanation can be used to describe the interactions of Cu
with the substrates. With a half-full 4s valence band, Cu interacts more strongly with metals in which
the valence band is either almost empty or full. How the interaction actually occurs depends on the
particular system. The core-level shifts shown in Figure 10.7B indicate that Cu donates charge to tran-
sition metals with almost empty valence bands and withdraws charge from those with almost full va-
lence bands. Therefore, it appears that the formation of a heteronuclear metal–metal bond results in
the flow of electron density toward the metal with a greater number of initial empty valence band
states. This charge transfer can have dramatic effects of the chemical behavior of these systems and is
also contrary to the behavior observed in bulk alloys. Thus, the effects of structure (surface vs. bulk)
on the formation of a bimetallic bond cannot be underestimated.

Reports such as those described above show how surface structure and energetics can affect
catalytic reactions, and more of these studies have been performed on a multitude of different
surfaces possessing every manner of crystal face for almost any catalytic reaction, as described
in detail by Somorjai1 and Zaera.2 This experimental work has led, in turn, to many theoretical
treatments of the reactions in question. Mavrikakis and coworkers25 recently presented a review
of the theoretical techniques used in these studies, as well as a review of the latest activity in this field.
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posited on different substrates, as shown in Figure 10.7A. In this case, the strongest bonds formed be-



10.1.4 Experimental Techniques

There are numerous surface-sensitive techniques that can be applied to the study of catalyst sur-
faces; in fact, a complete treatment of these is beyond the scope of this discussion. Therefore, the
reader is directed toward some excellent resources for a more complete discussion.1,26–29 Here, we
aim only to introduce some of the more popular techniques as well as to familiarize the reader with
the alphabet soup of surface-science acronyms that will be used below. 

Some of the most widely used techniques for determining surface cleanliness and structure (as
well as to observe possible surface contaminations or reconstructions following reactions) are AES
and low-energy electron diffraction (LEED). In AES, core-hole excitations are created by a beam
of monoenergetic electrons (�10 keV). As excited atoms relax, they emit electrons with character-
istic energies. These electrons can be analyzed to provide information on the near-surface chemical
composition. Surface structure can be determined by LEED. In this technique, electrons of �500 eV
are elastically backscattered from a surface and detected as a function of energy and angle. Changes
in the surface structure owing to the presence of adsorbates or reconstructions lead to changes in
the observed diffraction pattern.

Another technique that provides very surface-specific information is ISS. As noble gas ions
(often He) with kinetic energies of only a few keV strike a surface, they lose energy through in-
elastic collisions with surface atoms. The energies of the outgoing ions are measured and compared
with reference samples, providing information on the surface composition. As He ions are almost
completely neutralized after passing through a single substrate layer, most of the ions that reach the
detector are scattered from the outermost surface layer.

X-ray photoelectron spectroscopy also provides information on the chemical composition of a
surface. An incoming photon causes electrons to be emitted from atomic core levels, which are then
analyzed as a function of kinetic energy. The shifts of these core-level energies provide information
about the chemical environment surrounding the excited atom. This information also includes
changes in the oxidation state of the sample.

Information on the bonding of adsorbates to surfaces can be obtained by a variety of techniques. Two
of the most popular vibrational techniques are infrared reflection absorption spectroscopy (IRAS) and
electron energy loss spectroscopy (EELS). In IRAS, the absorption or emission of infrared (IR) radiation
by the vibrational modes of adsorbates is monitored as a function of incoming photon energy. In EELS,
monoenergetic electrons are scattered off of a surface, and the energy losses arising from excitation of vi-
brational modes are monitored as a function of angle and energy. In addition to providing information on
the electronic structure of the surface, this technique can also provide details of the surface structure.

More detailed studies of surface structure can be carried out using scanning tunneling
microscopy (STM). For the use of this technique, a metal tip is scanned over the surface, and
the distance from the tip to the surface is determined by the tunneling current between them.
Images of surfaces with subnanometer resolution are often obtained using this method.

10.2 MODEL CATALYSTS

As described earlier, metal single crystals have found wide use as model catalysts. The use of sur-
face analytical techniques to study reactions on these surfaces has provided a wealth of information
that has helped in the understanding of working catalysts. However, single crystals preclude the as-
sessment of important catalyst variables such as cluster size and support-cluster interactions. Also,
while single crystals can possess a variety of defects, such as steps, kinks, adatoms, and vacancies, it
is impossible to mimic the tremendous amount of defects present on real catalysts using a single crys-
tal. These drawbacks led to the development of model catalysts. In these systems, metal clusters are
supported on metal oxide thin films. These thin oxide films are structurally and electronically similar
to the corresponding bulk oxides, yet are thin enough to permit the use of electron spectroscopic
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techniques.30 By preparing samples in this manner, traditional surface-science techniques can be used
and, additionally, many more of the complexities of real catalysts can be introduced. 

10.2.1 Thin-Film Growth

There are several ways to prepare thin films for use as model catalyst supports.30,31 For the pur-
poses of this review, we will point the reader toward other sources that discuss two of these methods:
direct oxidation of a parent metal and selective oxidation of one component of a binary alloy.32–34 The
remaining method consists of the deposition and oxidation of a metal on a refractory metal substrate.
This method has been used extensively in our group30,31,35–51 and by others33,52–68 and will be the focus
of the discussion here. The choice of the metal substrate is important, as lattice mismatch between
the film and the substrate will determine the level of crystallinity achieved during film growth.

10.2.1.1 TiO2 Thin Films

Owing to its wide use as a catalyst support, titanium dioxide has long been a standard support for
clusters used in surface-science studies.37,69–82 However, because of its insulating nature, when
TiO2(110) single crystals are used, they must be made suitably conducting by sputtering the surface
and annealing in vacuum, thereby making an n-type semiconductor. A way to circumvent this prob-
lem is through the growth of thin TiO2 films. Oh et al.47 prepared thin titania film (�100 Å) by evap-
orating Ti onto an Mo(100) surface in an oxygen background (5 � 10�7 torr). During deposition, the
Mo substrate was kept between 500 and 700 K and the films were annealed between 900 and 1200

tween Mo(100) surface and TiO2(001) is only 4%, leading to the expectation of epitaxial growth. As
4� after deposi-

tion of Ti in an O2 atmosphere. This indicates the presence of a stoichiometric thin film. However,
further annealing of the film to 1200 K leads to the introduction of defects in the film, as can be seen
by the appearance of shoulder peaks in Figure 10.8B. Subsequent ion scattering studies of these films
before and after annealing confirm that the annealing step leads to the reappearance of the Mo sub-

substrate. STM images taken after annealing a film of the same thickness show that the Mo surface

annealing, and ISS and STM indicate that the Mo substrate is still covered, though STM shows that
the titania surface is made up of small crystallites of several nanometers in diameter.

10.2.1.2 Amorphous SiO2 Films

Silica is also a standard industrial support, and, therefore, its use for model catalyst studies is
quite desirable. Goodman and coworkers83–85 formed amorphous silica films on Mo(110) and

presents the AES spectra obtained of silica thin films deposited at different oxygen pressures.
After depositing silicon in a background containing no oxygen, only the Si peak at 91 eV can be seen,
indicating elemental silicon. By increasing the oxygen pressure during deposition to 1 � 10�6 torr,
a new peak at 76 eV appears, corresponding to silicon dioxide. A further increase to 4 � 10�6 torr
during deposition results in the presence of only the silicon dioxide peak at 76 eV, with an Si/O AES
ratio suggesting that the films are stoichiometric, i.e., SiO2. An XPS investigation of the growth of
these films suggested that, at a dosing rate of ~0.12 nm/min, deposition in an oxygen background of
2 � 10�5 torr, followed by annealing at 1300 K, would lead to a stoichiometric SiO2 film. The x-ray

peratures. The loss of the peak near 99.5 eV after annealing at 1300 K indicates a stoichiometric film
containing no elemental silicon. Further studies, including vibrational and LEED, suggested that the
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can be seen in Figure 10.8A, XPS shows the presence of a peak corresponding to Ti

K in vacuum after depostion. This particular substrate was chosen because the lattice mismatch be-

is no longer covered (Figure 10.9). Thicker titania films maintain their stoichiometric character after

strate, which could arise because of clustering or faceting of the films or diffusion of Ti into the Mo

Mo(100) substrates by depositing Si on the surface in an oxygen background. Figure 10.10

photoelectron spectra can be seen in Figure 10.11, showing the effects of different annealing tem-
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structure of the films as deposited at low temperatures are disordered and consist of [SiO4] units.
Long-range [SiO4] networks form after annealing to 1300 K, leading to a more ordered film.

10.2.1.3 Crystalline SiO2 Films

While the amorphous silica films described above have found wide use for supported catalyst
studies, their noncrystalline nature presents difficulties when attempting to control the structural as-
pects of model catalysts. To circumvent this problem, Freund and coworkers54,56,57 developed a
method by which they could grow crystalline ultrathin SiO2 films. Using a modified version of their
method, we have also produced these films.35,43–46,49 Briefly, a Mo (112) single crystal was first ox-
idized in 1 � 10�7 torr O2 at ~800 K for 5 min to produce a p(2�3)-O structure. Approximately 1
monolayer (ML) of Si was then deposited on the oxygen-covered Mo surface. The Si-covered sur-
face was then oxidized and annealed in O2 (1 � 10�7 torr) at � 1150 K for 30 min. This step forms
a highly ordered SiO2 thin film that exhibits an atomically resolved STM image and a sharp LEED
pattern with c(2�2) periodicity (Figure 10.12). The formation of a stoichiometric film was con-
firmed by the absence of Si0 or Si2� AES features. The types of defects on these films and their rel-
ative stabilities have been studied using Au cluster nucleation by Min et al.43 They found that Au
clusters preferentially nucleate at line defects upon deposition at room temperature, while nucle-
ation occurred at step edges when deposition was carried out at higher temperatures.

10.2.1.4 Highly Defective TiOx Films

Recently, a new type of titania film, (8�2)-TiOx, grown on the Mo(112) surface was found to be
wetted by gold, leading to monolayer and bilayer Au films that showed unprecedented activity for CO
oxidation.86–88 This TiOx film could be prepared by two different methods. The first method requires the
growth of the c(2�2)-SiO2 film described above. Approximately 1 to 1.5 ML of Ti was then deposited
on the silica surface, with the titanium amount being estimated from the AES break point after direct

2 sur-
face, the sample was oxidized at 800 K in 5�10�8 torr O2

HREEL and AES spectra of the TiOx–SiO2 surface at different stages. Spectra obtained after oxidizing
at 600 K (Figure 10.13Ab and Figure 10.13 Bb) are shown to illustrate the attenuation of Si and Mo
AES lines and the Si–O phonon by the TiOx overlayer. The details of the TiOx–SiO2 interface interac-
tions were discussed previously, where it was found that the annealing temperature plays a critical role
in determining the properties of the mixed oxides.89 The sample was then annealed at 1200 K in 5�10�8

torr O2 for 10 min. The AES spectrum following this step (Figure 10.13Bd) showed that most of the
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Figure 10.12 (A) STM image (100 � 100 nm) of a clean SiO2 thin film grown on Mo(112) (V � �1.7 V and I �
0.18 nA). (B) STM image (25 � 25 nm) of the SiO2 thin film. (C) Low-energy electron diffraction
pattern of the SiO2 thin film showing c(2�2) periodicity (V � 56 eV).
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for 10 min. Figure 10.13 presents typical
deposition and oxidation on the Mo(112) surface. After depositing 1 to 1.5 ML of Ti onto the SiO



SiO2 was decomposed and desorbed, while an intense Si–O phonon in HREELS (Figure 10.13Ad) was
still present. This is because of the much stronger Si–O phonon intensity compared to the Ti–O phonon.
Subsequent annealing at 1400 K in 1�10�8 O2 2

film and any residual Si, as reflected by the lack of an Si AES line (see Figure 10.13Be) and no Si–O
phonon (Figure 10.13Ae). The TiOx

images (Figure 10.14B). The possible structure of this surface is also shown in Figure 10.14C.
The (8�2)-TiOx film can also be synthesized by the stepwise direct deposition of Ti onto an oxy-

gen-covered Mo(112) surface followed by subsequent oxidation–annealing cycles. However, the
quality and reproducibility are not comparable with growth on the SiO2 film. In either case, analysis
of the HREELS and XPS results indicate that the oxidation state of the Ti is probably �3. This re-
duced Ti state is apparently responsible for the ability of Au and other metals to wet the surface.

10.2.2 Supported Metal Clusters (Au as an Example)

Owing to the sheer number of studies that have been carried out to understand the properties of
supported metal clusters, it is impossible to discuss all of them here. Several excellent reviews can
provide more information in this area.36,53,64 For the purposes of this discussion, we simply focus on
some of the work from our laboratory regarding supported Au clusters.

Following the pioneering work of Haruta and coworkers,90–92 numerous studies of Au as a catalyst
have been reported. In their studies, Haruta and coworkers found that small Au clusters
(�5 nm), highly dispersed on reducible metal-oxide supports, are quite active for a variety of catalytic
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film formed exhibits a very sharp (8�2) LEED pattern (Figure
10.14A), and a very smooth and well-ordered surface as displayed from the large terraces in STM

for an additional 5 min completely removes the SiO



reactions at or below room temperature, including the oxidation of various hydrocarbons and carbon
monoxide. They also found that the catalytic properties depended critically on the choice of oxide sup-
port, the preparation method, and, most importantly, the size of the Au clusters. The need to under-
stand the microscopic underpinnings of these surprising results have led to a number of studies on Au

31,37,43,44,48,53,67,71–75,77,78,80,93–101 Goodman and
coworkers96,102

2

a diameter of 4 nm and a height of 1.5 nm, corresponding to approximately five atomic layers, is
almost completely metallic in nature. However, for a cluster with dimensions of 15 � 0.6 nm 
(~2 atomic layers), the bandgap is �1.5 eV, even more than the bandgap of the TiO2 substrate.

As mentioned above, Haruta and coworkers found that the size of the Au clusters was critical in
determining the catalytic activity. The work of Valden et al.96 helped to explain this fact, as shown

to an increase in the bandgap of the clusters.
Goodman and coworkers80 also noted that, despite the high initial activity of the Au-based

catalysts for CO oxidation, the activity decreased essentially to zero after exposing the sample to a
reaction mixture for 120 min: An answer to the question of what can be seen in the STM images of

creases to ~3.6 � 1.4 nm. From the STS data presented above, this would indicate that the Au clus-
ters are in the size range possessing metallic properties and would, therefore, no longer be expected
to maintain their catalytic activity.
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Figure 10.14 (A) Low-energy electron diffraction (LEED) pattern for (8�2) TiOx/Mo(112). (B) STM images 
(200 � 200 nm) of the (8�2) TiOx Mo(112) surface. I � 0.18 nA, V � �1.7 V (inset: 25 � 25 nm,
I � 0.18 nA, V � �1.2 V). (C) Structural model, top and side view of the (8�2) TiOx Mo(112) 
surface. The oxygen atoms are omitted for clarity. (Reprinted from Chen, M.S. and Goodman,
D.W., Science, 306, 525–555, 2004; Chen, M.-S. et al., Surf. Sci., 581, L115–L121, 2005.
Copyright 2004. With permission from AAAS.)
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bandgap depended critically on the size of the Au clusters (Figure 10.15). For example, a cluster with
the measurement of the surface electronic states. They found that in small Au clusters, the size of the

in Figure 10.16. Here, it can be seen that the peak of catalytic activity for CO oxidation corresponds

model catalysts, both theoretically and experimentally.

Figure 10.17. After exposure of the sample to reactant gases, the average size of the Au clusters in-

studied Au clusters on TiO (110) using STM and tunneling spectroscopy, which allows
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As long as Au catalysts could not maintain their activity owing to sintering, their wide application
was prevented, regardless of their high initial activity. Therefore, an attempt was made to alleviate the

44 Owing to its wide use in industrial catalysts,
silica was chosen as a starting support. The crystalline SiO2 film described above was grown and ~0.4
ML Au was deposited on it. Compared to reducible oxide supports, SiO2 is known to have a relatively
weak metal-support interaction with noble metals.103 In this case, sintering, owing to increased tem-
peratures or pressures, was anticipated to be quite pronounced. For Au clusters supported on SiO2 this
was indeed the case, where thermally induced sintering was observed. Room-temperature deposition
of Au generally leads to cluster nucleation at line defects, whereas for annealing to 700 to 850 K, dec-
oration of line defects no longer occurs. A dramatic decrease in cluster density and an increase in clus-
ter size accompany the diffusion of clusters to the step edges. STM images of this sintering process

Gold clusters supported on a mixed TiO2–SiO2 surface show activity for propylene epoxidation
comparable to TiO2-supported Au catalysts but with enhanced stability.104 Therefore, it was decided
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Figure 10.16 (A) Activity for CO oxidation at 350 K as a function of the Au cluster size supported on TiO2(110)-
(1�1), assuming total dispersion of the Au. (B) Cluster bandgap measured by STS as a function
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(Reprinted from Valden, M. et al., Science, 281, 1647–1650, 2004. Copyright 1998. With permis-
sion from AAAS.)
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can be seen in Figure 10.18A.

problem of cluster sintering under reaction conditions.



that this type of surface presented a good starting point in an attempt to make sinter-resistant supports.
Various amounts of titanium were added to the silica thin film, oxidized, and annealed. More
information on the effects of these different treatments can be found elsewhere.44 After the addition of
~17% Ti to the surface, elongated TiOx

cluster number density was achieved upon Au deposition. Even more exciting was the lack of move-

annealing treatment on the Au/mixed oxide sample. In contrast to the bare silica surface (and surfaces

the number seen before annealing. The number density of the Au clusters on the bare SiO2 surface de-
creases by 60% after annealing, while a surface containing ~8% Ti shows a decrease of almost 50%
in the number of Au clusters. In contrast, a surface containing 17% Ti shows little to no change in the

figure. Exposure of the Au/TiOx(17%)–SiO2/Mo(112) sample to a 60 torr reaction mixture for 2 h at
elevated temperatures also leads to no change in the number of clusters present. While the exact mech-

points toward a method of using highly active Au-based catalysts in industrial situations.
Spectroscopic studies have also been carried out to understand adsorption on supported Au clus-

ters.105–107 Lemire et al.106,107 used TPD and IRAS to study CO adsorption on Au/FeO(111). They found,

ture at 130 K and a high-temperature feature at 200 K; only the relative intensities change with in-
creasing particle size. Comparing these results with desorption from stepped and flat Au surfaces, the
authors suggest that the low-temperature feature is associated with terrace sites on the Au particles
while the high-temperature feature is associated with areas of lower coordination, such as the particle
edges. IRAS results showing the effects of Au coverage on CO are shown in Figure 10.20B. Here, only
a single peak can be seen at 2108 cm�1, in agreement with studies of single-crystal Au surfaces. By
flashing the sample to 150 K (thereby removing the CO corresponding to the low-temperature state), it
was found that there was little to no change in the intensity of the 2108 cm�1 IRAS feature, allowing
the authors to assign it to the high-temperature desorption state. The low-temperature desorption state
was attributed to CO molecules lying parallel to the surface (or highly tilted), as the selection rules of
IRAS state that only those vibrations having a dipole moment normal to the surface will be excited.
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ment of the Au clusters after annealing the surface to 850 K. Figure 10.18B shows the effects of this

islands were seen on the surface and a maximum in the Au

more apparent in Figure 10.19, in which the number of clusters seen after annealing is normalized to
containing less Ti), there is no apparent change in this surface upon annealing. This behavior is even

using TPD, that the desorption of CO is almost completely independent of particle thickness. Figure

number of clusters after annealing. Also interesting is the information presented to the far right of the

10.20A presents their TPD results in which it can be seen that all samples have a low-temperature fea-

anism leading to the sinter-resistant nature of this support is unknown, it is nevertheless exciting and
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Meier and Goodman105 also studied CO adsorption on Au/TiO2. In particles having a size that would
be expected to show metallic properties, they observed a vibrational feature at 2122 cm�1. As this fre-
quency is somewhat blue-shifted from that seen on bulk gold, it was suggested that the substrate might

only a single peak that shifts only by a small amount. However, there are dramatic changes in the heats
of adsorption. The effects of changing cluster size on the isosteric heats of adsorption are presented in

that of bulk gold (10.9 kcal/mol) at the zero coverage limit, lowering the gold coverage significantly in-
creases the heat of adsorption. For the smaller gold clusters, the heat of CO adsorption at the highest
coverage even remains higher than the zero coverage limit for bulk Au and the 0.5 ML Au coverage. 

Meier and Goodman108 noted that the trends in the heat of adsorption found using IRAS compare fa-
vorably with those found using approximation methods to analyze CO TPD of Au on a variety of sup-
ports.67 Each of the studies using different surface-science models indicated that the Au clusters of ~3 nm
in diameter have higher CO heats of adsorption than bulk gold. Therefore, the highest heat of CO ad-
sorption, the peak in CO oxidation activity, and the onset of the metal-to-nonmetal transition all occur at
approximately the same cluster size, once again showing the particular importance of cluster size in this
highly interesting system.

10.3 IN SITU STUDIES

10.3.1 Vibrational Spectroscopy

While the development of planar model catalysts has largely led to the closing of the material gap,
the pressure gap still remains. Rupprechter et al.109 nicely cover some of the concerns of the pressure
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Figure 10.21. While the heat of adsorption for an Au coverage of 0.5 ML is only slightly higher than

have an effect on CO binding to the Au clusters. With decreasing cluster size, IRAS continues to show



gap. They state that some species that are not present under UHV conditions may play a role as active
species under pressures �1 torr. This could be owing to the presence of surface coverages unattainable
under UHV, leading to different adsorbate structures. While these higher coverages could possibly be
obtained under UHV at low temperatures, the low temperatures could have a pronounced effect on the
ability of catalytic reactions to occur, and, if they did, they could be forced to proceed through a dif-
ferent mechanism. Another possibility is that the surface may restructure under high temperatures and
pressures. On lowering the temperature and pressure for study using surface analytical techniques, it is
possible that one would not be studying the same surface postreaction as during reaction!
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Over the past 15 to 20 years, new spectroscopic techniques have been developed, which pres-
ent an opportunity to study reaction intermediates and products under working conditions. The first
of these, pioneered for use in catalysis by the group of Somorjai,110 is sum frequency generation
(SFG). In this nonlinear optical technique, visible light of a fixed frequency is focused onto the cat-
alysts surface while IR light is scanned over a wide frequency range with the sum of the two beams
being detected. When the frequency of the IR beam hits a vibrational resonance of a surface species,
enhancement of the output signal is seen, thereby providing a vibrational spectrum of the sur-
face.109,111,112 Owing to the fact that this is a highly surface-sensitive technique, it can be used to
study surfaces under reaction conditions with very little background signal. Somorjai and cowork-
ers110 used this technique to study the adsorption of CO on Pt(111) over a pressure range of 10�7 to
700 torr. At low pressures, it was found that CO was bound to bridge (1845 cm�1) and atop (2095
cm�1) sites, as had been seen in previous HREELS and IR studies.113,114 While the bridge-bonded
CO was no longer observable after raising the pressure to 1 torr, the atop feature surprisingly was
also lost above ~12 torr along with the growth of a feature at ~2045 cm�1. This feature was attrib-
uted to multiple bonded platinum–carbon monoxide cluster analogs on the surface arising from re-
construction of the platinum surface, in which individual Pt atoms could be raised out of the lattice.
High-pressure STM studies (to be discussed in more detail later) confirmed the roughening of the
Pt surface under high CO pressures.

The group of Freund109,115–122 has also been an active participant in the study of catalytic surfaces
using SFG. Their work has focused extensively on the interaction of CO with the Pd(111) surface and
also on its interaction with small metal-oxide-supported Pd clusters. Their initial studies on the
CO/Pd(111) system were carried out to discover whether the well-known ordered CO structures seen
under UHV conditions would be joined by any high-pressure species.109,120 Additionally, they wished
to discover if CO would dissociate on the Pd(111) surface under higher pressures. Freund and cowork-
ers found that, in general, the CO structures formed under elevated pressures were very similar to
those seen under UHV conditions. Under high pressures and low temperatures, some less-ordered
structures, however, could be seen. Combining SFG with high-pressure XPS (discussed below), it was
found that CO would not dissociate on a perfect Pd(111) surface at 400 K and pressures up to 1 torr
(for XPS)/760 torr (for SFG). As previous studies had presented evidence of partial CO dissociation
on supported Pd clusters,100,123,124 the authors suggested that low-coordinated (defect) sites present
only on nanoparticles or rough surfaces were necessary for decomposition to be seen. Even by sub-
jecting the Pd(111) surface to Ar� sputtering, though, there was no evidence of CO dissociation, in
contrast to methanol, in which C–O bond cleavage was seen.119 On the basis of these facts, the per-
pendicular adsorption geometry of CO on Pd(111) was blamed for the lack of dissociation.

The group of Freund109,115 has also used SFG to study the interaction of CO with alumina-
supported Pd clusters, thereby bridging both the material and pressure gaps. By measuring the SFG
intensity on 3 nm Pd particles under 10�7 torr CO, the authors found the presence of both atop and
bridge-bonded CO, as could be seen using IRAS under CO saturation coverages. By noting the fre-
quency shift of the bridge-bonded CO, it was suggested that the CO was bound to defects or the
edges of the particles. On larger (6 nm) Pd clusters, even less atop CO was seen, a fact attributed to
the larger size and more ordered surface of the larger particles, which help in the formation of
bridge bonds. It should be noted, however, that an increase in the CO pressure to ~200 torr led to
an increase in the intensity of the atop peak to a point that was almost the same as that of the smaller
particles. These studies demonstrated that the distribution of CO on adsorption sites depends criti-
cally on particle size, structure, and temperature, but only at low pressure. At higher pressures, the
preferential adsorption occupancies were seen to be relatively independent of the physical charac-
teristics of the Pd particles.

In situ studies of catalytic reactions have also been a prime focus of our group. The high-
pressure spectroscopic technique used in our research is polarization modulation IR reflection ab-
sorption spectroscopy (PM-IRAS). Like SFG, PM-IRAS is a highly surface-sensitive technique that
yields vibrational information about adsorbed surface species. Unlike SFG, however, PM-IRAS
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does not require the use of pulsed lasers, making it a much more versatile technique. In PM-IRAS,
modulation is applied to a linearly polarized IR beam.125–131 The surface selection rules of reflected
IR light state that species on a metal surface can only absorb light polarized perpendicularly to the
surface (p-polarized), while gas- (or liquid-) phase species can absorb both s- and p-polarized light.
Therefore, by subtracting the s-polarized signal from the p-polarized signal and normalizing to the
total signal intensity, a normalized surface-specific signal can be obtained. In contrast to SFG, loss
of beam intensity because of gas-phase CO only becomes a problem when the CO pressure is in-
creased sufficiently to become opaque to IR light within the desired frequency range. 

An early study using PM-IRAS by Ozensoy et al.130 was aimed at understanding the pressure-
dependent phase transitions of CO on the Pd(111) surface. Kuhn et al.132 and Szanyi et al.133,134 had
previously studied this system using IRAS in the pressure regime of 1�10�6 to 10 torr and noted the
phase transitions in CO overlayer structure that occurred as a function of pressure. Using their high-
pressure data (up to 600 torr), Ozensoy et al. extended the phase diagram previously reported for the

an activation energy of 44.35 ± 1.63 kJ/mol was obtained from the slope. These types of studies, cov-
ering over nine orders of magnitude, show that there are no high-pressure species or adsorbate-
induced surface restructuring. Additionally, this study shows that the pressure gap indeed can be
bridged; the surface structure of an adsorbate overlayer can be known over a wide pressure range.

Most of the in situ studies using PM-IRAS have focused on the CO � NO system on Pd(111),
as palladium has come to be increasingly used in the automotive industry because of its advantages
over previous three-way catalysts for NO reduction and CO oxidation.128 An initial study of this sys-
tem showed the necessity of using in situ techniques to study reactions.131 When in the presence of

1745 cm�1, corresponding to CO (bridge/threefold), CO (threefold), and NO(atop) binding, re-
spectively. However, under the same pressures, when the temperature is increased to 600 K, the
spectrum was dominated by a new feature at 2255 cm�1, which was assigned to the asymmetric

ble even when the temperature was lowered and the chamber pressure was lowered to 10�7 torr
range. This result was interesting in that, while an isocyanate species had been seen for Pd/Al2O3,
it had been described as substrate bound isocyanate. In further studies to determine the onset of iso-
cyanate growth, the sample temperature was set at 600 K, and it was exposed to a constant CO/NO
mixture at different total pressures. Regardless of the amount of time that the sample was held at

Pd(111), which is a crucial step for both isocyanate formation and the CO � NO reaction. Note the

Subsequent experiments on the same system aimed to determine the stability of the isocyanate
species and to measure the reactivity of the Pd(111) model catalyst for the CO � NO reaction.125

When exposing the sample to different CO/NO ratios (2 and 1.5) at room temperature, peaks were
obtained which corresponded to threefold NO, atop NO, and threefold CO, with the higher CO/NO
ratio leading to a greater amount of CO binding. When the samples were flashed to 650 K
and cooled back to 300 K in the presence of the reaction mixtures, isocyanate was formed.

cyanate formation.
The kinetic studies of this reaction on Pd(111) at total pressure of 116 torr (CO/NO � 1.67)

showed that the rate of the reaction increased above 550 K. This behavior was similar to that found
at lower pressures, where it was attributed to the presence of energy barriers to NO dissociation and
N2 formation. With regard to the high-pressure work, the presence of the isocyanate species did not
lead to measurable changes in the reactivity compared to the studies carried out at low pressure. It,
therefore, seems that the isocyanate species acts as little more than a spectator in the reaction.

358 SURFACE AND NANOMOLECULAR CATALYSIS

CRC_DK3277_Ch010.qxd  3/25/2006  1:20 PM  Page 358

© 2006 by Taylor & Francis Group, LLC

high-pressure data is shown in Figure 10.22. Linearity in the Arrhenius plot can be easily seen, and
transition from bridging CO to a threefold hollow/atop structure. The phase diagram including the

stretching mode of an isocyanate species, as seen in Figure 10.23. This species was found to be sta-

a 180 torr CO � NO mixture at 350 K, features appeared in the PM-IRA spectra at 1922, 1876, and

reaction pathways for both reactions in Figure 10.24.

cyanate to be seen. Combined with isotope experiments, these results implied NO dissociation on

However, as is apparent from Figure 10.25, an increase in the CO/NO ratio strongly favored iso-

these lower pressures, it was eventually found that a threshold of ~0.1 torr must overcome for iso-



Ozensoy et al.127 also used PM-IRAS to study the CO adsorption behavior on SiO2-supported
Pd clusters. As mentioned above, these crystalline, ultrathin silica films possess the structural and
electronic properties of the bulk analogues, but are thin enough to permit the use of vibrational and
electronic spectroscopic techniques (and tunneling microscopy) without charging.39,40 As with the
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work of Freund and coworkers,115 both atop- and bridge-bonded CO vibrations were observed on

the resolution of the spectra for the supported particles is much lower than that for the Pd(111)
surface. This is due in large part to the roughness of the surface containing the particles.
Figure 10.26 also shows that the changes in CO adsorption behavior as a function of temperature
on both the single crystal and model catalyst surface are similar. 
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Figure 10.24 Reaction pathways of the CO � NO reaction on Pd(111). (Reprinted from Ozensoy, E. et al., 
J. Am. Chem. Soc., 124, 8524–8525, 2002. Copyright 2002. With permission from American
Chemical Society.)
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the supported particles using PM-IRAS at higher pressures, though, as can be seen in Figure 10.26,



Annealing and cooling cycles were used to study the reversibility of CO adsorption on the sup-

141 torr CO, two major peaks are present in the PM-IRA spectrum, corresponding to atop binding
at 2089 cm�1 and bridge/threefold binding at 1957 cm�1. When the sample was heated to 600 K
and cooled to 300 K, a dramatic decrease in the amount of atop CO binding is seen, demonstrat-
ing the irreversibility of CO binding on the supported particles. By annealing again (to 680 K), the
atop intensity is decreased by 70%, while the bridge/threefold intensity is decreased by 60%. In

pressure CO do not lead to significant changes in the PM-IRA spectra (Figure 10.27b). Clearly,
some kind of reaction is taking place on the Pd/SiO2 surface. The use of AES provides informa-

particles before and after exposure to 141 torr CO. By focusing on the carbon region of the spec-
tra, it is apparent that the exposure of the sample to high-pressure CO changes the spectrum, as
shown more clearly in the difference spectrum presented in the inset. While it could be suggested
that the annealing procedure could lead to a change in the morphologies of the Pd clusters and
thereby change the CO binding preferences, STM images of the clusters before and after anneal-
ing to 650 K (without CO) show no noticeable changes in the cluster morphologies. Therefore, a
possible explanation is that CO dissociates on the Pd clusters and the dissociation products poison
the adsorption sites. The high number of defect sites present on clusters likely bind CO more
strongly and help in C–O bond scission. As studies of CO adsorption at lower pressures showed
no evidence of CO dissociation, this study presents another example of why it is important to carry
out spectroscopic surveys under realistic conditions when determining the possible reaction mech-
anisms for catalysts.
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ported Pd particles. As can be seen in the top frame of Figure 10.27a, at 300 K in the presence of

tion on the nature of that reaction. Figure 10.28 shows Auger spectra for the silica-supported Pd

contrast to the supported particles, similar annealing treatments of the Pd(111) surface in high-
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10.3.2 In Situ STM 

While in situ vibrational spectroscopy can provide important information concerning adsorbate
binding on surfaces, determinations of the actual structures of supported metal catalysts using
these techniques can be only made indirectly, namely by comparing vibrational frequencies
obtained from the catalysts with those from metal single crystals. The use of STM under
UHV onditions has provided a great deal of information about the structures of planar model
talysts.31,37,43–46,48,49,53,75,78,79,87,99,102,127,135–138 However, the ability to study the catalysts under reac-
tion conditions and to follow their evolution helps to provide information concerning the problems
of deactivation and regeneration of industrial catalysts.71 As with the early in situ SFG experiments,
some of the earliest work with high-pressure STM related to catalysis was performed in the group
of Somorjai.110 This group studied the reconstruction of the Pt(110) surface under an atmosphere of
various reactant gases. In the presence of hydrogen, the surface was observed to adopt a “missing-
row” reconstruction. When oxygen was substituted for hydrogen, however, the surface was found
to develop (111) microfacets. Finally, a switch to carbon monoxide resulted in an unreconstructed

important it is to observe the surface directly under high pressures to find possible active sites.
As described earlier, the use of Au-based catalysts for industrial processes is inhibited by their

tendency to deactivate over time, a process blamed on the agglomeration of the clusters owing to the

able-temperature STM, especially designed for in situ studies.37,48,72–74,78

of reaction conditions on individual clusters (and the metal-oxide surface) are shown. On the left side
of the figure, an image of Au/TiO2(110) is shown under UHV conditions. The change in the surface
during the introduction of a 5.4 torr CO/O2 mixture (1:5) is shown in the image on the right side of
the figure. As can be easily seen, the presence of the reactant gases cause quite noticeable changes
in the surface. Some clusters seem to grow larger, while others decrease in size. Additionally, the ti-
tania surface seems to roughen in several areas and even seems to grow around the clusters. 

2
73

These studies compared the relative effects of water vapor and air on the clusters. As can be seen in

in the cluster distributions or size, demonstrating the stability of the interface toward this elevated
pressure treatment. It should be noted that a small number of the smallest clusters (of all types)

sample to the room-temperature saturation pressure of water or to ambient conditions results in dra-

ambient air containing 70% humidity. As in the case of studies with water vapor, the Au and
bimetallic clusters remain intact under elevated pressure conditions. However, extreme sintering oc-
curs for the Ag clusters. Because there are many possible chemical and physical effects that could
be taking place under these pressures, an interpretation of the sintering effect is not straightforward.

10.3.3 Elevated Pressure XPS

An in situ technique that has been available for quite some time but has not found much use
is in situ XPS. Because of the high probability of inelastic scattering of electrons emitted from
surfaces, the overall gas pressure must be kept lower than � 10�5 torr, and it is generally kept
much lower. However, in the late 1970s, Roberts and coworkers139 developed a method by which
photoelectron spectra could be acquired at pressures of up to 1 torr. This was accomplished by using
differential pumping and a specially designed sample/gas cell. These authors determined that, if the
path length through the gas were short enough, then a sufficient number of electrons would pass
elastically through the gas and into the spectrometer, even at a pressure of 1 torr. This instrument
was used to measure the adsorption of oxygen on a silver foil at elevated pressures.140 At the time,

UNDERSTANDING CATALYTIC REACTION MECHANISMS 363

CRC_DK3277_Ch010.qxd  3/25/2006  1:20 PM  Page 363

© 2006 by Taylor & Francis Group, LLC

(110) surface. Images of these different surfaces are shown in Figure 10.29. These results show how

In Figure 10.30, the effects
interaction of oxygen with the clusters. Recently, we have followed this agglomeration using a vari-

Figure 10.31, the exposure of the sample to ~7 torr of water vapor does not lead to dramatic changes

Similar experiments were carried out on Ag, Au, and bimetallic Ag–Au clusters on TiO .

matic changes in the surface morphology. In Figure 10.32, the sample is exposed to ~200 torr of

disappear on exposure to water. These are marked with circles in Figure 10.31. Exposure of the
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Figure 10.29 STM images of the Pt(110) surface after heating to 425 K for several hours in each of the noted
background gases. The presence of different gases leads to different reconstructions of the
Pt(110) surface. (From Somorjai, G.A., Appl. Surf. Sci., 121/122, 1–19, 1997. Used with permis-
sion from Elsevier Scientific Publishers.)
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Figure 10.30 STM images (50 � 50 nm) of the same area of a Au/TiO2(110) sample acquired at 450 K: (left)
under ultrahigh vacuum conditions and (right) during exposure of the sample to a CO/O2 mixture.
(From Goodman, D.W., J. Catal., 216, 213–222, 2003. Used with permission from Elsevier
Scientific Publishers.)
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and molecularly adsorbed oxygen on silver. However, there was no experimental evidence for all

velopment of the O(1s) spectrum with increasing pressure. As can be seen, the initial exposure of
the silver to oxygen results in the appearance of a peak at 528.3 eV. With further exposure and in-
creasing pressure, the main peak shifts to 530.3 eV. This peak also possesses a tail at high binding
energy (532.5 eV). By varying the electron take-off angle from almost normal to 75° from normal,
it was hoped that a differentiation could be made between surface and subsurface oxygen species.
When the exit angle was 75° from normal (grazing), the ratio of the 532.5/530.3 peaks increased by
a factor of 2. The authors, therefore, suggested that the peak at 530.3 eV reflected the presence of
subsurface oxygen species while the 532.5 eV peak obviously denoted a surface species. Because
peak at 528.3 eV had not been seen in previous XPS studies using molecular oxygen, this feature
was assigned to atomic oxygen chemisorbed on the surface. Finally, the authors assigned the peak
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Figure 10.31 STM images of Ag, Ag–Au, and Au clusters deposited on TiO2. (A) Imaged under UHV conditions.
(B) Imaged in the presence of ~10 torr of water vapor. The small circles indicate clusters that dis-
appear during exposure to the gas. (Reprinted from Kolmakov, A. and Goodman, D.W., Rev. Sci.
Instrum., 74, 2444–2450, 2003. With permission from American Institute of Physics.)

Figure 10.32 STM image (500 � 500 nm) of the same area imaged in Figure 10.31 containing Ag, Ag–Au, and
Au clusters on TiO2. Left: imaged under UHV conditions. Right: imaged in the presence of ~200
torr of air. (Reprinted from Kolmakov, A. and Goodman, D.W., Rev. Sci. Instrum., 74, 2444–2450,
2003. With permission from the American Institute of Physics.)
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three forms of oxygen in any study. Figure 10.33 presents spectra from this study showing the de-

there was a consensus that oxygen could exist as chemisorbed adatoms, dissolved lattice oxygen,



at 532.5 eV to a molecularly chemisorbed species on the surface, showing, for the first time, direct
experimental evidence of the presence of three different oxygen species on the silver surface. 

More recently, in situ XPS has been used to study the selective oxidation of methanol to
formaldehyde using copper and used in conjunction with the SFG studies described above to
determine the forms of CO binding on Pd(111).118–121,141,142 In the case of copper-catalyzed methanol
oxidation, it is necessary to obtain information on the system under reaction conditions because the
form of adsorbed oxygen that is active in the reaction is only present under reaction conditions and

shows x-ray photoelectron spectra obtained under conditions of oxygen and methanol coadsorption
(O2/CH3OH � 1:3, 0.1 torr total pressure). The middle spectra are almost identical to the bottom
spectra (obtained after the preparation of methoxy and formate groups on the surface). This indicates
that, at 420 K, the surface is mostly covered with methoxy groups. The top spectra show the absence
of any carbon-related features, indicating that the oxygen species remaining are not because of for-

sorbed on the surface. The higher binding energy feature (531.2 eV) is assigned to suboxide oxygen
based on a previous in situ XANES study of the system. They state that this assignment makes sense
as the formation of this state only occurs under reaction conditions and only on the metallic copper
surface (copper remains in its metallic state throughout the reaction). A plot of the temperature de-

quick decrease of the peak at 530 eV is attributed to the decomposition of methoxy species on the
surface. On the other hand, the suboxide coverage increases to ~520 K, at which point it begins to
decrease. This decrease coincides with an increase in formaldehyde production, indicating that the
suboxide species is the active species in selective methanol oxidation. The remaining adsorbed
atomic oxygen increases the ability of incoming methoxy groups to form. This example shows the
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Figure 10.33 O(1s) XP spectra showing the interaction of a silver surface with oxygen at 473 K: (1) clean sur-
face; (2) O2 pressure of 5 � 10�3 torr; (3) after 30 min of exposure of O2 at 5 � 10�3 torr; (4) after
10 min at 5 � 10�2 torr; (5) after 10 more min at 5 � 10�2 torr; (6) after 10 min at 0.5 torr O2. At
this pressure, the gas-phase spectrum can also be seen. (Adapted from Joyner, R.W. and
Roberts, M.W., Chem. Phys. Lett., 60, 459–462, 1979.)
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the active sites of the system are only apparent in the presence of the reaction medium. Figure 10.34

pendence of formaldehyde formation is compared with the oxygen intensities in Figure 10.35. The

mate groups. The authors assign the oxygen peak with lower binding energy to atomic oxygen ad-
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important role that in situ XPS can play in understanding reaction mechanisms, as it is unlikely that
the other in situ methods described above would be able to differentiate these different species on the
copper surface under reaction conditions.

10.4 CONCLUSIONS

The past several decades have seen a great deal of progress from the surface-science community
in the understanding of catalytic reaction mechanisms. Initial studies using metal single crystals and
high-pressure reactors provided a great deal of information on reaction mechanisms but were often
criticized because of the relative lack of complexity in comparison to actual catalysts. To bridge this
materials gap, model catalysts have been prepared, which consist of metal clusters on planar oxide
surfaces. These model catalysts more accurately mimic the complexities of the working catalysts, yet
are still amenable to a wide range of surface-science techniques. The current goal is to study these
catalysts under reaction conditions, an objective made possible by the development of techniques
such as SFG, PM-IRAS, and even high-pressure STM. The use of these techniques to study metal-
oxide-supported clusters makes the goal of a complete understanding of catalytic reaction mecha-
nisms much more realistic.
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CHAPTER 10 QUESTIONS

Question 1

Compare the effects of the addition of Li and Se with that of a clean Ni catalyst in the metha-
nation reaction.

Question 2

Describe the differences between ensemble effects and ligand effects (in relation to bimetallic
surfaces), and how these may play a role in the adsorption activity of a surface.

Question 3

What is a possible problem that one might see with regard to spectroscopies using electrons (or
ions) as the species striking a surface?

Question 4

Why might it be important to understand cluster nucleation on an oxide surface?

Question 5

What is a possible reason for the small amount of studies carried out using in situ XPS?

Question 6

In addition to the fact that SFG requires the use of pulsed lasers, what are some other possible
reasons that cause it to be less versatile than PM-IRAS?

Question 7

What is the molecular gas density for an ideal gas at 300 K when the pressure is 10�6 torr? (in
molecules/m3)

Question 8

With the answer to Question 7 in hand, what would be the gas density at a pressure of 10�9 torr?

Question 9

CO is often used as a probe molecule to aid in the determination of surface structures. Why
would the CO stretching frequency change depending on where it was bound on the surface?

Question 10

When the coverage of CO (and many other gases) on surfaces reach a critical point, it has been
found that the heat of adsorption decreases rapidly. What could be the explanation for this behavior?
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11.1 HIGH-THROUGHPUT EXPERIMENTATION AND COMBINATORIAL
CATALYSIS — DEFINITION AND SCOPE

High-throughput experimentation (HTE) and combinatorial chemistry (CombiChem) have been the
most powerful trends in research related to catalysis and materials science in the late 1990s and the early
millennium. The wealth that these technologies have brought to the scene is obvious: catalysis in chem-
ical production and R&D is one of the most laborious and know-how intensive fields. For certain ap-
plication processes or materials developments, it may take decades before an economic return on in-
vestment can be expected. It is more than evident that the promise to be able to accelerate the time to
market from an industrial perspective and the systematic mapping of large arrays of compositional and
structural parameters from a scientific perspective are more than welcome in the world of catalysis. The
fast development of processes goes back to the last century, and it is more than fair to nominate BASF
chemist Alwin Mittasch as one of the first scientists who was active in the field of HTE and catalysis
[1]. Although Mittasch was less renowned than Haber and Bosch, to whom the honor of the invention
of the process for the synthesis of ammonia from hydrogen and nitrogen is usually granted, it was he
who discovered the useful catalyst formulation for the industrial process. The search for a useful ele-
mental combination that would meet the economical target for a process realization was realized by
massive assignment of workforce. Although it was already known from Nernst and Haber’s research
that among osmium, uranium, and tantalum the much cheaper and readily available iron was a lead el-
ement, yet a total of 20,000 catalyst formulations consisting of iron-containing catalyst candidates were
tested before the final composition was identified, which could then be introduced into the industrial
process. All of the work that Mittasch and coworkers carried out was done manually, as laboratory au-
tomation was not very advanced in the early 1910s. Today manual labor throughout the chemical in-
dustry is much more cost intensive, yet 100 years later automation is far more advanced and can in-
crease the efficiency of R&D processes, leading to a fast identification of the crucial parameters that
make a catalytically driven chemical process an economical and ecological success story.
Combinatorial chemistry and HTE have turned out to be the key elements for acceleration of the au-
tomation process, and this chapter is devoted to transmit the essence and principles that govern the field
to the reader.

Many scientists, and maybe even experts in the field of HTE and CombiChem, may find it hard to
give the appropriate definitions for both the terms. The definition of the term CombiChem as given by
IUPAC is use of a combinatorial process for the preparation of sets of compounds from sets of build-
ing blocks [2]. The term combinatorial means relating to combinations or the arrangement of, selec-
tion from and operation on discrete elements belonging to finite sets. Conclusively, we define HTE as
the rapid completion of two or more experimental stages in a concerted and integrated fashion.
Combinatorial chemistry can, on occasion, contribute to certain stages of HTE. The scientist working
in the field of catalysis has to be aware that HTE and CombiChem are additional toolkits that are an
aid in the total development and research effort in catalysis. Both the methods enable the researcher
to identify prospective candidates, also called leads, which can possibly be developed into industrial
catalysts at a later stage. Still the power of numbers does not discharge the scientist from detailed stud-
ies of the inorganic catalyst compound materials, the ideal reactor design, and the in-depth search for
the optimum reaction conditions in order to find a performance optimum for the process.

Combinatorial chemistry was developed in the early 1990s with pharmaceutical industry
being the main driver [3]. The rapid screening of potential drug molecules against well-defined
assays had quickly become one of the major tools for the identification of novel lead candidates.
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With the potential of the tools enabling the rapid testing of molecular compounds, efficient tools
that allowed access to large molecular libraries were also requested. Highly automated parallel
synthesis, synthesis on solid phase, and split and pool methodologies for the synthesis of small

tists talk about CombiChem today, in many cases screening and synthetic methodologies are
summed up under this term. The substantial differences existing between inorganic materials
and molecular entities will be addressed later. The facts essential for the development of the first
approaches for inorganic catalysis were:

●

● The wealth of analytical techniques that was applied for CombiChem was devoted to biochemical
challenges.

● The synthetic equipment was hardly compatible for inorganic materials synthesis.

On this basis, in the mid- and late 1990s the researchers started to develop the first concepts for
integrated synthesis and screening approaches, which were adaptable with the conditions usually applied
in inorganic catalysis of several hundred degree centigrade and pressures up to 250 bar [5]. But earlier
roots for approaches in materials chemistry are yet to be found: following the history of HTE for inor-
ganic materials, the importance of the concepts of Hanak [6,7] is more than evident. To our knowledge,
Hanak was the first scientist who developed the concept of substrate-bound material libraries, which he
produced by cosputtering of different elements on substrates. His goal was not to synthesize materials
for the purpose of monitoring their catalytic performance, but rather for their physical properties. As
Hanak worked with gradients of the elements he deposited on substrates, he did not produce single de-
fined compositions on his substrates but rather an endless number of materials with the relative space on
the substrate defining the difference in composition. Further development of this approach by Schultz

outstanding magneto-resistive properties . With this approach they introduced synthesizing materials li-
braries of defined candidate materials on substrates and their characterization with regard to a certain
property. It is worthwhile to mentioning that even though a small number of industrial and academic
groups had already started to employ the concept of parallel reactors for gas-phase reactions, still the
usual degree of parallelization employed was not larger than 4- to 6-fold, and in some cases the reactors

on similar technologies is mainly reflected in the patent literature and is beyond the scope of this chap-
ter). It is important to mention these early approaches, as they nicely illustrate that the search for efficient
catalyst screening tools has always been an issue for scientists working in the field of catalysis. Still, the
integrated approach that aroused a broader interest in the scientific community was due to the efforts of
Mallouk and Moates [10,11]. These were the first illustrative examples that proved that the screening of
inorganic catalysts on substrates via parallel analytical techniques is a viable way for the identification
and differentiation of catalyst candidates. In both cases, (IR) infrared-thermography (a quasioptical tech-
nique which will be described in detail later) was used as an integral analytical tool. These approaches
are important as pioneering technologies but still lack essential technical features that render them as
powerful tools with regard to a later technical application. Yet together these pioneering studies, with the
work of other groups in the field, led to a paradigm shift and a broader acceptance for the principal
thoughts of CombiChem and HTE in the community. It took further efforts to create a workflow, which
would allow the synthesis and testing of catalysts under industrially relevant conditions; Schüth and
coworkers [12] were the first to demonstrate that HTE in inorganic catalysis can be performed under
close-to-conventional conditions with at least the same experimental quality that is obtained in state-of-
the-art bench laboratory tests. Their work was performed using titration robots for catalyst synthesis and
testing in a 16-fold reactor system with nondispersive IR as an analytical tool. From the point of inte-
gration, the test unit is clearly ahead of the six-fold reactor developments of the 1970s and 1980s, but
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were not operated in parallel but sequentially (for a review of the work of Moulijn see [9], earlier work

and coworkers [8] led to the sputtering of defined spots on substrates for the discovery of materials with

20 to 40°C and ambient pressure.

molecular libraries were the outcomes of this revolution (for further reading see [4]). If scien-

Most of the screening technology for CombiChem was developed for the use under conditions of



massively behind the mass screening techniques described in [8,10,11]. An important milestone that was
achieved with this technology was the validation that close-to-conventional synthesis and testing can be
performed in an HTE mode. Since these developments, massive efforts have led to a technological plat-
form that is applicable to a wealth of challenges which inorganic catalysis brings along. In this chapter,
the reader will get acquainted with some basic definitions and will then be introduced by case studies to
the potential of HTE (see Figure 11.1). 

11.2 EXPERIMENTAL PLANNING AND DATA HANDLING

Combinatorial chemistry and HTE are powerful tools in the hands of a scientist, as they are a source
for meaningful consistent records of data that would be hard to obtain via conventional methods within
a decent timeframe. This blessing of fast data acquisition can turn into a curse if the experimentalist
does not take precautions to carefully plan the experiments ahead and the means of handling the data
and analyzing them afterwards. The two essential elements that ensure a successful execution of ambi-
tious projects on a rational and efficient basis are, therefore, tools that enable the scientist to carefully
plan experiments and get the most out of the minimum number of experiments in combination with the
possibility of fast and reliable data retrieval from databases. Therefore, experimental planning and data
management are complementary skillsets for the pre- and post experimental stages.

In-depth coverage of data handling and databases is beyond the scope of this chapter. A number
of programmable databases are available on the market and can be custom manufactured to the
individual project needs. The original roots of these databases go back to the 1980s when analytical
laboratories started to digitalize results with the aid of databases for the purpose of higher efficiency.
The databases and visualization tools that are offered by the leading companies of the market today in
HTE [13,14] fulfill the requirements to master the challenges that the scientist is confronted with. It
should be mentioned here that visualization tools are niche software products, all by themselves, with
a high degree of specialization [15]. Generally, these tools, which are a great aid for the visualization
of complex data packages, interface nicely with most data formats extractable from databases.

In the stage of experimental design, a number of different methods to carry out a sensible struc-
turing of experiments are available. The choice of the different approaches will largely depend on
the nature of the problem to be solved, the knowledge and the data already available, the data qual-
ity that can be obtained, the accuracy at which an answer is expected, and the time available for the
experimental campaign/the single experiment and evaluation of the data. In the following sections,
we will focus on the different approaches for experimental planning and discuss their pros and cons.

11.2.1 Descriptor-Driven Approaches

Descriptors are vectors or scalars that describe certain properties of a molecular or solid-state
compound (the descriptors for molecular compounds are also described as SMILES or broad
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SMILES [16] or as QSAR approach [17]; a similar approach was developed by Klanner et al. [18,19]
for the description of solid-state materials). They can be used for experimental planning as the dis-
play of the molecular or solid entity as vectorial or scalar units enables the scientist to rationalize
the potentially different behavior of molecular units and solid-state compounds with regard to a cer-
tain chemical test. These descriptors can therefore be used very efficiently for library planning as
they give the scientist the possibility to oversee the quality of a library of molecular or solid-state
catalysts with respect to its quality regarding diversity or clustering of catalyst species. It should be
mentioned here that, it is of course evident that the same or similar descriptors can be applied for
molecular catalysts and molecular compounds that are potential candidates for a screening vs. their
bioactivity. The descriptors needed for solid-state compounds differentiate substantially from the
latter and go far beyond them with regard to the numerical description of physicochemical proper-
ties. One has to keep in mind that the descriptor approach is novel for solid-state compounds and
that it will take more time to get to the state which the descriptor approach for molecular com-
pounds has already reached. Figure 11.2 shows a display of descriptors that can be employed to-
gether with molecular and solid-state compounds.

What is the most useful way to make use of the descriptor approach? The descriptor approach
is extremely useful when it is applied together with algorithms seeking to cover the experimental
space equidistant from points. An excellent example is the optimal coverage algorithm [20].
Through the vectorial and the scalar display of the properties of the catalyst candidates, the exper-
imentalist can get an overview of the diversity of the library and the coverage of the multidimen-
sional space being spanned by the properties of the catalyst candidates. It is clear that this approach
is especially useful if a large number of samples are intended to be screened. The drawback of this
method is connected to the generation of the descriptors; the descriptors that need to be developed
usually require an additional pre-experimental evaluation stage.

11.2.2 Approaches Based on Classical Statistical Designs

The application of classical statistical designs has a long tradition in the evaluation of properties,
including catalysis, of inorganic solid-state compounds. Generally, when statistical approaches such as
factorial designs, Box & Hunter, Hunter, Plackatt–Burmann, Box–Behnken, Taguchi, or even NK (full
factorial) model designs are employed, it is very important to be aware of the nature of the variables
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trol and response variables are. During the experimental planning, he also has to evaluate whether the
design is suitable for the questions that he wants to answer with the experimental approach. In addition,
chemical knowledge is essential for an appropriate application of a statistical design. When the exper-
imentalist has an overview of all the input variables, the first control step is to make sure that the de-

excluded to avoid failure of the design. Additional points, especially center points in the design may
prove useful, particularly where it is obvious that the density of points may not be sufficient. The suc-

graphical representation of common factorial designs.

role in the planning of an experiment. The highest risks are associated with an inadequate choice of
the density of experimental points. The only way to overcome this problem is by carefully consid-
ering the relevant chemical processes in order to carefully plan the experiment and also carefully
evaluate the data obtained during the experiment. It is obvious that not every behavior of a newly
explored system can be foreseen and a risk of missing singularities or sharp global optima in the
behavior will always remain.

11.2.3 Other Techniques for Finding Local Optima

The search for optima within a given experimental space can also be realized by methodologies
different from those that we have discussed before. We want to highlight two of them in this con-
text, namely genetic algorithms and neural networks.

The principle of genetic algorithms is largely connected to the idea of evolutionary improvement of
the properties of a given specimen within a defined space of variables. A genetic algorithm is, in other
words, an algorithm that permutes and converts variables in search of a global maximum or minimum
of a multidimensional parameter space. Within this context, genetic algorithms have to be considered
under the same precautions that apply for statistical designs as listed above. Also, here the parameteri-
zation and the chemical know-how play a large role in the setting up of an adequate parameter space
and the choice of the right variables. The rules according to which the algorithm operates are the se-
lection of “winners” from a given set of samples and their potential “improvement” via “mutation” and
“crossover”. The so-called selection of winners is an algorithm that tests whether the system has
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and the expected results/answers from the experiment (see classic textbooks for elemental statistics and

cess of the design strategy is ensured if one is careful with these control steps. Figure 11.3 shows a

basic design of experiments, for example [21]). First of all, the scientist has to be aware what the con-

Figure 11.4 illustrates with three examples why chemical knowledge plays such an important

sign is orthogonal. Second, variations that do not make sense from a chemical point of view have to be



mum or maximum. Both “mutation” and “crossover” are algorithms by which new experiments are cre-

graphically.
Genetic algorithms have been successfully tested for applications in heterogeneous catalysis

[22] and, although the results of this example and the general approach look very promising one
should keep in mind that generally several thousand experimental data points are required to reach
a local maximum or minimum. The original applications that were the target applications for the
application of this algorithm were improvements in production chains or other logistical tasks

be generated in the catalytic testing within a suitable variation of chemical parameters, then genetic
algorithms provide an interesting approach for optimization.

Even more sophisticated than genetic algorithms are neural networks: these are mathematical
models which target the correlation between input and output data by application of an underlying

also named “hidden layers,” generally the experimentalist has no influence on the structure of these
layers. Neural networks were designed to imitate the functionality of biological neural networks;
therefore, similar to these systems they also have to undergo a learning or training process prior to
predicting optimum compositions to obtain local or global optima.

Additionally, neural networks are an interesting approach for system optimization; still one has
to take into account that (1) the training phase requires a certain amount of time and experience
(both over- and under-trained networks will tend to give false readouts) and (2) generally the data
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Figure 11.4 Three illustrative examples why the density and choice of points are essential for the experimental
planning stage. It can be seen in all three cases that the wrong choice of experimental points can
result in missing the opportunity of finding the local optimum.
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ated by choosing from a given set of experimental parameters. Figure 11.5 illustrates this approach

reached a local extremum and suggests new experiments to confirm and to reach the predicted mini-

system of neurons and connections (as depicted in Figure 11.6). The neurons and connections are

where a single 24 h run delivers generally several thousand data points. If sufficient data points can



correlation will be logical but nondeterministic, which means without insight into the underlying
physicochemical correlation. From the point of view of the author, further developmental work is
required to make neural networks a powerful tool for HTE.

11.3 STAGE I AND STAGE II SCREENING

The complexity of an HTE screening workflow has led to two different approaches that are em-
ployed for the identification of prospective catalyst candidates and useful reaction conditions. Both
approaches are defined as experimental stages and are conclusively called Stage I and Stage II.
Stage I screening is also known as mass screening and is mainly devoted to the rapid screening for
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new, potentially useful compounds for a given conversion. The emphasis is clearly on the large
number of compounds that is tested for useful properties. Therefore, it is also accepted that the
reaction conditions at which the compounds are tested may sometimes be different from the condi-
tions of a potential technical process.

With regard to the ranking of the large amounts of material, a low level of analytical informa-
tion is accepted to accelerate the screening process. In many cases, conversion and selectivity
that are calculated from Stage I analysis data will have quite a substantial relative error attributed
to them, so the thresholds for classification of the catalyst samples have to be chosen correctly.
The reduction in analytical information often extends to include systems for which the presence
or absence of a target component is a key classification criterion. Stage I screening is generally
considered extremely useful for the exploration of catalytic conversions where little is known
about useful catalytic element combinations or potentially active inorganic structures. The libraries
employed in a Stage I screening approach will, in most cases, be very diverse and the same
strategy of diversity has a greater value for the reaction conditions: even “esoteric” conditions may
lead to a success. The goal of the Stage I approach is the systematic mapping of elements and ele-
ment combinations within the given framework of reaction conditions. As a final result, the scien-
tist obtains a panoramic overview and hopefully ends up with a few lead compounds for further
investigation.

Complementary to Stage I screening is the Stage II approach: here the emphasis is mainly on
the technical proximity of the screening conditions with regard to the target conditions of the rele-
vant technical process. In line with this focus of relevant reaction conditions is the focus of indus-
trially relevant catalyst preparation and preparation techniques that are imaged in focused libraries
of identified catalytic lead structures or compounds. The unit operations employed for the prepara-
tion of the active compounds should be as realistic as possible and issues such as purity of sources,
prices of materials, or compounds employed in the synthetic effort should be carefully considered.
Expensive or wasteful synthetic efforts for ligand synthesis, potential virulence of the inorganic cat-
alyst, and other factors also govern the search.

The analytical effort in Stage II screening is generally a very detailed one. Here, a greater
emphasis is put on the particular analysis of the compounds. The error of the analysis should be as
small as possible and in many cases even traces of side products play a role. The systematic
approach in Stage II screening also entails the introduction of all knowledge available from,
e.g., scientific and patent literature. In many cases, development projects in Stage II will be con-
nected to existing catalyst systems and their improvements; therefore, a knowledge-based design is
essential for the success of the screening approach. Table 11.1 sums up the most important features
of Stage I and Stage II screening.

Table 11.1 again illustrates the complementary orientation of both the stages. In most research
programs, the simultaneous use of both the stages has a tremendous value for the progress of find-
ing a solution for the catalytic challenge. Stage I will usually be a source of catalytic candidates that
can be evaluated in detail in Stage II. Vice versa, refined hits of Stage II screening can be checked
on a broader basis with regard to composition, dopants, or physical treatments in Stage I. In the lat-
ter case of course, only effects that have significance over the analytical threshold of the Stage I
process will be visible.
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Table 11.1 Distinction of Stage I and Stage II Screening

Stage I Stage II

Maximum sample throughput Approaching real conditions
Reduced information (�/0/�) Existing system knowledge
Analysis of target components Detailed analysis of products
Used for new discoveries Used for continuous improvements and key advances
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The overall strategy of the screening process is depicted in Figure 11.7. The concerted approach
is devoted to a funneling strategy, where the number of samples that are relevant is systematically re-
duced and the final goal of a single catalyst that is superior for the industrial application is never lost
as the project focus. Owing to the above-described funneling strategy, it is also desirable to keep the
number of lead compounds limited. An overflow of hits does not contribute to the fast identification
of the best catalyst and, in many cases, the screening approach will have to be thought over.

11.4 ANALYTICAL TECHNIQUES FOR SCREENING

Analytical precision and time required for a certain analysis are, generally speaking, tradeoffs that
have to be made in a lot of cases. As the goal within the framework of Stage I and Stage II screening
is the acceleration of conventional testing procedures, rapid analytical methods are required in order
to keep up with the desired screening speed. Here, the philosophy can be to push conventional ana-
lytical tools to the limits with regard to analysis times, while trying to still be able to have an accept-
able error of the analysis. The other option is to come up with new analytical solutions either on the
side of new analytical techniques or the “intelligent” use of known techniques. It is fair to make a di-
vision of the analytical tool sets that can be employed for Stage I and Stage II screening, as the needs
for the two screening stages differ quite substantially with regard to speed and accuracy.

Table 11.2 enlists analytical techniques employed in the two screening stages. From the table it
is evident that there are a lot of parallel or quasiparallel analysis techniques but fewer techniques
that are employed in a fast sequential mode. Evidently, rapid GC analysis is in the focus of Stage II
screening as the most useful analytical technique.
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Figure 11.7 Illustration of the funneling technique in HTE.

Table 11.2 Analytical Techniques Employed in Stage I and Stage II

Stage I: Parallel and quasi-parallel analytical techniques IR thermography
Photoacoustic analysis
Photothermal deflection
REMPI
Adsorption technique

Stage I: Sequential analytical techniques Mass spectrometry

Stage II: Parallel analytical techniques ––

Stage II: Sequential analytical techniques Gas chromatography
Gas chromatography coupled with mass 
spectrometry,
multidimensional gas chromatography
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We focus the following discussion on analysis techniques for small molecular entities. The
reader should be aware that there are also a number of solutions for analytical tools that are useful
for fast HPLC, GPC, or even DSC. The classification principles that apply for these techniques are
the same as for the analytical tools described in this chapter.

For IR thermography and mass spectrometry, it is rather obvious that their main application lies
within Stage I screening. Especially, IR thermography still receives substantial criticism as a screening
tool because the technique is usually only indicative of the activity of a given sample, regardless of
the product composition [23–25]. This is of course a major drawback as product selectivities remain
obscure with this technique. In combination with spectrally resolving detectors, the thermographic
technique has certainly more potential in terms of accurate product identification and quantification
than initially perceived by many groups [26–28]. For clarification, it should be emphasized that IR
thermography is a true parallel analysis technique with simultaneous analysis of the samples. The
following techniques can only be subsumed under the term quasiparallel (photoacoustic technique,
thermodeflection technique, resonance enhanced multiphoton ionization [REMPI]) or fast sequen-
tial (mass spectrometric analysis, gas chromatographic analysis).

Mass spectrometric analysis systems are advantageous when it comes to product analysis with
regard to selectivity of desired or undesired reaction products and can thus overcome the disadvan-
tages connected to IR thermography [29–32]. A number of different ionization and isolation tech-
niques contribute to the resolution of the analytical tool. Typically, these techniques are used for
Stage I screening where the amount of information is reduced and the primary goal is rapid analy-
sis. It should also be mentioned here that IR thermography can be employed as a preselection tool
to identify suitable candidates for the more time consuming MS analysis on candidates in the right
activity window. Klein et al. [33] introduced an integrated and fully automated reactor system that
allows the combination of both analytical techniques in an efficient manner.

Senkan et al. [34] introduced REMPI analysis technique as a Stage I tool and exemplified its
applicability with the example of a dehydrogenation reaction. The principle of this analysis method
is based on sample ionization via laser light and subsequent detection of the ionized reactor efflu-
ent at dedicated electrodes at the reactor exit. Owing to a number of limitations connected with the
analysis technique, it has to be considered of restricted applicability.

Photothermal deflection spectroscopy [35], a technique used by Symyx for the rapid optical
identification of product effluents by IR laser light, can also be regarded as a Stage I analysis tech-
nique. Also taking advantage of IR adsorption of product molecules is the photoacoustic analysis
of reactor effluents with the aid of laser light [36]. The principle of this technique is based on the
acoustic analysis of light absorption by vibrational or stretching modes of a molecule in the IR. The
absorption of light will lead to excitation of the molecule and the molecular relaxation to a thermal
signal which is detectable as sound via a microphone setup. This technique also has limitations with
regard to the spectral absorptions in the IR of the entities, which shall be detected and available laser
wavelengths of sufficient laser power. In some cases one may find that certain absorptions of a prod-
uct and side product molecules may overlap (examples are, for instance, ethylene and propylene, or
acrylonitrile, acetonitrile, and HCN) and it may be hard to find alternative absorption bands, espe-
cially in the fingerprint region. This limits the capabilities of the analysis systems to reaction prod-
uct mixtures with limited ambiguity. It should be pointed out here that with regard to the accuracy
of analysis method, the photoacoustic analysis certainly exceeds the capabilities of commonly ap-
plied Stage I analysis techniques. The sensitivity range with regard to product molecules lies within
the ppm range and shows a high linearity with regard to the concentration range over several orders
of magnitude [36].

Product detection via product adsorption and subsequent analysis has also become a standard
technique for Stage I screening [28,37–39]. In general, techniques, which are capable of indicating
a physical change that can easily be detected like a change in color of the adsorbate, are used in ac-
cord with this method. The analysis of the adsorbate can also take place via optical methods in a
parallel fashion.
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The list of analysis techniques that is available for Stage I screening is quite notable; neverthe-
less, there is still a large demand for new analysis methods for Stage I screening which bring forward
the field of HTE. It should especially be noted that the need for truly parallel techniques is high, but
these should preferably be optical to empower very short analysis times.

Analysis in Stage II has to essentially fulfill different tasks than analysis methods for Stage I
screening. Of course, for Stage II analysis techniques time of analysis is as essential as for the Stage
I, but the accuracy of the analysis underlies the highest quality criteria. As Stage II screening is ded-
icated to obtaining process relevant data, it is essential that no compromises concerning any errors
caused by the analysis method are made. This follows the same ratio as of the engineering of Stage
II reactor unit and makes Stage II screening essential in modern industrial catalyst development.

In most cases, GC analysis methods will be the methods of choice for Stage II screening, espe-
cially when online analytical measurements are required. Gas chromatography is a well-established
methodology for a broad range of analytical applications and the workhorse in many analytical
laboratories. The history of the use of online process GCs ranges back decades and since then major
developments have been achieved. High-throughput experimentation in this case can take advantage
of those years of development in online GC and process GC analyses [40,41].

Gas chromatography is especially useful for gas-phase analysis of partial oxidation, hydrogena-
tion, or hydroconversion products as in many cases a full carbon balance (educts, products, and all side
products), in order to evaluate sample performance. As the detection and quantification of permanent
gases such as N2, O2, CO, and CO2 and also of higher boiling compounds are standard separation
problems for gas chromatography, it is wise to employ the method regarding this problem.

The key to attractive solutions to high-throughput compatible GC-analytical technologies will
require the development of fast separations. There are again several ways to shorten the analysis
time required for a GC separation. The choice of the GC column is essential but will not be dis-
cussed in this context as this would go far beyond the framework of this chapter.

An alternative option that is attractive is the use of multidimensional GC analysis. Figure 11.8 
a shows a simplified column setup, which is an example for multidimensional analytical purposes.
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The two different columns are connected via valves, which can be actuated at the corresponding
residence time to give access to the sample fraction of interest. The sample fraction of interest is then
separated on the second column. This setup is especially attractive with regard to high-throughput
screening for the analysis of high- and low-boiling compounds on different column types (Figure

11.5 SYNTHETIC APPROACHES FOR HIGH-THROUGHPUT EXPERIMENTATION
AND COMBINATORIAL CHEMISTRY

As vitally important as the capabilities for experimental planning, screening, and data analysis
are the procedures for preparation of inorganic catalysts. In contrast to the procedures usually
applied in conventional catalyst synthesis, the synthetic techniques have to be adapted to the num-
ber of catalysts required in the screening process. Catalyst “production” can become a “bottleneck”
and it is therefore necessary to ensure that HTE- and CombiChem-capable synthesis technologies
are applied to ensure a seamless workflow.

In this context, from a chemical point of view it is very important to differentiate between molecu-

solid-state materials and organic entities. Both classes of inorganic catalysts are essentially different
in their nature and therefore the synthetic approaches differ substantially. For molecular entities in
general, a number of analytical methods can be applied in order to ensure the successful completion
of a synthesis effort. The synthetic pathways that are known today in organic and metal-organic chem-
istry, offer a rich portfolio of methodologies that enable the scientist to carefully plan the synthetic 
effort and choose the most efficient synthetic pathway in order to obtain the desired molecule with 
appropriate purity. The challenge for the scientist active in the field of HTE and CombiChem is now
to translate the recipes to HTE- and CombiChem-capable methodologies to achieve adequate through-
put and to avoid bottlenecks.

Especially for inorganic functional materials, it is evident that for the majority of cases the situ-
ation is completely different. Even though today a full range of analytical methods is at hand, it is
impossible to fully characterize a solid-state material. This does not even take into account that catal-
ysis (with the help of solid-state catalysts) is an interface phenomenon and traces of impurities very
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lar compounds and solid-state materials. Table 11.3 enlists and summarizes the differences of inorganic

umes is mandatory. The reader is again advised to refer to [40,41] for further details.
11.9). It should be noted that in many cases back-flushing of the column or the use of parking vol-



often “make the day.” In numerous cases, solid-state materials that serve as catalysts are far better
characterized by the synthetic procedure that is employed to obtain the desired material [47]. The
challenges to translate recipes from conventional synthetic methods to methods that are adequate in
an HTE- or CombiChem-screening campaign becomes a totally different challenge than that for mo-
lecular entities. The quintessence for success is to break down the conventional synthetic procedure
into discrete steps, the so-called unit operations, which mimic the procedures conventionally applied
on a laboratory or technical scale in order to control the properties of the final solid-state material.

11.5.1 Synthetic Approaches for Molecular Catalysts

In general, for organic entities two different approaches for the synthetic generation can be 
distinguished. The first approach is the synthesis on solid phase and the second is the parallel syn-
thesis not using polymer bound or unsupported reaction pathways. For both approaches a wealth of
automation technology for parallel and pooled synthesis is available today. Most technologies work
with solution-based molecular chemistry and the techniques are at hand for automated and semi-
automated solution-based synthesis of organic and metal-organic compounds; typical technology 
platforms supplied by a number of specialized companies can be used for the purposes of liquid han-
dling and reacting liquids in appropriate vessels [42–45]. Preferentially, for purposes of automated
handling with non-solid-bound compounds, compounds and products should only occur as fluids. As
soon as solid formation takes place usually by precipitation of the product or the need of solid-reactant
addition, most of the technology suppliers lack sufficient solutions that allow the automatic handling
of the resulting precipitates and powders, and additional manual workforce is therefore required.
Fortunately, organic crystalline solids can, in many cases, be obtained in the form of crystals in the
micrometer range, which can be filtered off and washed with solvents easily. Technical solutions for
the implementation of crystallization reactions as separation steps are available with many manufac-
turers [43]. These solutions usually contain filtration devices operated over glass frits, Teflon frits, or
membranes. It is understandable that precipitation steps with subsequent filtration can be avoided,
typically if solvent separation is performed under evaporative conditions, either thermally or via 
application of vacuum conditions, sometimes even by vacuum centrifugation [43,46]. The technologies
on hand are far advanced and appropriate chemistries can easily be performed under inert conditions.

Many of the metal–organic catalysts that are utilized today in catalytic processes can be consid-
ered as metal ligand compounds. The general synthetic approach is to identify scaffolds, which lead

ligands that contain heteroatoms (such as imines or phosphines) are the preferred compounds that give
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Table 11.3 Differences in the High-Throughput Experimentation for Molecular Entities and Inorganic
Solids Applied for Catalysis

Organic Molecular entities Inorganic Functional Materials

Discrete molecular entities Three-dimensional structures, often multielement 
composites, potentially metastable materials

Finite number of active centers, often well characterized, Only for few materials basic understanding of type
can in many cases be modeled, good understanding of and function of active centers
chemistry at a molecular level

Purities of above 85% achievable via Pure substances often without catalytic effect,
combinatorial synthesis especially multicomponent systems with defect

structures show largest wealth in catalysis

Highly developed screening procedures for Characterization of numerous, often independent
biological activity available parameters, challenging

Descriptors for library diversity well developed Basic development work for descriptors still required

Good availability of synthetic building blocks Adaptation of complete unit operation for automated
and methods synthesis required
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to an easy access of a library of considerable diversity; Figure 11.10 illustrates this approach. Usually



access to libraries with regard to the synthetic strategy; more generally speaking, also other chemical
transformations in organic chemistry offer similar perspectives for the scaffolding technique.

The scaffolding technique still requires intense validation studies to develop and optimize the
different synthesis conditions required for the different backbones and ligand systems. Different
electronic and steric properties may lead to synthetic conditions and in some cases even to alterna-
tive synthetic routes to arrive at a given ligand structure.

Furthermore, an important factor concerning the synthesis of molecular catalysts is the purity
of the resulting molecular compounds. In the case of impurities beyond a certain threshold, it is
questionable whether testing makes sense at all. Impurities may act as catalyst poisons and may lead
to a completely false indication of the catalyst performance. Still, the analysis of the compounds

impure products, a purification step with highly advanced methods such as HPLC in a high-
throughput mode might be necessary and can lead to acceptable results with regard to the quality

11.5.2 Synthetic Approaches for Solid-State Inorganic Catalysts

The synthesis of inorganic solids from solution is a very complex process aiming at more than
the pure separation of a compound from solution and further purification as for organic or metal–
organic catalysts [47,48]. Chemical conditions play a larger role in terms of performance properties
of the obtained inorganic solids, than for organic materials, as the resulting solid-state materials can,
in nearly all of the cases, not be purified after the formation step and the synthesis history will gen-
erally be the reason for the performance-limiting behavior. For inorganic precipitates, the work-up of
the resulting precipitate, factors such as aging conditions or washing steps are crucial synthetic steps
and have to be closely monitored. Similar essential synthetic features can be identified for impreg-
nation catalysts; the usual factors are the choice of the salt/precursor, pH of the solution vs. the iso-
electric point of the support material, potential additives to the impregnation solution, amount of 
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•   Three-dimensional library of catalysts differing in:
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Figure 11.10 The setup of a library based on imine ligands. The general synthetic route is established by re-
acting a dicarbonyl backbone with an amine substituent. Libraries of different amines and dicar-
bonyls offer the perspective of obtaining sets of different ligands.
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of the library. (Figure 11.11)

obtained during a synthetic step is essentially important. Even if the synthetic step leads to partially
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liquid used for the impregnation, and other sensitive factors that influence the resulting catalyst.
Typical for a large range of functional inorganic materials is the thermal post treatment, often under
specific gas mixtures. These treatments are essential as the oxidation state (usually of oxides) of the
active metal centers can be influenced by these procedures. Treatment under reactive gas atmos-
pheres can also be used for thermal alloying of metals or formation of mixed oxides, or the
transformation of oxides into metals and vice versa. Heat ramps and gas compositions of the thermal
treatment will also influence the resulting particle sizes and the phase composition of the solid-state
sample. An additional preparative aspect involved with inorganic solids are shaping procedures, even
simple operations like sieving and tabletting are far beyond the scope of the automatic synthesis
platforms used for organic synthesis. To conclude all of these preparation procedures that tune the
properties of the inorganic material, detailed control over every single synthetic operation (the “unit
operations”) is essential. In Section 11.6, Stage II testing in gas-phase catalysis, we will discuss some
of the issues related to the performance as a function of different synthetic procedures.

There is still a strong debate with regard to the issue as to whether synthetic operations should
be divided into Stage I and Stage II operations. The reason for this debate is the fact that synthetic
operations, at whatever scale they are performed, should in any case be scalable and translate into
the later technical application. The following becomes clear from the discussion above: the guide-
line for Stage II synthetic operations will in general be such that the unit operations employed for
the synthesis of the material will directly lead to scalable synthetic operations that close the link to
laboratory procedures and ultimately the technical production. In extreme cases one may even
employ catalyst libraries which stem completely from commercially produced materials to ensure
straightforward production of a material in case it proves to be a hit.

For these reasons it is doubtful whether synthetic operations that do not only fulfill requirements
of Stage I screening with regard to the synthesis of large numbers of samples also do make sense in
an integrated screening approach. There are numerous arguments for the use of these synthetic meth-
ods, as they can be regarded as an integral piece of the Stage I screening process. Still as soon as the
issue of scalability occurs and the questions of relevance with regard to the later technical material
production are addressed, a missing piece occurs. As long as a translational function in between the
Stage I synthetic process is known, which can be directly linked to larger scale synthesis, the integrity
of the screening process is assured and Stage I screening has a proven value in the screening process.

All issues about the preparation of inorganic solid catalysts that we have discussed above apply
for the rapid sequential synthesis of inorganic solids by automated methodologies. As for HTE - and
combinatorial approaches in organic chemistry, technical solutions for compound synthesis can be
obtained commercially for a number of synthetic problems [42–45] and it is beyond the scope of
this chapter to discuss all the technical details.

It should also be mentioned here that a number of publications deal with the true parallel syn-

11.5.3
Molecular Catalysts

approaches is the application of the split and pool concept for the synthesis of molecular compounds

and pool concept goes beyond the pure application of parallel reaction sequences, but relates to the
concept of single bodies as entities of catalytic materials themselves (in the case of inorganic cata-

and pool synthesis. After the first synthetic step of binding the single components (A, B, and C) to
the bodies a second step is performed, where all bodies are united (the so-called pool step). This step
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A clear transition from a synthetic point of view in comparison to parallel or fast sequential

(for an overview of synthetic technologies see [50] or for inorganic materials see [51–53]. The split

lysts) or carriers binding molecular entities. Figure 11.12 illustrates the schematic steps of the split

Combinatorial Synthetic Approaches for Solid-State Inorganic and

are of major use for other fields in materials science than for catalysis. For a broad overview of syn-
thetic and screening efforts refer to [49].

thesis of inorganic solids by sputtering and chemical vapor deposition; however, these approaches



is followed by a split step, which is used for a statistic separation of the pooled bodies followed by
further binding (of the entities D, E, and F), pool and split steps. The beauty of this synthesis tech-
nology lies in the fact that with a minimum amount of synthetic operations all possible permutations
of single components that can be attached to the single bodies can be obtained utilizing the synthetic
steps. The only disadvantage is that the identity of the samples is lost. Tracking of the identity can
usually just take place by the so-called tagging technologies: for each synthetic step a specific tag is
added to the single body that enables a posthistoric deconvolution of the synthetic history.

The split and pool technology has a proven track record in organic chemistry; however, the
translation into inorganic materials synthesis is far from trivial. The considerations for inorganic
materials synthesis go beyond purely synthetic operations but address questions as to whether a
different sequence for the addition of components also results in a different material. This issue can
easily be exemplified; for example, if 3 different amino acids are synthetically attached to a support,
27 different combinations of oligomers can be distinguished. In the case of inorganic materials the
question now occurs is whether or not the synthetic sequence has an influence on the resulting product
(good examples for materials where little effect of the sequence is expected are alloys of metals)—
if this is the case the number of materials obtained is reduced to 10. The second question related to
the fact of catalyst testing is how single bodies can be efficiently tested.

11.6 TESTING OF CATALYSTS IN GAS-PHASE REACTIONS

The performance testing of inorganic catalysts for a target reaction on a technical scale close
to the process conditions is the most critical test of the research effort of a given scientific project.
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One has to keep in mind that even today with the level of sophistication that is available for
characterizing inorganic molecular compounds and inorganic materials, there are practically no
examples of industrial catalysts that have been developed without the repeated testing and cross-
checking of all potential improvements via the direct test of the inorganic compound in the target
reaction. Among academic and industrial chemists, it is very often questioned and debated whether
or not the procedure of performance testing for catalyst development is too simplistic with regard
to the wealth of analytical techniques available today. The answer from an industrial viewpoint
will usually be that “the truth comes out of the reactor,” meaning that no performance test is as re-
liable as a test that is as close as possible to the conditions of the target industrial process.

Owing to the reasons discussed above, it is essential for a scientist working in the field of catal-
ysis that the basic principles of performance testing of inorganic catalysts are well understood and
applied. Analyzing developments concerning “good laboratory practice” and their success, espe-
cially throughout the pharmaceutical industry, the authors are urged to ask the reader to adapt the
general rules denoted below as a suggestion for “good catalyst testing practice.”

The development of inorganic catalysts does not only concern the development of inorganic
compounds and materials but also the optimization of mass and heat transfer. The essence of per-
formance testing is to test candidate catalysts under conditions in which their performance (1) can
be compared so that the catalysts can be ranked and (2) the test result has a significant relevance
with regard to the target application. Most ideally, catalytic test conditions are employed, which
provide true microkinetic data that enable the scientist to distinguish between the behavior of the
“active centers” of the different candidate compounds. In many cases, this estimation of the micro-
kinetic properties will not be possible unless model systems are used as catalyst candidates. In other
cases it may be unwise to look for the microkinetic behavior as the intrinsic properties of the inor-
ganic catalyst demand testing under different conditions or process-related issues leave no options
for variations in the modes of testing. In both the mentioned cases, the comparison of the catalytic
compound materials will take place on the basis of macrokinetic data representing the combination
of effects caused by diffusion and reaction. It is important that the scientist always has an aware-
ness if the performance test is taking place under limitations with regard to mass and heat transfer
and has to interpret the obtained results regarding the limiting technical background of the test pro-
cedure. The following pieces of literature are recommended for further reading on practices of cat-
alyst testing that dwell deeper into the issues related to mass and heat transfer, and the construction
and the pros and cons of laboratory equipment for catalyst testing [54–56].

The main focus of the following considerations is on catalysis using inorganic materials. Similar
considerations come into play for catalysis with molecular compounds as catalytic components; of
course, issues related to diffusion in porous systems are not applicable there as molecular catalysts,
unless bound or attached to a solid material or contained in a polymeric entity, lack a porous sys-
tem which could restrict mass transport to the active center. It is evident that the basic considera-
tions for mass transport-related phenomena are also valid for liquid and liquid–gas-phase catalysis
with inorganic materials.

Catalyst testing can be performed in a number of different reactor configurations all having pros
and cons: the scope of this chapter is to present an outline for integral catalyst testing in tubular re-

and configurations, and general procedures for catalyst testing we recommend [56–58].
Any given catalytic material can be abstracted based on the same underlying similar architecture —

for ease of comparison, we describe the catalytic material as a porous network with the active centers
responsible for the conversion of educts to products distributed on the internal surface of the pores and
the external surface area. Generally, the conversion of any given educt by the aid of the catalytic mate-

erning transport phenomenon outside the catalyst responsible for mass transport is the convective fluid
flow. This changes dramatically close to the catalyst surface: from a certain boundary onwards, named
the hydrodynamic boundary layer, mass transport toward and from the catalyst surface only takes place
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rial is divided into a number of consecutive steps. Figure 11.13 illustrates these different steps. The gov-

actors, as this has the greatest importance in HTE. For further reading on other useful reactor types



by diffusion. This is also the case for mass transport in the pore system and the diffusion taking place
inside the pore is called pore diffusion. It is different compared with the diffusion in the boundary layer
and the free gas, due to frequent collisions of the molecule with the pore walls and thus the free path-
way of the gas molecule is shortened substantially. The diffusion coefficient for pore diffusion usually
changes due to frequent collisions of the molecules with the pore wall as a function of the pore size and
the relative pore volume (still as a rule of thumb it can be approximated with one-tenth of the diffusion

next step on the reaction coordinate is the adsorption of the educt by chemi- or physisorption on the
catalyst surface. Typical adsorption energies for physisorption are in the range of �40 kJ/mol, energies
for chemisorption are higher (typically �80 kJ/mol, still one should keep in mind that the original
definition for the distinction between physi- and chemisorption is an energy of 40 kJ/mol [59]). The
next step is the conversion of the adsorbed educts (e.g., the catalytic reaction, transfer of electrons,
regrouping of atoms), followed by desorption of the formed product. Again this process is followed by
diffusion out of the pore system and the hydrodynamic boundary layer.

In the case that the chemical reaction proceeds much faster than the diffusion of educts to the
surface and into the pore system a starvation with regard to the mass transport of the educt is the
result, diffusion through the surface layer and the pore system then become the rate limiting steps
for the catalytic conversion. They generally lead to a different result in the activity compared to the
catalytic materials measured under non-diffusion-limited conditions. Before solutions for overcom-
ing this phenomenon are presented, two more additional terms shall be introduced: the Thiele mod-
ulus and the effectiveness factor.

For reasons of simplicity, the Thiele modulus will be defined and calculated for a catalyst plate
with pore access at both ends of the plate and not at the bottom or top. Note that for most cases in
real-life applications the assumptions have to be modified using polar coordinates for the calcula-
tions. The Thiele modulus � is therefore defined as the product of the length of the catalyst pore, l,
and the square root of the quotient of the constant of the speed of the reaction, k, divided by the ef-
fective diffusion coefficient Deff :

(11.1)�� l k D�
eff
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coefficient of the same molecule in the free gas; for an exact calculation see [54], Chapter 3.4.2). The



The Thiele modulus is related to the concentration dependence in a catalyst body by the fol-
lowing equations representing the ratios of the hyperbolic cosines:

(11.2)

(11.3)

0

The concentration dependence of z/l vs. c/c0

a Thiele modulus � � 3 the educt does not reach the internal part of the pore. The inner part of the
pore system is useless for catalysis. This is especially relevant if expensive metals serve as active com-
ponents on a porous carrier, which are then wasted. There are chances to master this diffusion limita-
tion, which will be discussed later in detail. Another important variable is the efficiency factor �. The
efficiency factor � is defined as the quotient of the speed of reaction rs to the maximal possible speed
of reaction rsmax. � is related to � as the quotient of the hyperbolic tangent of the Thiele modulus �:

(11.4)

Figure 11.14b illustrates the dependence of the Thiele modulus � on the efficiency factor �. Two
characteristic regimes can be seen: for small values of the Thiele modulus, � � 0.18, the efficiency
factor will be close to 1, � � 1; for values of the Thiele modulus larger than 3, � � 3, the efficiency
factor will be antiproportional to the Thiele modulus, � � 1/ �. Practically this means that from a
value of the efficiency factor of 3 onwards no educt reaches the interior of the catalyst particle
(which in our case is approximated as a plate).

Qualitatively, one can now deduct the apparent activation energy EAs for the case of a diffusion-
limited reaction. If we plot the logarithm of the product of the efficiency factor and the constant for the

● Kinetic regime: This is the regime of small Thiele modules. The pore system of the catalyst with its
interior surface is completely accessible for the educt. � � 1 and k� � k; as ln k � ln k0 –EAs/RT,
that the apparent activation energy is practically identical with the true activation energy.
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speed of reaction ln[k�] against 1/T, a typical curve with three regimes can be seen (see Figure 11.15).

coordinate along the catalyst pore z and the length of the pore l (both again related to a catalyst plate).
is plotted in Figure 11.14a. It can be seen that from

where � represents the quotient of the educt concentrations, � � c/c , and � � z/l is the quotient of the



● Regime of pore diffusion: In this regime � � 1/� and � � �k� /� D�eff� ; this leads to the fact that: ln[k�]
� ½ ln k0 – EAs/2RT – ln l � ½ ln Deff. Therefore, EAs in the pore diffusion regime equals half of
the value of the true activation energy of the reaction, EA : EAs �EA.

● Regime of transport limitation: here � �� 1 and � �� 1. In this regime the reaction is clearly
dominated by the diffusion through the hydrodynamic boundary layer. The apparent activation en-
ergy under these conditions gets close to zero. Every educt molecule reacts instantaneously on the
outer catalyst surface, no educt diffusion inside the catalyst particle takes place.

As shows a clear temperature dependence. For ris-
ing temperatures the mass transport limitation can be observed, which leads to a lowering of EAs by

terior of the pore system of the catalytic particle to the outer surface. In the final state, the diffusion
through the boundary layer becomes the rate-limiting step of the reaction.

There are a number of generally applicable ways of overcoming diffusion limitations. First is

tor and avoid intraparticle diffusion limitations, smaller particles can be employed as test fractions.
The usual procedure is to grind the catalytic material and use a certain sieve fraction as test granu-
late. Generally, there is a natural limit concerning the particle size for the catalytic material in the
reactor, which will be determined by the increasing pressure drop resulting from the smaller parti-
cle fractions. Beyond a certain pressure threshold, either the limitations of the testing equipment or
a possible change in the reaction behavior are the usual limitations that account for the boundaries
of the approach described above. A good rule of thumb is that the pressure drop should not be
greater than 20% of the operating pressure. Another approach for overcoming intraparticle diffusion
limitations is the use of catalytic materials that have a thin layer of the active component on or

An approach for checking and overcoming extraparticle diffusion limitations is the variation of
the gas hourly space velocity (GHSV) and the amount of catalyst used to maintain the ratio catalyst

particle size and GHSV at constant ratio of catalyst weight to molar flow. It is highly recommended
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Plot of ln[kn] vs. 1/T displaying the three different reaction regimes.

It can be seen in the plot in Figure 11 that E

the variation of the particle size (and thereby the pore length l). To maximize the effectiveness fac-

observed upon checking for intraparticle and extraparticle diffusion limitations by varying catalyst

a factor of ½ in the pore diffusion regime down to 0, owing to the shift of the reaction from the in-

weight per molar flow of the educt constant. Figure 11.16 illustrates the typical behavior that can be

slightly below the catalyst surface (so-called egg-shell catalysts).



to study this behavior with select reference samples, which are representative of the libraries to be
tested prior to entering the screening mode (see also Figure 11.16).

Another important aspect of testing is the avoidance of limitations concerning heat transfer. This
is usually a problem that occurs with intrinsically exothermic reactions where excessive heat evo-
lution leads to thermal runaway of the reactor. If the heat inside the reactor is not monitored via a
temperature measurement, the phenomenon of thermal runaway sometimes becomes hard to diag-
nose. Consequently, procedures for avoiding thermal runaway are extremely important. Excellent
heat conductivity of the reactor material and a dilution of the catalytic bed with inert materials are,
in general, the precautions necessary to ensure that the heat transfer does not generate falsified cat-
alytic results. Again, a good rule of thumb is that the catalyst should not be diluted over 5 to 10
times by volume with an inert material. The dilutant particles should be smaller than the catalyst
particles (factor of 2 to 10) for good fluid dispersion and transport properties within the catalyst bed
and should be inert with regard to the catalytic reaction. Apart from the positive effect on the avoid-
ance of hot spots, diluting a catalyst sample may also have the positive side effect that plug-flow
behavior in the reactor is improved.

Concerning the hydrodynamics and the dimensioning of the test reactor, some rules of thumb are
a valuable aid for the experimentalist. It is important that the reactor is operated under plug-flow con-
ditions in order to avoid axial dispersion and diffusion limitation phenomena. Again, it has to be
made clear that in many cases testing of monolithic bodies such as metal gauzes, foam ceramics, or
monoliths used for environmental catalysis, often needs to be performed in the laminar flow regime.

The dimensioning of the reactor is generally done according to the rule that the minimum reactor
diameter for gas–solid reactions should be ten times as large as the catalyst particle diameter employed
for testing, in order to be able to neglect the wall effects. Concerning the catalyst bed length, it is
highly recommended to keep the catalyst bed at a length of 3 to 15 times the diameter of the catalyst
bed. This is done to avoid axial dispersion due to inhomogeneities of the differences in the packing of
the catalyst particles in the center of the bed and close to the reactor wall. It is important to mention
here that the hydrodynamics for liquid fluids and gas/liquid fluid mixtures over a solid catalyst bed
often demand a thorough testing to determine whether a good dispersion over the reactor has been
achieved, channeling avoided, and testing performed under non-diffusion-limited conditions.

All the rules mentioned above, of course, also apply for catalyst testing in the HTE mode. It
should be mentioned here that the trained individual will perceive that especially the testing con-
figurations that a number of groups have developed for Stage I testing are in a critical range when
it comes to testing under conditions without transport limitations concerning heat and mass trans-
fer. To prevent falsified results of numerous false hits or missed development candidates, it is of
central importance that the testing conditions are illuminated by critical consideration.
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Generally, two technical features are the most critical ones when it comes to parallel reactor
units: the fluid management and the thermal management over the reactor unit play an important
role when it comes to the performance of the HTE reactor. In the section about Stage I testing in
the gas phase, we will devote some paragraphs to the basic rules that apply to fluid management.
Thermal management is also a critical issue. It is surely an art to ensure isothermal conditions over
a larger piece of HTE equipment, like a 48-fold Stage II testing reactor. Here, the main focus is on
adequate control and feedback control systems which match the needs of a specific technology.
Beyond these rather basic features one has to ensure that thermal runaway does not become a crit-
ical issue in multitube reactors for HTE applications. The most critical case is the so-called thermal
cross-contamination. Different catalytic substances in a common reaction vessel may be affected by
the thermal behavior of neighboring active substances if neighboring catalysts produce large
amounts of heat under reaction conditions which cannot be effectively removed. Here, a smart re-
actor construction and the dilution of the catalyst bed by inert materials are the only ways to avoid
falsification of the results.

11.6.1 Stage I Testing of Catalysts for Gas-Phase Reactions

11.6.1.1 General Considerations

The main target in primary screening is the identification of hits out of large catalyst libraries.
The target for the number of catalysts tested in parallel should be a few hundred on a small reactor
format. Therefore, specific library preparation methods resulting in an efficient way for preparing
the single materials are required. The information content of the analytical methods employed is
often reduced in favor of a high analytical speed. Accordingly, only the most promising materials
from a library are characterized in order to gain additional insights into the properties of these ma-
terials. Primary screening approaches are usually employed in ambitious catalyst discovery pro-
grams with little or no previous knowledge about the target reaction and the class of materials to be
studied. Primary screening approaches further require an integration of catalyst preparation, reac-
tor, and analysis methods. This may result in unconventional preparation methods or reaction con-
ditions that can complicate the transfer of results from primary to secondary screening. Generally,
some challenging requirements that have to be met by primary screening reactors are: the reactor
design has to accommodate catalysts made by a simple, fast, affordable, and scalable catalyst prepa-
ration method. Many catalysts should be tested simultaneously under steady-state conditions and
continuous flow. The analysis method should have a high spatial resolution and allow a good esti-
mate of conversion degree and selectivity, while still being very fast and reproducible.
Microstructured reactors with cavities in the 100 �m range present a number of interesting proper-
ties for applications in primary screening [60,61]. These reactors provide excellent heat and mass
transfer properties and can be operated at isothermal conditions. The response times to changes of
the reaction conditions are very low and a number of additional static or active elements (mixers,
valves, etc.) can be integrated into the device besides the reactor itself. Owing to their potential
mass fabrication, miniaturized reactors may prove cost efficient. However, a lot of developmental
work is necessary to set up a microstructured reactor system, as many microfabrication technolo-
gies are still being considered “experimental” and as the understanding of the behavior of minia-
turized reactors is presently evolving .

11.6.1.2 Reactant Distribution for Stage I Screening Systems

In order to carry out comparable catalytic experiments in a high-throughput parallel mode, equal
reaction conditions for each library member have to be ensured. This is especially true for reactant
distribution, as variances in residence time and space velocity can have a dramatic impact on the
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performance. For conventional laboratory reactors, reactant flow is usually controlled by individual
mass flow controllers for each reactor that use valves to adjust the pressure drop for the fluid flow
through the controller, thus regulating mass flow. For reactors having several hundred parallel
reaction chambers, such an active control of fluid flow for each reaction chamber would probably
not be possible or at least not be economic as long as we do not see dramatic developments and
improvements in microstructured devices. Therefore, those fluidic networks have to be realized
where a limited number of feed sources is connected to the parallel reactors and further downstream
to the analytics. To achieve equal mass flows through the parallel reactors in such a complex
network, the basic principles of fluid dynamics should be taken into consideration. The Bernoulli
equation, one of the basic equations of fluid dynamics, gives the balance of the potential energy
along one flow path. This equation becomes especially simple for the flow of incompressible liquids
(with p denoting pressure, � the density of the fluid, � the velocity of the fluid, g the acceleration
of the fluid, and h the height difference along the fluid path):

(11.5)

This means that the pressure drops, i.e., the flow resistances along the separate flow paths, deter-
mine the flow distribution in a fluidic network. Furthermore, such fluidic networks can be calculated
analogous to electrical networks with Kirchhoff’s law for parallel and series connection of electrical
resistances:
in series:

(11.6)

in parallel:

(11.7)

Therefore, adjusting the pressure drop along the fluid flow path is the key for controlling the

resistances along the parallel flow paths. If so, a high-throughput system should be designed in such
a way that the materials to be tested do not affect the fluid distribution, as the materials are intended
to be different, which means that they may generate different pressure drops in a continuous flow
situation. Hence, the flow resistance through or around the material should be small compared to
total flow resistance along this particular material. The common solution to this problem is to
include a defined flow resistance element into each flow path in order to generate a particular pres-
sure drop. In Stage I systems, miniaturized elements inside the flow path are usually used to form
passive flow restrictors. An approach of using capillary manifolds or microchannel manifolds, the

A channel network is built onto a flat wafer substrate which splits a common feed channel
recursively into two resulting new feed channels. As a result, a tree of splitting channels is gener-
ated in order to connect 256 reaction chambers with a common feed channel. The channel length
and channel geometry of each of the chambers is the same, resulting in an equal pressure drop and
therefore equal reactant distribution. However, the generated channel network is very complex, and
all reaction chambers are connected by the network. These interconnections may present a consid-
erable limitation. It may, for instance, occur that one single particle in the feed stream may clog and
block a whole subtree of the channel network. Furthermore, the tree becomes increasingly complex
with increasing number of reaction chambers, therefore limiting scalability. Finally, the channel
network consumes a considerable amount of space on the wafer, thereby limiting the density of the
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so-called “binary trees”, was, among others, described by Bergh and Guan [63] (see Figure 11.17).

fluid flow rate [62]. This means that an equal flow distribution can be achieved by equal flow



reaction chambers. As presented, there may be a number of drawbacks resulting from the single fact
that the channels, i.e., the flow restrictors causing pressure drop, are connected to each other.
However, regarding only the required pressure drop, there is no need for connecting all the chan-
nels in a tree format. An obvious solution of the aforementioned problem is the use of single, inde-
pendent flow restrictors for each reaction chamber. For an early design study, the pressure drop of
fluid flow through narrow and short channels or pores was calculated using the law of
Hagen–Poiseuille:

(11.8)

with lP being the pore length, VB the flow rate, � the viscosity, rP the pore radius, N the pore number.

pore number and the pore radius. Especially, reduced pore radii result in a strong increase in the pres-
sure drop. Considering this rough calculation, it becomes clear that such arrangement of narrow and
short pores can be sufficient to generate an equal flow distribution. Therefore, the fluid access ports
of the microreaction chambers have been designed as flow restrictors in HTE’s “single-bead ap-
proach.” These flow restrictors are microstructured membranes, which are a collection of a defined
number of short straight pores with a very small diameter, as described further.

11.6.1.3 Single-Bead Reactors

The basis of the single-bead concept is the use of single-shaped bodies as the catalytic material of
interest. These particles may in principle be of any shape, but usually spherical particles are applied.
In accordance with approaches known from CombiChem, such spherical particles are called “beads,”
although they fulfill very different functions in comparison to their application in combinatorial setups
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Figure 11.17 Fluid reactant distribution in a microstructured reactor by a binary tree channel network. (From
Berg, S.H. and Guan, S., W000/51720 to Symyx Technologies, Inc., March 1999.)
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As can be seen from Figure 11.18, a considerable pressure drop can be generated depending on the



in organic- and biochemistry. Each bead represents one catalyst as a member of a library of solid
catalysts. It consists of nonporous material such as 
-Al2O3 or steatite (a magnesium silicate) or of typ-
ical porous support materials such as �-Al2O3, SiO2, or TiO2. These beads can be subjected to differ-
ent synthesis procedures and sequences such as impregnation, and coating, etc. In addition, fully
mixed metal oxide catalysts can also be formed as spherical particles. Using single beads for HTE has

synthesis pathways can be the same as for conventional materials, which may facilitate scale-up
procedures. A number of common preparation procedures for these beads are available and can be
carried out in standard laboratory environments. The best example for efficient library preparation for

The second advantage is that each bead represents a single entity, which can be handled inde-
pendently from other beads or the final reactor configuration. Starting from masterbatches, a large
diversity of materials can easily be prepared. Furthermore, different beads may be treated individ-
ually, for instance, subjected to different preparation steps or pretreatments such as calcination or

thick-film catalysts. This characteristic allows the use of synthesis procedures different from the
parallel approach. The potential use of ex situ synthesis procedures may furthermore present a sig-
nificant advantage especially in microchemical systems, as an in situ preparation of the catalysts in
the reactor could cause problems with contamination or thermal and chemical stability of the reac-
tor material. The reactor suitable for testing single-bead catalysts in a highly parallel fashion, the
so-called “single-bead reactor”, is designed as two-dimensional arrangement of microreaction

two parts, a base part and a top part. Having filled the base part with beads, the top part is pressed,
sealed, or bonded against the base part to encapsulate each bead in a single, independent microre-
action chamber. The beads sit loosely in the reaction chambers, allowing continuous fluid flow from
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single-bead reactors is the split and pool synthesis (see Section 11.5.3).

a number of advantages. First, such beads are comparable to well-known fixed-bed catalysts and the

chambers that can hold one catalytic bead each (see Figure 11.19). The reactor can be divided into

steaming, rather than handling the complete library, as is necessary for substrate-bound thin- or



fluid openings in the top part of the reactor, around the bead, and through fluid openings in the base
part. To avoid mass transfer problems while reacting the fluid on the bead, egg-shell-type catalytic
beads should be used. Using the top–down direction through a wafer-like material or steel plate as
fluid flow path, the small layout of a single microreaction chamber allows the extensions of the
reactor in two dimensions. In contrast, this is not possible using microchannel-based approaches, as
these microchannels extend as straight, long channels on a substrate and therefore block one 
dimension. Parallel microchannel reactors on a substrate are in most cases one-dimensional arrange-
ments of channels, having a much larger scale than a two-dimensional arrangement of reaction
chambers as the single-bead reactor. The resulting array density is much higher for the latter, reaching
up to 60 or more catalytic reaction chambers per cm2 [64]. The partial cross-section of a single-bead
reactor is shown in Figure 11.20. The complete setup consists of four wafers, where wafers 1 to 3
belong to the base part and wafer 4 to the top part of the reactor. The microreaction chambers con-
tain means for fixing the position of the bead in the reaction chambers. For this purpose, a number
of possible designs can be visualized, however, a simple frustum of pyramid was chosen for com-
patibility reasons with the well-known wet etching processes. Another advantage of the pyramid is
the tolerance to variations of size and form of the beads. A spherical bead cannot block the quadratic
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Figure 11.19 384-parallel single-bead reactor with independent microreaction chambers and integrated flow
restrictors. Typical bead diameter:1 mm.

Beads

Wafer 4

Wafer 3

Wafer 2

Wafer 1

Figure 11.20 Typical configuration of a single-bead reactor shown as partial cross-section with and without
beads in the reaction chambers.
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cross-section of the frustum. Furthermore, different bead sizes can be employed; however, the bead
size is usually kept constant for one experiment.

For validation purposes, a partial oxidation reaction was chosen and the reactor was filled
with inactive and active catalysts according to the pattern shown in Figure 11.21a. A continuous

bead, using spatially resolved mass spectrometry for sequential product analysis. The normalized
results for the conversion degree are shown in Figure 11.21b. According to the mass
spectrometric intensities, white color represents low conversions, while dark color represents high

60%. As can be seen, the results for the conversion degree correspond very well with the filling
pattern of the reactor. Cross talking between adjacent reaction chambers can be observed to
some minor extent, although not limiting the applicability of the single-bead reactor for primary
screening purposes.

behavior. Catalysts with interesting properties can easily be identified.

11.6.1.4 Optimal Use of Stage I in Screening Programs

The technologies used for Stage I catalyst screening for heterogeneously catalyzed gas-phase
reactions differ quite substantially from traditional catalyst-screening approaches for such reac-
tions. Therefore, a number of (technical and structural) guidelines should be followed to achieve op-
timal efficiency in the use of these highly sophisticated screening systems:

● To avoid bottlenecks in the overall screening workflow, the different elements of a high-throughput
research program need to be tightly integrated. In general, the handling of your materials and your
libraries/reactors is of critical importance. This is especially true for a close adaptation of prepara-
tion and screening techniques, as the overall cost per screened material has to be substantially lower
than the cost for a Stage II screen. 

● Reduce complexity and design modular systems: As far as possible, use proven techniques and
combine them in new ways, but let them be independent from each other, e.g., allow different syn-
thesis methods that are independent from your reactor configuration. Furthermore, allow different
sequential or parallel analysis methods. This is not a contradiction to the aforementioned “integra-
tion” because workflow integration does not necessarily mean technology integration. 

● Allow quick turnaround: Usually, the first technology generation will not be perfect. Thus, design
your systems to allow easy improvements and new generations. 
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Figure 11.21 Results of high-throughput screening of catalysts in a 384-parallel single-bead reactor in a partial
oxidation reaction. (a) Arrangement of inactive and total oxidation catalysts in the reactor, (b)
screening results for the conversion of a hydrocarbon at 400°C, 1 mL/min per bead.
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11.22. The patterns of the different components in the mixture correspond very well to the expected

flow screening experiment is carried out at 400°C and a reactant flow of V � 1 mL/min per

The results of a typical screening experiment for a partial oxidation reaction are shown in Figure

conversions of the hydrocarbon. The maximum conversion in this experiment is approximately



● Be aware of the qualitative or semiquantitative nature of a Stage I screen. Do not raise the expec-
tations to your data quality too high. Instead, always use reference materials and give relative
performances to these references.

● Screen under realistic conditions. Screen the materials under continuous flow and steady-state con-
ditions and apply different sets of process conditions (reactant concentrations, residence time, tem-
perature, etc.). 

● Transfer results as often as you can. If possible, transfer materials from your Stage I screen to a
Stage II screen on a regular basis. This will give you invaluable feedback on the quality of your
Stage I system. 

If so, a good comparison between Stage I and Stage II screening can be achieved, which is es-
sential for the success of the overall screening program. A typical example of the comparison of a
Stage I screen (384-parallel single-bead reactor) and a Stage II screen (48-parallel fixed-bed reactor)

trends are observed in both reactor systems, although the catalyst mass differs by three orders of
magnitude.

11.6.2 Stage II Testing in Gas-Phase Applications

Partial oxidation plays a central, if not crucial, role in the chemical industry for the functional-
ization of especially alkanes and olefins [65–67]. In particular, gas-phase oxidation is attractive with
regard to feedstock conversion and usually high space time yields can be achieved and also prod-
uct separation is, in many cases, far easier than for product mixtures produced by liquid-phase
oxidation. Gas-phase oxidation, however, faces major challenges which need to be considered when
tackling the complex technological challenges. Starting from alkanes, olefins, or aromatics, the
formation of CO and CO2 are favored thermodynamically, but are undesirable with regard to the
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Figure 11.22 Color-coded normalized MS-signals recorded during a typical partial oxidation experiment.
(a) Educt, (b) desired partial oxidation product, (c) O2, (d) CO2 (dark: low amount; light: high amount).
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is given in Figure 11.23. As can be seen, a good comparison can be achieved and the same catalytic



products that usually represent partial oxidation products of the relevant feedstock. Starting from rel-
atively low boiling feedstock compounds, increasing boiling points (or decreasing partial pressures)
can be observed for hydrocarbon oxidation products with increasing oxidation state of the function-
alized hydrocarbon molecule. This will lead to changed adsorption behavior and larger “sticking co-
efficients” of the molecule with functional groups to the catalytic surface and increase the chance of
further oxo-functionalization and finally of total combustion. Partial oxidation and total oxidation are
exothermic and therefore sources of heat and processes on an industrial basis can rarely be run
isothermally over the full catalytic bed. In most cases explicit hot spots are formed, which in extreme
scenarios can display temperatures exceeding the average temperature of the catalyst bed by 5 to
15°C, sometimes temperatures of even 50°C are reported [68]. Usually, if a hot spot is displayed in
a catalyst bed, the degree of conversion for single-pass engineered processes is far above 60% with
regard to the hydrocarbon feedstock –– for multipass processes the degree of conversion can be much
lower. Still, this fact leads to a bizarre scenario: the catalyst is expected to deliver high product se-
lectivity over a temperature range of approximately ±10°C and a large range of varying partial pres-
sures of educt, oxygen, desired products, and side products of the reaction. Keeping these facts in
mind, it is even more surprising that there are many examples of highly selective gas-phase oxida-
tion catalysts and processes. Therefore, it is not astonishing that screening efforts with regard to
changes in material properties, new prospective catalyst candidates, and variations in engineering
conditions for partial oxidation reactions are a highly attractive topic for the chemical industry.

regard to the reaction temperature. Therefore, any Stage II-screening tool should operate under
isothermal conditions for all active materials, and it is a given prerequisite that thermal equilibrium
of the reactor and a homogeneous temperature distribution are essential.

Having in mind the parallelization of multiple reaction tubes into a single, e.g., 48-fold-Stage II-
screening reactor system, the control of heat distribution and thermal crosstalk is much more difficult
than in a single fixed-bed plug-flow reactor. Computational fluid dynamics (CFD) modeling as shown
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in Figure 11.24 is a very important and helpful tool for the construction and geometric dimensioning

As discussed above, the level of sensitivity of most gas-phase oxidation catalysts is high with



of the multifold reactor system under reaction, i.e., realistic industrial conditions. The dimensions for
a single-reactor tube in the calculated example are 11 cm length and 7 mm inner diameter. 

For demonstration purposes, the distribution of the speed of gas streamlines is presented for an
industrial laboratry-scale reactor (length 1.2 m, diameter 21 mm) and an HTE reactor type (length
11 cm, diameter 7 mm) in Figure 11.25. Here, also a good agreement among the reactor types of
different scale can be achieved by the right choice of reactor dimensions, reaction conditions, and
particle sizes for the construction of HTE Stage II-screening equipment. By comparing the color-
coded distribution of the streamline speed for the different reactor dimensions, one can clearly
observe the strong similarity between both reactor “behaviors. Owing to the difference in reactor
diameters of the industrial vs. the HTE reactor by a factor of 3, the density of streamlines is higher
in the case of the industrial tubular reactor.

Nevertheless, these modeling efforts are of little value when the practical implementation does not cor-
roborate the above-calculated results. Ensuring the constancy of any parameter in the catalytic testing
workflow, the reactor performance with regard to temperature distribution, gas distribution, constant feed
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Figure 11.24 Simulation of the thermal behavior of a catalyst in a multitube test reactor. (�H � 100 kJ/mol, Tinlet
:523 K, Treactor: 523 K, porosity: 80%, bed: 3.0 W/mK, GHSV: 10000 h�1, reactor tube geometry:
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Figure 11.25 Calculated speed of streamlines of (A) an HTE-multifold reactor (11 cm length and 7 mm
diameter) with 1.5 mm pellets and (B) an industrial reactor (1.2 m length and 21 mm diameter)
with 5 mm pellets.
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stainless-steel cartridges as reaction tubes (see also the photograph of the reactor in Figure 11.14).

sites is experienced, indicated through the blue color (ca. 523 K) in the vicinity of the reactor tube
in Figure 11.13. This close to ideal isothermic behavior can be reached by the use of inserted,

Although the reaction is highly exothermic, no thermal cross talk of the neighboring reactor



concentration, and constant gas (space) velocities can be critically evaluated. This is the crucial, decision-
making step for the application of HTE equipment to the screening of gas-phase partial oxidation.

As a test reaction in this case, the oxidation of propylene to acrolein was chosen, a standard
bismuth–molybdate catalyst was employed [69,70]. Then 48 identical catalysts were introduced
into the reactor system and exposed to reaction conditions (reaction conditions were 2% hydrocar-
bon in air at GHSV of 3000 h�1). The goal of this experiment was to prove that (1) practically
identical values for activity and selectivity are obtained for all catalysts introduced into the reactor
system and (2) the typical behavior as known from conventional testing in laboratory reactors and
pilot plant could be reproduced in the Stage II-reactor system. Finding (2) also illustrates that good
thermal and fluid distribution at nearly identical temperatures at all positions in the reactor as well
as a good distribution of the reaction gases over the reactor system are achieved.

As Figure 11.26 undoubtedly demonstrates, the deviation between the same catalytic material
under practically identical reaction conditions is in the range of �2% conversion (if appropriate
measures are taken this error can be reduced to �0.5%). These experimental data points lead to the
important verification of the above-discussed CFD modeling results and confirm the assumption of
realizing identical reaction conditions over the whole reactor system independent from the position
of a catalyst to be tested. By testing inert carrier material in reactor column number 8, the inertness
and catalytic inactivity of the reactor steel can be proven.

In the following, the screening power and the scientific potential applying HTE Stage II technolo-
gies in gas-phase oxidation are demonstrated for two illustrative case studies: (1) the epoxidation of 1,3-
butadiene with Ag-based catalysts and (2) dynamic experiments for automotive applications (DeNOx).

11.6.2.1 The Epoxidation of 1,3-Butadiene with Ag-Based Catalysts

Since the development of Stage II-screening reactor systems in 1998 [71], the 48-fold reactor
technology is, in the meantime, a state-of-the-art methodology in the context of robustness, cost,
and efficiency, and operates 24 h a day, 7 days a week, which is eased by the use of a smart control
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and data evaluation software environment, and overall workflow. Many industrial requirements
such as high pressures, high temperatures or, e.g. multiphase reactions are, regarding only the
screening technology, already implemented and realized in HTE reactor technology. It seems
astonishing that a major part of the synthesis of the optimization processes connected to Stage II
screening is only covered in a few scientific publications dealing with highly sophisticated synthe-

All the results concerning the gas-phase epoxidation were obtained using HTE equipment, for

A catalytic reaction system involving great synthetic challenges on the side can be seen in the
epoxidation of small olefins. While the conversion of ethylene in the gas phase to the corresponding
epoxide (ethylene oxide, EO) with supported silver catalysts is efficiently realized in industry [73,74],
the reaction behavior of the corresponding (di-) olefins with or without allylic hydrogen (propylene or
1,3-butadiene) changes drastically, resulting in low selectivities to the C3 or C4 epoxides [75].
Conversions under similar reaction conditions are high, but the main reaction pathway is the total oxi-
dation to COx. For a long period of time, the scientific community accepted the opinion that Ag-based
catalyst is only feasible for olefins without allylic hydrogen [76,77]. Next to propylene oxide (PO),
vinyloxirane (3,4-epoxy-1-butene, VO), the product of the epoxidation of 1,3-butadiene, is a very im-
portant C4 intermediate due to its intrinsic double functionality (double bond and epoxy ring). Main
products with VO as reaction intermediate are 2,5-dihydrofurane, THF and 1,4-butane diol. The reac-
tion scheme for VO is shown in Figure 11.28. 
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Figure 11.27 Automated synthesis station (A) and top view of a 49-fold parallel reactor (B).
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Figure 11.28 Reaction scheme of vinyloxirane (VO) via 1,3-butadiene.
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sis operations, which are realized in an automated and reproducible fashion (see [72]).

all procedures involved, namely, the synthesis and testing of the Ag-based materials (Figure 11.27). 



The showcase is also attractive, as the epoxidation of 1,3-butadiene to vinyloxirane in air is as
challenging as the sophisticated synthesis of the Ag/
-Al2O3 catalysts.

For more than 30 years, the synthetic procedure to obtain a very active and selective, Ag-based
epoxidation catalyst has been an established and well-understood technology [78]. The classical im-
pregnation techniques via silver nitrate or silver oxide precursors lead to Ag particle sizes after calci-
nation, in the range of 1 to 2 mm, while the use of a mixture of solubilizing/complexing agents (ethanol

desired range of 100 to 300 nm. Low-surface-area carriers such as 
-alumina or steatite are the carrier
materials of choice for deposition of the active component. In this study, we optimized the correspon-
ding molar ratios of silver and organic amines and introduced two additional synthesis parameters, sig-

chemistry –– light. By varying these two parameters, the catalytic performance of identically synthe-
sized materials changes drastically, as shown in the temperature-dependent conversion vs. selectivity

temperature and daylight, one can reach modest yields at around 20% VO (A). Cooling down to 0°C
under daylight improves the yield to approximately. 40% (B). The maximum VO yield while perform-
ing the synthesis in darkness at room temperature is around 60% (C). Nearly 90% yield of VO is found
by additional, literature-known doping with Cs at 0°C and darkness (D)!

major effect on catalyst performance due to its influence on particle nucleation and particle growth.
The temperature window for maximum yield can be fine-tuned via the type of dopant and the dopant
level, a fact that is usually exploited in an industrial process. Apart from adding amines to the im-
pregnation solution, an impregnation temperature below 5°C and the preparation of the solution
under the exclusion of light deliver materials with the best performance data in the desired oxidation
reaction. Table 11.4 gives––a summary of Figure 11.29A through Figure 11.28D––the maximum
yields obtained via the different preparation procedures. From the differences it becomes evident that
a high degree of sophistication for (1) the automated preparation sequences and (2) the accuracy of
the analysis of the Stage II-screening reactor is required.

11.6.2.2 Dynamic Experiments in Stage II Screening for Automotive Applications

A particularly interesting case of catalyst screening for gas-phase reactions under dynamic con-
ditions is related to the catalyst development in the field of automotive catalysis. Several technolo-
gies for exhaust treatment systems such as three-way catalysts for Otto engines, oxidation catalysts
for diesel and lean-burn engines, and particulate filters for diesel engines have been developed and
implemented into vehicles over the last several years. One of the biggest challenges that emission
control technology developments still face is the development of advanced DeNOx technology for
lean-burn applications (e.g., diesel and gasoline direct injection engine [GDI]), since three-way cat-
alysts exert DeNOx activity only at near stoichiometric air-to-fuel ratios. 
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Table 11.4 Comparison of Influence of the Synthesis Procedure on the Catalytic Performance of Ag-
Containing Catalysts in the Epoxidation of 1,3–Butadiene

Ag precursor Ethylene–diamine Ethylene–diamine Ethylene–diamine Ethylene–diamine
complex complex complex complex

Dopant –– –– Cs or Rb Cs or Rb
Synthesis conditions Room temperature / Ice bath cooling / Room temperature / Ice bath cooling / 

day light darkness day light darkness 
Optimal temperature (°C) 260–280 240–270 230–240 220–240
Maximum yield (%) 24 38 84 87
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procedures see [79] and references therein. Starting with the organic amine-based synthesis at room

amine, ethylene diamine) in combination with a reducing agent (oxalic acid) induces Ag particles in the

diagrams in Figure 11.28A through Figure 11.28D . For detailed information about the exact synthesis

nificantly influencing the Ag particle growth: crystallization temperature and –– dedicated to the Ag

From Figure 11.29A to Figure 11.28D it is obvious that minor changes in preparation have a



NOx adsorption catalysts are based on the concept of “NOx storage and reduction,” which con-
vert NOx in the course of precisely controlled lean–rich cycles. This technology has been known
since the mid-1990s and entails a great potential as DeNOx technology for purification of diesel ex-
haust gases. State-of-the-art NOx adsorber catalysts contain a patinum group component for the ox-
idation of NO to NO2 and BaCO3, as NOx is the adsorbing medium. During the lean periods, NOx

is temporarily adsorbed (stored) on the catalyst and then reduced during intermittently rich periods.
The problems to be solved for application in diesel passenger cars are related to DeNOx activity at
low temperatures, improvement of thermal stability, and particularly sulfur tolerance. 

For the development of a new, advanced generation of NOx adsorption catalysts, high-throughput
Stage II screening systems capable of mimicking the dynamic operation that occurs during lean–rich
cycling in the real engine were developed. 

The Stage II screening reactor used in this study is a fully automated 48-fold Stage II HTE
and entails a gas–liquid mixing or dosing, 48 reaction channels, a process control unit and on line
gas analysis system with time-resolved monitoring of NO, NO2, N2O, O2, CO, CO2, H2, and HC.
An important feature of this reactor system is its capability of rapid switching of feed gases, thus
realizing dynamic spikes of fuel-rich feed concentrations in the range of milliseconds. The lean
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phases are generally run from 50 to 300 sec. Typical feed gas which is passed over the catalyst
consists of 100 to 500 vppm NOx, 500 to 10,000 vppm CO, up to 100 vppm propylene, 5 to 15%
O2 and 5 to 10% H2O; with a balance of N2. Gas hourly space velocities of 50,000 to 150,000 h�1

are applied. Upon switching to rich conditions, for instance, for 1 to 10 sec, the oxygen level is
sharply decreased to 0–0.3%, simultaneously a mixture of CO/H2=3:1 in the vol% range is added
to the feed gas, which causes the regeneration of the NOx storage. By returning the lean exhaust
condition, NOx adsorption occurs and the lean–rich cycle starts again. Tests are typically performed
at several temperatures between 150 and 450°C.

Figure 11.30 shows the NOx and O2 responses monitored in the cyclic lean–rich operation over
two different catalysts. At the beginning of the lean phase, a significant decrease in NOx concen-
tration at the reactor outlet is observed for both catalysts. The best candidate (catalyst B) shows,
however, a better activity within time-on-stream in the lean period and enables a lower overall level
within lean–rich cycles.

Considerable progress in evaluation of novel DeNOx adsorber catalysts can be achieved by
applying a 48-fold reactor system for catalyst development with dynamic operation enabling test-
ing of up to 1000 catalysts in just 1 month.

11.6.2.3 Refinery Catalysis Applications in High-Throughput Experimentation

In the previous sections we have discussed two different applications of gas-phase catalysis.
Although different in nature, both case studies had the common feature that (1) all employed educts
and the obtained products were gaseous and (2) the change in volume of the gas phase resulting
from the educt conversion is negligible. For a number of reactions, especially for reactions in the
petrochemical industry both of the above-mentioned features cannot be neglected, we will discuss
classic examples and present technical approaches to overcome the obstacles related to the chemi-
cal transformations. 
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Figure 11.30 Time-resolved NOx and O2 monitoring in the rich and lean cycling operation over two different
catalysts.
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A typical example for a reaction with substantial contraction of volume is the synthesis of
methanol from syngas. Formally, 1 mol CO and 2 mol of H2 react to form 1 mol of methanol. This
means that at high degrees of conversion, the contraction in volume can be a factor of three. This
has dramatic implications for the pressure: as the gas volume drops, the total pressure also drops.
As a surplus, the analytical evaluation of the reaction is also complicated owing to the change in
volume as a function of the degree of conversion.

The second prototypic example for a reaction with volume contraction and as a surplus the evo-
lution of liquid products is the synthesis of synthetic fuels, lubricants, and waxes by the
Fischer–Tropsch (FT) synthesis. From the viewpoint of process engineering and catalyst testing, the
FT synthesis is a demanding reaction, owing to the complex product spectrum, comprising lique-
fied waxes and gases, elevated reaction pressures, inconsistency of volume (products vs. educts,
drastic volume contraction), and high reaction exothermicity. The engineering of appropriate labo-
ratory equipment for FT synthesis is challenging with particular difficulties arising from tailoring
of parallelized high-throughput reactor systems.

Since its invention in the early 1920s the FT synthesis (for further reading we recommend [80]),
named according to its inventors Franz Fischer and Hans Tropsch, only found some industrial niche
applications in countries such as South Africa (Sasol) and Malaysia (Shell), with limited access to
crude oil but is currently being reinvigorated owing to several challenges in the gas and oil sector. The
increasing demand for better industrial use of natural gas and low-value refinery products, rising crude
oil prices, cleaner fuels, higher diesel cetane numbers, and tightening emission standards have shifted
the attention of the oil industry toward gas-to-liquid (GTL) technologies. Major oil companies are per-
forming programs in the GTL area and the volume of FT products may increase by approximately a
factor of 10 within the next years, then contributing 2 to 3% of the total refinery output. Besides the
FT-synthesis route, the conversion of methanol to hydrocarbons has been proven commercially to
make C2�C3 olefins (methanol to olefins or MTO), gasoline (methanol to gasoline or MTG), or diesel
fuels.

The spectrum of FT primary products depends on the process and the catalyst used but normally
encompasses unbranched paraffins, 
-olefins, and, to a lesser extent, oxygenated products. The
carbon numbers may range from C1 to C40 or even higher; the carbon number distribution
often follows a certain chain-growth pattern leading to the so-called Schulz–Flory or
Anderson–Schulz–Flory distribution. Recent developments in the FT area are targeting catalysts
with a higher productivity, better attrition resistance, or new catalyst chemistries, which are sup-
posed to shift the product spectrum into a more desirable region, for instance, to increase the yield
in 
-olefins within a certain range of carbon numbers for subsequent use in polymerization or hy-
droformylation reactions. For fuel application, the FT-synthesis products require further processing
such as hydrocracking and hydroisomerization.

The main technical challenges to “translate” the requirements of GTL chemistry into a viable
HTE workflow are mainly: (1) control of the pressure/pressure-flow behavior and (2) gas–liquid
separation in a parallelized fashion.

11.6.2.3.1 Pressure Flow and Pressure Control

The basic components for achieving pressure flow and pressure control are briefly listed as follows:

● Closed-loop pressure control of the reactor
● Pressure reduction from the reactor to the sampling lines and on-line analytics
● Hot flow gas measurement and analysis of the liquid products
● Compensation with inert gas to offset volume contraction

These components guarantee consistency of pressures and flows at any reaction condition inde-
pendent of the level of conversion.
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11.6.2.3.2 Liquid–Gas Separation

The waxy products, which are normally generated in FT reactions, have often been reported as
the cause for plugging of the downstream line. The problem can be minimized by an arrangement
of proprietary hot-gas condensers fitted downstream to the reactors. The condensers should be reg-
ularly depleted and analyzed at certain intervals. The unconverted amounts of syngas and the inert
gases added to the products guarantee a thorough separation of the lighter hydrocarbons from the
liquid products, so that these products can be analyzed in the gas phase.

An additional challenge is that in many cases the catalysts will deactivate rapidly. Provisions
have to be taken to start the single reactors of a multitube reactor sequentially to be able to compare
time-on-stream behavior. If regeneration procedures are advisable or necessary, it is even recom-
mended to have independent regeneration of the single reactors.

The technology for gas–liquid separation is also valuable for product separation under trickle-
bed operation conditions. The commencement of a major refinery catalysis program in 2000, hte
Aktiengesellschaft, already has developed automated multifold high-pressure fixed-bed (gas-solid)
and trickle-bed (gas–liquid–solid) systems and has proven their reliability and process stability in
continuous operation even in trials lasting up to several months. During the course of development
of the units, significant efforts were devoted to the upstream and downstream flow management at
reactor pressures and temperatures approaching 120 bar and 500°C, respectively. The existing units
have been hardened through day-to-day use in several refinery catalysis development programs.

11.7 TESTING OF CATALYSTS IN LIQUID–LIQUID, GAS–LIQUID, AND
GAS–LIQUID–SOLID REACTIONS

Generally speaking, most of the catalytic reactions that are performed in the liquid phase are de-
voted to chemical products with smaller yearly tonnage produced by the chemical industry. Most of
these chemicals are, in general, summarized under the term “fine chemicals.” It is not surprising that
together with the development of HTE technology for the investigation of heterogeneously cat-
alyzed gas-phase reactions, developments to study catalysis in liquid phase in a parallel way were

alyzed reactions in the liquid phase is a topic that was already technologically feasible in the 1980s.
The tools developed at that time did not have the degree of automation of Stage II tools available

that the capabilities were already at hand and could be purchased off the “shelf”.
The HTE characteristics that apply for gas-phase reactions (i.e., measurement under non-

diffusion-limited conditions, equal distribution of gas flows and temperature, avoidance of cross-
contamination, etc.) also apply for catalytic reactions in the liquid-phase. In addition, in liquid

reactants is a gas. It is worth spending some time to reflect on the topic of mass transfer related to
liquid–gas-phase reactions. As we discussed before, for gas-phase catalysis, a crucial point is the
measurement of catalysts under conditions where mass transport is not limiting the reaction and
yields “true” microkinetic data. As an additional factor for mass transport in liquid–gas-phase
reactions, the rate of reaction gas saturation of the liquid can also determine the kinetics of the
reaction [81]. In order to avoid mass-transport limitations with regard to gas/liquid mass transport,
the transfer rate of the gas into the liquid (saturation of the liquid with gas) must be higher than the
consumption of the reactant gas by the reaction. Otherwise, it is not possible to obtain true kinetic
data of the catalytic reaction, which allow a comparison of the different catalyst candidates on a
microkinetic basis, as only the gas uptake of the liquid will govern the result of the experiment 

the surface of the solid (and the transport from the resulting products from this surface) will also
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(see Figure 11.32a). In three-phase reactions (gas–liquid–solid), the transport of the reactants to 

phase reactions mass-transport phenomena of the reactants are a vital point, especially if one of the

today and the workflow management was not as far developed, however, Figure 11.31 illustrates

also a key incentive. Nevertheless, it should be mentioned here that the parallel investigation of cat-



influence the kinetics of the chemical reaction. As discussed for gas-phase reactions, in three-phase

ity of the porous solid particles. Figure 11.32b illustrates that the particle size has to be adjusted in
order to avoid that a reaction is carried out under pore diffusion control.

An optimal mass transfer of a gas into a liquid can be achieved by adjusting the mechanical factors
which control the shear force and therefore the size of the interface between gas and liquid which is
responsible for gas introduction into the liquid. The adjustment of the shear force can be achieved by
adaptation of the stirring rate for a given stirrer and baffle system. Alternatively, the utilization of dif-
ferent stirrer and baffle constructions, sparger geometry, and the geometry and number of the baffles

speed on the gas dispersion (0.5 NL of gas is introduced by a sparger below the stirrer). It can be seen
that a better dispersion of the gas can be achieved with higher stirrer speeds. The pictures in the figure
also illustrate how, in many cases, so-called cold flow experiments can be utilized to visually inspect
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Figure 11.31
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Figure 11.32 Influence of essential reaction parameters exerted on the reaction rate of gas–liquid–solid reac-
tions (a, impeller speed; b, particle size).
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can be a way of facilitating gas saturation of the liquid. Figure 11.33 illustrates the effect of the stirrer

reactions with porous catalyst bodies the reaction rate will also depend on the size and the tortuos-

Gas−liquid and solid−

rinst.com). The apparatus was built in 1988, similar technologies that Parr commercialized in the
Photograph of a sixfold autoclave bench developed by Parr Instrument Company (www.par-

http://www.parrinst.com
http://www.parrinst.com


the operation mode of a reactor. In the special case of stirred-tank reactors for gas/liquid reactions, to
visually inspect the reactor performance under cold flow conditions prior to running experiments is

regard to the increased knowledge that is obtained with these experiments.

11.7.1 Stage I Screening for Liquid-Phase Catalysis

There are numerous publications in the scientific literature about the different technical ap-
proaches that have been realized for a fast Stage I screening of catalysts in liquid media. As stated

number of tested potential catalysts in order to accelerate the time to find suitable compositions for

impression about the different chemistries that can be mastered with these screening techniques. As can
be seen, in some cases the individual advantages of a technique might overcome its general drawbacks,
or at least render them less important. This strongly depends on the investigated chemistry, e.g., mass-
transfer limitations are in a number of cases not the main problem of liquid/liquid catalytic reactions.

It should be mentioned here that apart from the possibility of performing Stage I screening as batch
reactions, the screening in a continuous fashion has also been explored. In particular, the utilization of
microreaction devices for liquid-phase reactions in a tubular reactor format was the focus of the research
and the developments of Abdallah et al. [82]. In their setup, different homogeneous catalysts were
sequentially added in the reactant stream and the resulting products of the reaction were sampled again
sequentially at the end of the reactor. The separation of the reaction segments was achieved by inserting
bubbles of inert gas into the reactor. The risk associated with this technique is coupled to the potential
cross-contamination of different catalyst species that are insufficiently removed from the reactor walls.

In the following some of the aforementioned techniques for Stage I screening in liquid-phase
catalysis are presented in further depth.

A parallel reactor system for liquid–liquid phase reactions such as oxidation reactions with H2O2

at ambient pressure was reported from hte Aktiengesellschaft . If compared with other chemistries,
rather mild-reaction conditions (ambient pressure, moderate temperature) are often applied in liquid-
phase oxidation for fine chemical production with terminal oxidants that can be dosed as liquids (e.g.,
aqueous H2O2 or organic peroxides). The reaction that was investigated was the partial oxidation of
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Figure 11.33 Photographs of the gas dispersion in a 300 mL reactor. To be able to follow the dispersion visu-
ally the reactor was made of acrylic glass. The figure illustrates the influence of the stirrer speed
on the distribution of gas in a liquid (rounds per minute indicated in the pictures). At higher stirrer
speed the gas bubbles are smaller and well distributed over the whole reactor volume.

CRC_DK3277_ch011.qxd  4/17/2006  1:21 PM  Page 413

© 2006 by Taylor & Francis Group, LLC

conventional or Stage II testing. In order to survey, we listed the most relevant approaches in Table

highly recommended. Usually the price for transparent reactor systems is comparatively low with

11.5 and attributed the advantages and disadvantages of the techniques.
In Table 11.6 illustrative examples from the literature are enlisted which give the reader an

previously, the aim of Stage I screening is to get information about the relative performance of a



methylcyclohexene as a prototypical model reaction for functionalization of sterically hindered olefins

terpene and a steroid, both also displaying double bonds in sterically hindered positions, are illus-
trated. The potential reaction products that stem from the oxidative conversion of methylcyclohexene
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Table 11.6 Examples of Applications of Some of the Most Popular Technical Approaches for Stage I-
Screening in Liquid Phase Catalysis 

Examples for the application of Stage I-screening techniques:

(Micro)titer plate and indicator 1. Catalytic electrooxidation of methanol + pH indicatora

(dye, fluorescent, etc.) 2. Catalytic hydrosilylation of alkenes and imines + dyeb

(Micro)titer plate in a pressure Selective catalytic oxidation of alcohols to aldehydes 
vessel and ketonesc

Vortex agitated vials Biphasic phase transfer catalysis: carben addition to 
C-C double bondsd

Stirbar stirred vials Catalytic oxidation with hydrogen peroxide: selective 
oxidation of methylcyclohexenee

Bubble columns Heterogeneously catalyzed hydrogenation of p-nitrotoluenef

Overhead stirred vials Heterogeneously catalyzed hydrogenation of crotonaldehydeg

aReddington, E., Sapienza, A., Guraou, B., Viswanathan, R., Sarangapani, S., Smotkin, E.S., Mallouk,
T.E., Science 1998, 280, 1735.

bCooper, A.C., McAlexander, L.H., Lee, D.-H., Torres, M.T., Crabtree, R.H., J. Am. Chem. Soc. 1998, 120, 9971.
c

2001, 67, 397.
d

note no. 011.
eSchüth, F., Busch, O., Hoffmann, C., Johann, T., Kiener, C., Demuth, D., Klein, J., Schunk, S., Strehlau,
W., Zech, T., Top. Catal. 2002, 21, 55.

fZech, T., Bohner, G., Li, Q., Kaiser, H., Haas, A., Schunk, S.A., Proceedings of XXXVII. Jahrestreffen
Deutscher Katalytiker, Weimar, March, 17-19, 2004, p. 145.

gThomson, S., Hoffmann, C., Ruthe, S., Schmidt, H.-W., Schüth, F., Appl. Catal. A: Gen. 2001, 220, 253.

Table 11.5 Most Popular Technical Approaches for Stage I-Screening in Liquid Phase Catalysis

(Micro) titer plate and indicator,
(dye, fluorescent, etc.) �� �� �� �� �� �� �� �� �� ��

(Micro) titer plate in a pressure vessel �� �� �� �� �� �� �� �� �� ��

Vortex-agitated vials �� �� �� �� �� �� �� �� �� ��

Stirbar-stirred vials �� �� �� �� �� �� �� �� �� ��

Bubble columns �� �� �� �� �� �� �� �� �� ��

Overhead-stirred vials �� �� �� �� �� �� �� �� �� ��
� Stands for a positive feature with regard to the technology, � for a negative one
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such as steroids or terpenes. In Figure 11.34, the substrate methylcyclohexene and for comparison a

Note: Review the citations for a more detailed insight in the chemistry performed.

Wessjohann, L., Schmidt, J., Ostermann, L., Brändli, C., www.chemspeed.ch/applications.html, application

Desrosiers, P. Guram, A., Hagemeyer, A., Jandeleit, B., Poojary, D.M., Turner, H., Weinberg, H., Catal. Today

http://www.chemspeed.ch


with H2O2 are the epoxide, the diole, the ketone, and the three isomers of the allyl alcohols. The oxi-
dation reaction was performed in a Stage I screening system designed for performing parallel reac-
tions with on-line analysis. The testing system consists of a 48-fold reaction block with 5 to 15 mL
disposable glass vials as reaction units. Each reactor is stirred with a magnetic stirbar and can be run
within a temperature range 20 to 150°C. The reaction block is accommodated in a fully automated 
liquid handling system that is capable of charging the reactors with fluids and to take samples for the
quasi online HPLC analysis and offline GC analysis. With this system it was possible to analyze the
correlation of catalyst concentration, reaction pH, and concentration of the substrate (for a picture of
the reaction platform see Figure 11.35).
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Figure 11.34 Illustration of the similarity of the double bond of methylcyclohexene with typical steroids or ter-
penoids and potential reaction products for methylcyclohexene conversion with H2O2.

Figure 11.35 Image of the integrated Stage I screening system employed for liquid-phase catalysis.
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In Figure 11.36 a display of the performance of a tungsten-based catalyst library is shown: a total
of more than 800 experiments were performed to obtain this set of data. The variation included pH vari-
ation of the H2O2 solution, variation of the ratios of catalyst, oxidant, and substrate, and the reaction
temperature. The data were visualized by the so-called frequency count where the color 
encoding visualizes the number of experiments where the product was found and the size of the circle
visualizes the yield that was found most frequently. The basis of this frequency count is in this case the
total number of experiments that have been performed. The frequency count enables the experimental-
ist to obtain a qualitative overview of a large set of experiments in a Stage I screening. The smaller the
number of experiments visualized by the plot, the more exactly the reaction condi-
tions can be filtered out at which the prospective experiments to reach the target performance
can be performed. For the case depicted in Figure 11.36, one can conclude that Na2WO4 and
H4Si(W3O10)4

3 3 10)4, (NH3)2WO4, H2WO4, and WO3. With H2WO4

also high yields of the corresponding ketone can be obtained. Of course, the conditions under which
these products were obtained cannot be extracted out of the current graph, still one can conclude from
the frequency count that with the WO3

yields of the diole were obtained very often. In the following study (NH3)2WO4 was converted to WO3

proximately 200 experiments, again a variation was made including a pH variation of the H2O2 solu-
tion, variation of the ratios of catalyst, oxidant, and substrate, and the reaction temperature. It can
clearly be seen that the conversion of (NH3)2WO4 into WO3 results in a better catalyst for producing
higher yields of the diole. On the outer left, the reference catalyst WO3 delivers even better results, as
samples of WO3 stemming from (NH3)2WO4 calcined at 500°C under N2

cating the structural conversion of (NH3)2WO4 into WO3.
The interpretation of this result is not straightforward. From experience one would speculate

that the more soluble (NH4)2WO4 would also be the more active catalyst in the reaction. The find-
ing is contrary: WO3 calcined at high temperatures is also more active than samples calcined at
lower temperatures. Additional experiments where the heterogeneous catalyst WO3 was filtered off
after starting the reaction revealed that the same results were obtained as in the presence of the
heterogeneous catalyst. The stringent interpretation goes along with the basic chemistry of soluble
oxoanions of tungsten [83] and findings of Venturello et al. [84] and Aubry et al. [85]. Better soluble
tungsten compounds will deliver solutions with a rich polyanion chemistry including polyanions
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Explanation: Size = Yield Colour = Frequency
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Allylalcohols

Diole
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H2WO4(NH4)2WO4 WO3H4[Si(W3O10)4] H3[P(W3O10)4]
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Figure 11.36 Frequency count for the oxidative conversion of methylcyclohexene of a tungsten-based library.
The variation of the reaction conditions included a pH variation of the H2O2 solution, variation of
the ratios of catalyst, oxidant and substrate and the reaction temperature. A total of 800 experi-
ments were performed.
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by calcination. The graph in Figure 11.37 illustrates the catalytic results obtained from this set of ap-

are rather poor catalysts for converting cyclomethylhexene into oxygenates. High yields

or air. The inset in Figure

of dioles can be obtained with the catalysts H P(W O

11.38 shows the color of the different samples after calcination and the resulting diffractograms indi-

catalyst (more often than for the other catalyst species) high



with higher degrees of polymerization. The contrary is true for precursors, which are not especially
soluble (like WO3 especially if calcined at high temperatures): the solution chemistry of the tung-
sten-oxo-anion species will be dominated by smaller units such as monomers, dimers, and trimers.
These small dimeric phosphor-bridged units are suggested to be the most active and selective
species for the oxo-functionalization of olefins by H2O2

as catalytic species.

11.7.1.1 Alternative Stage I Screening Concepts

A new alternative approach for Stage I screening in liquid phase is the use of bubble column-
type reactors. These parallel bubble columns can operate in batch and fed-batch mode regarding the
reaction mixture, while a continuous stream of gas is used as reactant (H2, O2, or others) as well as
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Figure 11.37 Frequency count for the oxidative conversion of methylcyclohexene of a library based on of WO3
stemming from the calcination of (NH3)2WO4. The variation of the reaction conditions included a
pH variation of the H2O2 solution, variation of the ratios of catalyst, oxidant and substrate and the
reaction temperature. A total of 200 experiments were performed.
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Figure 11.38 Diffractograms and appearance of color of different samples of (NH4)2WO4 after thermal treat-
ment in air. The decomposition of (NH4)2WO4 and subsequent formation of WO3 can be followed
in the diffractograms.
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for the intense agitation of the reaction mixture (Figure 11.39).

in the presence of tungsten polyoxoanions



The advantages of this kind of reactors are that no mechanical stirring device is required,
a higher degree of parallelization can easily be achieved, the time-consuming step of cleaning
is shortened noticeably compared to stirred reactors, and the technology is comparably cheap
as the only parts needed are tubes and fittings. An experimental setup with 24-parallel pressurized bub-
ble column system was realized at hte Aktiengesellschaft. The reactor consists of stainless-steel tubes
containing 2 �m frits, which do not only serve as gas-dispersion devices but can also be used as filtra-
tion devices for heterogeneous catalysts. The current system can be applied up to temperatures of 200°C
and pressures of 20 bar. The system can be used to investigate hydrogenation or oxidation reactions,
and a good correlation with results gained in Stage II screening is generally obtained.

11.7.2 Stage II Screening for Liquid-Phase Catalysis

In order to achieve results with close-to-conventional testing conditions, the parallel reactor
setup for liquid-phase reaction must mimic the real process conditions of the later process as nicely
as possible. The main efforts to be realized lie in the miniaturization and integrated construction of
the parallel testing setup and the automation of process control combined with suitable online and
offline analytical methodologies.

We have illustrated above that the principal idea of running parallel test equipment for liquid-phase
catalysis is not very new. The suppliers of conventional autoclave equipment have offered basic systems
of parallel pressure vessels for several decades. Since the late 1990s several companies have offered
commercial solutions for parallel autoclave rigs for different purposes [86]. The quality of the resulting
analytical data is as good as that for the data obtained from conventional single autoclave units. For the

data acquisition can be done in parallel and often fully automated, but manual cleaning of parallel se-
tups can become a severe bottleneck, especially depending on the chemistries performed.

We have discussed the structure and synthesis of the library of molecular catalysts for polymer-
ization in Section 11.5.1. In the present section we want to take a closer look at the performance of
the catalyst library and discuss the results obtained [87]. The entire catalyst library was screened in a
parallel autoclave bench with exchangeable autoclave cups and stirrers so as to remove the bottleneck
of the entire workflow. Ethylene was the polymerizable monomer that was introduced as a gas, the
molecular catalyst was dissolved in toluene and activated by methylalumoxane (MAO), the metal to
MAO ratio was 5000. All reactions were carried out at 50°C at a total pressure of 10 bar. The activity
of the catalysts was determined by measuring the gas uptake during the reaction and the weight of the

catalysts prepared. It can clearly be seen that different metals display different activities. The follow-
ing order can be observed for the activity of the different metals: Fe(III) � Fe(II) � Cr(II) � Co(II)
� Ni(II) � Cr(III). Apparently iron catalysts are far more active than any of the other central metal
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Figure 11.39 Photographs of cold-flow experiments studying the flow regimes and catalyst suspension in lab-
oratory bubble columns. Left: low gas flow; middle: high gas flow; right: high gas flow with catalyst
suspension.
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obtained polymer. Figure 11.40 gives an overview of the catalytic performance of the entire library of

daily work in the laboratory and the total workflow, one should keep in mind that, in fact, reaction and



for nickel- and cobalt-based catalysts only very low molecular weights were obtained (below 20 kDa),
and chromium-based catalysts delivered intermediate molecular weights.

Apart from the analysis of the results with regard to the most active metal, the structure–property
relationships with regard to the ligand structure were also a focus of the project. The results for the Fe

● The sterics of 
-substituent of the dicarbonyl-backbone is crucial for the activity.
● An 
-substituent next to the amino group is beneficial for the activity of the complex.
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concluded (see also Figure 11.43):

atoms tested. Iron catalysts also produced the polymers with the highest molecular weight (110 kDa),

(II) complexes are depicted in Figure 11.41 and Figure 11.42. From these results, two hypotheses were



In Figure 11.43 a space-filling model illustrates these hypotheses for two different complexes of
different activities. The N–C bond between the imino group and the carbon atom in the aromatic ring
has a rotational degree of freedom. The two groups that can hinder this rotation in combination are
the 
-substituent next to the amino group and the 
-substituent of the dicarbonyle backbone. They
can act as a “lock” for the aromatic rings attached to the dicarbonyl backbone and keep the access to
the active metal center free for monomers. The structure in Figure 11.43 illustrates this finding.

The results obtained in the Stage II screening for over 420 active compounds in 10 weeks would
hardly have been possible with conventional nonparallized equipment. Furthermore, the results prove
that through intelligent library design and stringent interpretation of the results the user can quickly gain
insight into chemical details on a molecular basis and deepen understanding of the system explored.

11.8 SUMMARY AND OUTLOOK

In this chapter we tried to outline the key aspects and challenges of the application of HTE to
catalysis, especially heterogeneous catalysis. As an outcome it can be summarized that the HTE tech-
nologies are now established and available for broad application throughout the scientific world.
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Since the main focus of application of the technologies described in this chapter is on hetero-
geneous catalysis, we also need to include the chemical industry as the potential key user.
Nevertheless, this depends to a large degree on the R&D future of the chemical industry –– if the
chemical industry will convert to a commodity- or innovation-driven business. In this chapter we

Power of Innovation –– How Innovation Can Energize the Chemical Industry, Festel Capital, 2003.”
Based on a summary of chemical industry strategies and related success factors such as increased
competitivness, need for new “high-chem” products, increased R&D productivity, decreased R&D
costs, and faster result realization, the industry needs an improved ratio of R&D spendings vs. re-
sulting return on investment. On the basis of the discussion in this chapter it can be clearly con-
cluded that HTE offers a new strategic approach: an affordable, systematic research tool fulfilling
the efficiency requirements of the innovation-driven chemical industry. Therefore, it is not surpris-
ing that this strategic tool is considered nowadays, and from the first major players used, to improve
their research approach and to increase the success probability of R&D.

From a technological and scientific point of view it can be summarized that HTE is not magic
but just a new technology available as additional R&D tool within the full spectrum of R&D tech-
nology. High-throughput experimentation for catalysis research is a robust methodology, yields re-
producible results, and allows affordable, broad-range systematic R&D projects. The applicability
of the technology covers all major application fields, including continuous gas–phase, liquid–phase
as well as the highly sophisticated triple–phase applications. Temperature and pressure range are ––
as well as the chemical application base, reactor design, and materials synthesis –– close or even
identical to the large–scale application parameters and ensure an appropriate scale-up to the next
application stage. Currently, it is feasible to achieve a 10- to 100-fold gain in discovery and opti-
mization speed, and it contributes already to an early phase scientific understanding of catalysis. 

From a future perspective, we assume that HTE for catalysis will be a broadly accepted,
well–established, and widely used methodology. The new HTE tools will be integrated in the over-
all available research technology platform, and routine use will considerably contribute to the de-
velopment and discovery of improved and new chemical processes and applications thereof. The
overall screening efficiency will increase with future technology developments, e.g. new and faster
analytical methods, sampling technologies, and higher degrees of parallelization, and will yield in
total a higher throughput of optimizations and discovery. Owing to the necessary standardization
and the broad systematic approach of possible research projects, HTE will in the long term facili-
tate the collection of a consistent database, the generation of valuable knowledge toward the rational
understanding and design of catalytic processes, and therefore we would like to conclude this chap-
ter with a key final statement: The HTE tool base for catalysis will significantly increase R&D pro-
ductivity and substantially contribute to scientific system understanding.
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CHAPTER 11 QUESTIONS

Question 1

● Define HTE and CombiChem.
● Explain the goals of HTE and CombiChem.
● Summarize in short catchwords the history of HTE.

Question 2

● What are the important facts that make DOE and databases within HTE irreplaceable?
● Try and classify different approaches of DOE according to their usefulness for different types

of work in HTE and CombiChem. Try to rank the approaches and name thepros and cons.

Question 3

● Define Stage I and Stage II screening?
● Why is an overflow of hits not desirable? How can it be avoided?

Question 4

● Make a matrix of some parallel and sequential analytical techniques for screening and en-
list their advantages and limitations.

● What are the essential differences for a Stage I and a Stage II analytical method?

Question 5

● Define the term “unit operation” and discuss its usefulness within synthetic operations.
●

Try to classify the technologies according to automation degree, flexibility of synthetic op-
erations, and price.

● Make a plan for a split and pool library consisting of four different amino acids: (1) try to syn-
thesize as many different combinations as possible with a sequence of two split and pool steps.

produce higher oligomers using the same number of split and pool steps in the sequence?
● Take care: dimers like AB and BA are different chemical entities.

Question 6

● Why is it important to control mass and heat transfer?
● Define the effectiveness factor and describe the relation with the Thiele modulus.
● Name some diagnostic criteria to diagnose mass transfer limitations.
● Name some technical measures to avoid thermal runaway and hotspot formation.

Question 7

● How can you insure scalability from Stage I to Stage II testing?
● How can you avoid bottlenecks in Stage I screening? What is the role of the synthetic

approach?
● What are the basic laws for fluid distribution? How critical is even distribution in a reactor

module? Discuss.
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(2) Applying the procedure of Figure 11.12 will deliver dimers for question (1), how can you

Search the web for automated labware for the synthesis of organic molecular compounds.



Question 8

● Why are partial gas-phase oxidations so important for the chemical industry?
● How can you check the temperature and gas distribution over a multitube reactor?
● What are the challenges of dynamic catalyst testing? When is it applied?

Question 9

● Enlist some of the means of overcoming mass transport limitations for gas–liquid-phase
catalysis.

Question 10

● Name some of the limitations of certain Stage I screening tools in liquid-phase catalysis.
● Can certain technical challenges become a bottleneck during screening in liquid-phase

catalysis? Discuss.

Question 11

● Develop a theoretical project for liquid-phase catalysis (Stage I and II screening) and de-
scribe the technologies you want to employ. What are the potential challenges you are fac-
ing? How can you overcome or work around bottlenecks?
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CHAPTER 12



12.1 INTRODUCTION

Photochemical reactions occur when a gas, a solution, or a solid mixture of chemicals absorbs
light to produce an excited state, which further reacts generating different reaction products. Part of
the excited-state particles might not convert into new species, but rather revert to the ground-state
species. The research field of heterogeneous photochemistry is focused toward the investigation of
each of the above-mentioned steps and elucidation of their mechanism and kinetics.

The absorption of monochromatic light [1a] is governed by the Beer–Lambert law that connects
the decrease in intensity of the light with the optical path and the concentration of the absorbing
species by an exponential equation

(12.1)

where I is the intensity of the monochromatic light after it passed through a cell of length l, con-
taining a solution of concentration c of the absorbing species. I0 is the incident light intensity and a
is a constant characteristic of the absorbing material.

The Einstein law of photochemical equivalence [1b] gives the ideal yield of a photochemical re-
action (when no secondary interaction occurs); for each absorbed quantum of light, one particle of
the reactant undergoes a reaction. The primary quantum yield gives the number of particles that dis-
appear directly as a result of the absorption of one quantum of light and it can vary between 0 and
1. The quantum yield may be different depending on the nature of the excited state. For instance,
the quantum yield of biacetyl formation in a polymer matrix [2a] changes from 0.045 for the first
excited triplet to 0.7 for a higher triplet.

An obvious condition for a photochemical reaction to occur is that the particle absorbs light and
that the excited state be stable enough to further react, but not so stable as to remain indefinitely un-
changed. For instance, the normal triplet lifetimes of aromatic compounds without chemical
quenching are in the range of msec to sec [2b]. In practice, either more or less particles than the ab-
sorbed number of quanta of light react due to secondary reactions. The ratio between the practical
and ideal number of particles that reacted for each absorbed quantum of light is called the quantum
yield. Often, the reaction proceeds through the formation of radicals and chain reactions and very
high quantum yields are attained. The quantum yield can be very low and still high enough for prac-
tical application of the reaction.

The absorption process is governed by the laws of quantum chemistry that give a description of
the energy levels that are available for electronic transitions due to the absorption of light. The lev-
els have different energies due to contributions of electronic, vibrational, or rotational structure of
the particle. The energy necessary for electronic transitions is higher than that due to a change in
the vibrational state of the atoms in the molecule, which in turn is smaller than that due to a rota-
tional change of the molecule. For a given energy level the distance between the atoms can change
from a minimal value given by the left branch of the energy curve and a maximal value given by
the intersection of a parallel to the Ox axis and the right-hand branch of the enegy curve. As long
as the latter point exists, the molecule remains stable. When that point moves to infinity, the mole-
cule dissociates. In a transition between energy states of the molecule, depending on the relative po-
sition of the two curves, a stable molecule will be maintained or else dissociation will occur.

The Franck–Condon principle [1c] states that owing to the fact that light absorption is a fast
process, there is no change in the relative atomic positions during the first step of a photoreaction and
there is no need to take into account the change in energy level owing to the movement of the atoms.
The electronic states of the molecules are characterized by the number of unpaired electrons. If all
the electrons are coupled the state is called a singlet, while one unpaired electron gives a triplet state.
When the ground state is a singlet and the excited state a triplet, manifold intersystem crossing is said
to take place. The lifetime of the reaction intermediates is usually shorter than that of either the re-
actants or the reaction products. The degradation process of the reaction intermediates involves, on

I I aIc� 0 exp
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top of the already mentioned possible return to the ground state, a chemical reaction or an energy
transfer to another species.

Photochemical reactions, like any chemical reaction, can be classified into various groups,
depending on the reactants and products, for example, elimination, isomerization, dimerization,
reduction, oxidation, or chain reaction. One important practical field of photochemistry is organic
photochemistry. In solution photochemical reactions, the nature of the solvent can markedly influence
the reaction. The absorbtion of the solvent and of the reaction products is an important parameter
for the choice of the reaction conditions. It is useful to have a solvent with a relatively low absorption
in the desired wavelength. Sometimes photosensitizers are used: these are substances that absorb
light to further activate another substance, which decomposes.

Several techniques are used to follow the photoreactions: their intermediates and the reaction
products. Fluorescence, phosphorescence, UV or visible spectra, or chromatography can be used to
follow the lifetime of the excited state. Recently, the thermal grating method was used to study var-
ious processes involved in photoreactions [2]. Stabilizers of a certain type of intermediate (singlet
or triplet) or the opposite (quencher) were used to determine which kind of intermediate is active.

Semiconductors play a special role in photoreactions [3]. They are used either as photosensitis-
ers or photocatalysts (see below). In the semiconductors, similar to large organic molecules, two
different groups of energy states are present. The lower energy group is called a valence band and
the higher energy group is called the conduction band. The reactants that undergo a reaction are usu-
ally adsorbed on the semiconductor surface and then are desorbed as they form products, provided
it does not decompose due to light absorption. The semiconductor is ready for a further reaction,
thus functioning much like a classical catalyst and is called photocatalyst.

In classical kinetic theory the activity of a catalyst is explained by the reduction in the energy
barrier of the intermediate, formed on the surface of the catalyst. The rate constant of the formation
of that complex is written as k � k0 exp(�∆G/RT). Photocatalysts can also be used in order to se-
lectively promote one of many possible parallel reactions. One example of photocatalysis is the
photochemical synthesis in which a semiconductor surface mediates the photoinduced electron
transfer. The surface of the semiconductor is restored to the initial state, provided it resists decom-
position. Nanoparticles have been successfully used as photocatalysts, and the selectivity of these
reactions can be further influenced by the applied electrical potential. Absorption chemistry and the
current flow play an important role as well. The kinetics of photocatalysis are dominated by the
Langmuir–Hinshelwood adsorption curve [4], where the surface coverage PHY � KC/(1 � KC) (K
is the adsorption coefficient and C the initial reactant concentration). Diffusion and mass transfer to
and from the photocatalyst are important and are influenced by the substrate surface preparation.

12.2 PHOTOCATALYSIS

Since the Honda–Fujishima effect [5] was reported in the early 1970s, extensive studies of pho-
tocatalysis on semiconductors, in particular on illuminated surfaces of titanium dioxide (TiO2), have
been carried out [6–19]. Through the 1970s to the 1980s, the main interest was focused on hydrogen
photoevolution from water or organic wastes. At this stage, the properties of semiconductors were
thoroughly investigated and described, including semiconductor modifications and sensitization, and
improvement of hydrogen evolution ability. Although water splitting is not in practical use yet, some
progress has been accomplished in the basic science. In the 1990s, the topic shifted to applications
of environmental remediation using TiO2 photocatalysts and significant progress has been realized.
Thus, photocatalytic chemistry involving semiconductor materials has grown from a subject of eso-
teric specialty interest to one of central importance in both academic and technological research. In
this context, environmental pollution and its control through nontoxic treatment and easy recovery
processes is a matter of serious concern. The number of publications concerning mineralization of
dyes, pesticides, accaricides, fungicides, etc., increased enormously during the last decade. Many
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products utilizing TiO2

already on the market. As a new trend, fossil fuels and the ever-increasing problem of carbon diox-
ide concentrations represent a particular issue of interest to researchers in this field. 

12.2.1 General Principles

Photocatalysis is the segment of catalysis, which covers the range of the reactions proceeding
under the action of light. Among them, we can distinguish phenomena such as catalysis of photo-
chemical reactions, photo-activation of catalysts, and photochemical activation of catalytic
processes. This term is defined by the IUPAC as follows “Photocatalysis is the catalytic reaction in-
volving light absorption by a catalyst or a substrate.” A more detailed definition may be the fol-
lowing “Photocatalysis is a change in the rate of chemical reactions or their generating under the
action of light in the presence of the substances (photocatalysts) that absorb light quanta and are in-
volved in the chemical transformations of the reaction participants, repeatedly coming with them
into intermediate interactions and regenerating their chemical composition after each cycle of such
interactions” [20].

Usually, the most typical processes that are covered by “‘photocatalysis” are the photocatalytic
oxidation (PCO) and the photocatalytic decomposition (PCD) of substrates, which most often be-
long to the organic class of compounds. The former process employs the use of gas-phase oxygen
as direct participant to the reaction, while the latter takes place in the absence of O2.

Photocatalysis uses semiconductor materials as catalysts. The photoexcitation of semiconduc-
tor particles generates electron–hole pairs due to the adsorption of 390 nm or UV light of low wave-
length (for TiO2). If the exciting energy employed comes from solar radiation, the process is called
solar photocatalysis [21]. 

As previously mentioned, to exhibit photocatalytic properties, inorganic solid compounds must
have electronic properties described by a semiconducting behavior [22]. A relatively wide range of
metal oxides and sulfides has been successfully tested as photocatalysts, for example, TiO2, WO3,
WS2, ZnO, Fe2O3, V2O5, CeO2, CdS, and ZnS [23–46]. However, even in the early stage of devel-
opment of this new branch of chemistry, the interest was focused on the reactions which occurred
inside illuminated suspensions of titania. For example, the formation of •OH radicals was observed
in aqueous TiO2 suspensions and their role was explained by Bard and co-workers [47,48].

The structure of the energy levels in semiconductor materials is well described by the quantum
theory of solids [49]. Electron–hole pairs are generated upon interband electronic transition, as an
effect of interaction with photons having an energy comparable (equal or higher) to the bandgap
that is separating the conduction and the valence bands (Figure 12.1). For titanium dioxide, this en-
ergy can be supplied by photons with energy in the near ultraviolet range. This property promoted
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titanium dioxide as a good and promising candidate for use as a photocatalyst using solar light as
energy source. However, solar daylight provides only 3 to 5% of its radiation intensity within the
absorption spectral range of titanium dioxide. 

The generation of electron–hole pairs under the action of the light is the initiating step in pho-
tocatalysis:

(12.2)

vs. the standard hydrogen electrode is of �3.1 V, and that for the conduction band electrons of

dizing potential.
The mobile charge carrier species may either recombine or reach the semiconductor surface,

where they can be trapped by the surface adsorbates or other sites. The lifetime of electron–hole
(e�/h�) pairs that are generated is important in determining the reaction yield. The holes are mainly
trapped by water molecules or hydroxyl ions, giving rise to very reactive hydroxyl radicals:

(12.3)

(12.4)

which are the principal oxidative species in the photocatalytic systems. These species may easily attack
organic substrates leading to their oxidation in a more or less degradative way (Equation 12.5 to
Equation 12.8). It is already known that the OH• radical species are nonselective nucleophylic oxidants
[50,51]:

(12.5)

(12.6)

(12.7)

(12.8)

The sign (�) means that the OH• radical is associated with the TiIV site. The chemical bond between the two
species is altered or even completely destroyed due to the formation of the oxidized organic species.

The formation of hydroxyl radicals is the rate-limiting reaction step in the photocatalyzed oxi-
dation using TiO2 and ZnO slurries. The rate of the reaction in D2O is approximately three times
slower than in H2O, due to the fact that the O–D bond has a lower energy level than the O–H bond
and, consequently, it needs a higher energy to generate radicals. But substitution of the hydrogen
atoms with deuterium in the reactant molecule has no effect on the initial reaction rate [48].
Experiments carried out in water-free aerated organic solvents resulted only in partial degradation of
the organic compounds. Complete mineralization to CO2 that typically occurs in aqueous solutions
has not been realized under these conditions. Although the oxidation potential for many organic com-
pounds is above the valence band energy of anatase, which from a thermodynamic point of view
would allow a direct interaction with the holes at the photocatalyst surface, the presence of hydroxyl
radicals is very important for the complete photocatalytic destruction of the organic substrates. The
dynamics of the hydroxyl radical (OH•), which is one of the active species generated, has been stud-
ied by ESR spectroscopy [52], while the recombination dynamics of the generated charge carrier has
been revealed by laser spectroscopic studies [53–58]. 
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�0.5 V (Figure 12.2). These values show that holes created by light excitation have a strong oxi-

In the case of anatase allotropic form of titania, the redox potential for the photogenerated holes



The contribution of the holes in the photocatalytic oxidation is decisive for the overall process
efficiency. Ishibashi et al. [51] estimated the quantum yields of hydroxyl generation for an aqueous
TiO2 suspension by monitoring the formation of 2-hydroxyterephtalic acid, which is a product of
the photocatalytic oxidation of the terephtalic acid. The quantum yield for OH• production was
found to be ~7 � 10�5 per absorbed photon. The photocatalytic oxidation of I� ions to I2, preformed
under the same conditions as terephtalic acid photooxidation, led to an iodide formation yield that
clearly showed the direct implication of photogenerated holes in the oxidation process. The calcu-
lated value for the photogeneration of holes was ~5.7 � 10�2 per absorbed photon, which is much
higher than the corresponding value for the hydroxyl formation. Guillard [59] suggested that one of
the photodegradation paths of butanoic acid on TiO2 involves a direct reaction between a hole and
one butanoate ion, resulting in CO2 and propyl radical production. They suggested that the propyl
radical further reacts with oxygen molecules, leading to propanoic acid and propylic alcohol.

The photoexcited electrons are trapped at the surface by TiIV sites, subsequent to this process re-
sulting TiIII sites, which may further transfer charge carriers to molecular oxygen resulting in the
formation of a superoxide radical:

(12.9)

(12.10)

The superoxide radical may interact with the protons (resulting, for example, from the reaction
described in Equation 12.4), with or without implying other electrons from the conduction band (the
species between parentheses may be adsorbed or in the aqueous phase):

(12.11)

(12.12)

Studies carried out by Cermenati et al. [60] also gave evidence about the contribution of radical
species in the photocatalytic oxidation of organic compounds. The addition of superoxide dismutase,
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which is an enzyme that catalyzes the dismutation of the superoxide radical, to an aqueous solution
of quinoline (pH 6), in the presence of TiO2 particles, as photocatalysts, led under UV irradiation to
a considerable decrease in the photocatalytic disappearance of the organic compound. 

Another method to control photoassisted transformations is to use molecules that may be excited
under visible light (Equation 12.13), such as dye molecules. These molecules (denoted by the letter
X in the following equations) are able to inject electrons into the conduction band of a catalyst
(Equation 12.14). The cation radical formed under these conditions may undergo chemical decom-
position, unless it regenerates in a period of time smaller than the period needed for its decomposi-
tion (Equation 12.15) [29]

(12.13)

(12.14)

(12.15)

TiO2 photoactivity depends on the efficiency of electron–hole generation, charge transfer, and
separation [57]. An elegant way to investigate the interfacial electron transfer between photocata-
lyst particles and charge carriers is to use a photoelectrochemical experiment which measures the
working electrode potential in the same working condition as photocatalysis in the bulk organic
molecule sensitizer/TiO2 reaction system. These measurements are mostly applicable to dyes. The
effect is appreciated from the analysis of photocurrent–time profiles.

light photons and subsequent electron injection from excited states to the TiO2 conduction band
[61]. Then electrons undergo transfer processes from the conduction band to a conductive film on
the working electrode and finally lead to the out-circuit. In this process, TiO2 particles function as
a bridge connecting the dye and working electrode. The difference in photocurrent under light-on
conditions resulted from different electron transfer efficiencies in different reaction systems. The
photocurrent correlates perfectly with the adsorption properties of the photocatalyst. These adsorp-
tive properties can be improved by introducing ions bound to the TiO2 that can act as good scav-
engers to trap electrons. As a result, only a small amount of photogenerated electrons can transfer

3B/TiO2 suspension system.

12.2.2 TiO2 Photocatalysts

2 photocatalysis has been
widely studied because of its potential application in air cleanup and water purification [62,63]. TiO2

is largely used as a photocatalyst owing to its beneficial characteristics: high photocatalytic effi-
ciency, physical and chemical stability, low cost and low toxicity. In addition to the wide bandgap,
titania exhibits many other interesting properties, such as transparency to visible light, high refrac-
tive index, and a low absorption coefficient. The two principal polymorphs of TiO2 are anatase and

the XRD patterns of anatase and rutile. It has been pointed out that the photodegradation reaction rate
is much more rapid over anatase than in the rutile [28,64,65], and it is mainly affected by the crys-
talline state and textural properties, particularly, surface area and particle size of the TiO2 powder.
However, these factors often vary in-opposite ways, since a high degree of crystallinity is generally
achieved through a high-temperature thermal treatment leading to a reduction in the surface area.
Thus, optimal conditions for synthesis have been sought to obtain materials of high photoreactivity
[31,66]. In addition, since photocatalytic reactions are generally studied in aqueous suspensions,
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to the working electrode to form an out-circuit. Figure 12.3 presents such curves for a dye X-

The sensitization process involves the excitation of the organic molecules by absorbing visible

rutile which are associated with bandgap energies of 3.2 and 3.1 eV, respectively. Figure 12.4 shows

In the area of advanced oxidation technology, semiconductor TiO



problems arising from the formation of hard agglomerates such as diffusion of reactants and prod-
ucts and light absorption have to be considered [66].

The phase structure of TiO2 greatly affects the photoactivity. In addition, amorphous TiO2

seldom displays photocatalytic activity due to the presence of nonbridging oxygen atoms in bulk
TiO2, whose Ti–O atomic arrangement defects could act as recombination centers of photogener-
ated electron–hole pairs. 

The photocatalytic performance of TiO2 depends not only on its bulk energy band structure but,
to a large extent, on surface properties. The larger the surface area, the higher the photocatalytic ac-
tivity. Decomposition of methylene blue solution over TiO2 thin film photocatalysts indicated that
TiO2 thin films on a glass substrate exhibited better photocatalytic decomposition than those on
polycarbonate and polymethyl methacrylate because of surface morphology. When titania was de-
posed on aluminum, inferior decomposition reaction occurred, which was explained by the fact that
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it captures the holes generated from the bulk of TiO2 and thereby decreases the photocatalytic effi-
ciency [67]. 

The type and density of surface states are affected, among others, by the synthesis process. A
soft mechanical treatment of TiO2 powder, for instance, was found to reduce significantly its pho-
tocatalytic activity for Cr(VI) reduction [68], while treatment in either H2 or N2 plasma was found
to enhance the activity within the visible-light range for certain reactions [69,70]. However, the in-
terplay between processing conditions and photocatalytic activity remains largely a state-of-art and
are beyond prediction at this point. Crystalline TiO2 has typically been calcined or crystallized in
oxidizing atmospheres, such as air and oxygen. The effect of the so-called inert atmospheres, such
as N2, Ar, and vacuum (~5 � 103 torr), has mostly been overlooked. The effect of other calcination
atmospheres, including air and H2 on the photocatalytic properties of TiO2, was investigated as well
[71]. Thus, the calcination atmosphere has been found to have significant effects on the photocat-
alytic activity of TiO2 in hydrogen production from a methanol/water solution [71]. Calcination in
either hydrogen or in vacuum results in a high density of defects and low surface hydroxyl cover-
age, thus yielding low activity. Calcination in Ar, in contrast, enhances visible-light excitation and
high hydroxyl coverage, leading to high activity.

12.2.2.1 Preparation Procedures 

To extend the applicability of titania, the ease of production and reproducibility has to be se-
cured in terms of production cost and product quality. The literature is abundant in methodologies
to prepare TiO2 photocatalysts, and as a consequence a very large number of materials have been
prepared and tested from colloidal to large surface area mesoporous materials.

Colloidal systems were reported to be much more effective than immobilized or supported cata-
lysts for photodegradation of any hazardous molecule [72,73]. Powdered materials exhibit an
important inconvenience. The main difficulty in employing an insoluble, powdered semiconductor in
aqueous dispersion is the need to remove the solids after treatment and subsequent redispersion in a
second aqueous solution to be purified. However, in the case of colloids it was speculated that they
may either be dispersed in the irradiated aqueous solution as a colloidal suspension, or attached to a
suitable support as a fixed or mobile fluidized bed [72,73]. 

Anatase was demonstrated to be the most effective phase of titania. Different methods for the
preparation of anatase powders were proposed. TiO2 materials need to be fabricated with high specific
surface areas and highly porous structures (preferred in nanoscale) for effective contact with reactant
substances to acquire high photocatalysis in the decomposition of various harmful substances in gas
or liquid. Among the reported procedures several proved to provide such photocatalysts: hydrolysis
under hydrothermal condition of titanium tetraethoxide above 250°C gave particles of 20 to 30 nm
size [74], vapor hydrolysis of titanium tetraisopropoxide at 260°C results in nanosized particles [75],
destabilization of aqueous titanium lactate below 100°C gave thin films on various substrates [76], de-
composition of titania-hydrate coated on hollow glass spheres [77], pulsed laser deposition [78], elec-
trodeposition [79,80], etc. Through application of these procedures or modified variants, extensive
studies have been performed to achieve various TiO2 nanomaterials with large surface areas (powders)
[81–83], nanotubules [84–88], nanofibers [78], and thin films comprised of nanocrystals [79,80].
Among these, nanotubules, nanofibers, and thin films have attracted much interest in this decade be-
cause of the large surface areas and various potential applications of these materials. Nanotubules and
nanofibers were fabricated through a template synthesis method that was pioneered by Martin’s group
[84]. In the template-synthesis method, commercial porous alumina membranes (with pore diameters
of 22 or 200 nm, several centimeters in diameter and 50 to 100 µm thick) were used as templates in a
sol–gel process. After removing the alumina templates, nanotube-shaped TiO2 powder [78] or bush-
like TiO2 nanotubules or nanofibers arrays [84] were obtained. Several potential applications of the
TiO2 nanostructures were investigated, including photocatalysis. Nevertheless, from the viewpoint of
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practical applications, exploring nanostructured TiO2 materials with high photocatalytic performance
and improved mechanical strength is vital and still remains a challenge for scientists.

TiO2 films have been prepared by various vacuum techniques such as chemical vapor deposition
[89], flame pyrolysis [90], DC sputtering [91], and precipitation [92]. The alkoxide sol–gel process
[93] has emerged as one of the most promising techniques for growing TiO2 thin films. The TiO2 thin
films prepared by an alkoxide sol–gel process can be of high purity and low cost due to the availabil-
ity of high-purity chemicals and simplicity of the process. Low processing temperatures may be de-
sired to minimize the interfacial interaction at the film–substrate interface. Unfortunately, the TiO2 thin
films prepared using alkoxides or other titanium precursors, require processing temperatures higher
than 300°C for the crystallization of TiO2 particles and removal of organic materials [94,95]. However,
appropriate choice of alkoxide and its solvent may reduce processing temperatures. Experiments car-
ried out by deposition of TiO2 on glass, polycarbonate, polymethyl methacrylate, and aluminum via
the sol–gel process using different alkoxide precursors evidenced the role of the carrier [96].
Decomposition of methylene blue solution over these TiO2 thin film photocatalysts indicated that the
TiO2 thin films on glass substrate exhibited better photocatalytic decomposition than those on poly-
carbonate and polymethyl methacrylate because of the surface morphology. The lower rate of de-
composition reaction of films deposited on aluminum was explained by the fact that it captures the
holes generated from the bulk of TiO2 and thereby decreases the photocatalytic efficiency [96]. 

The deposition of nanostructured TiO2-based material directly on glass is expected to achieve
enhanced photocatalysis and mechanical strength. Sputtering and a combination of sputtering and
sol–gel techniques seem to be the most adequate for such a purpose [91,97,98]. In the latter case,
porous alumina films on glass formed by anodizing sputter-deposited Al layers were used as tem-
plates in the successive sol–gel process. 

High-surface-area inorganic materials with ordered mesoporous structures have also been of
major interest for numerous applications including photocatalysis [99–102]. The ultra-high-surface-
area of mesoporous materials is appealing in applications of heterogeneous photocatalysis where it
is desirable to minimize the distance between the site of photon absorption and electron–hole redox
reactions to improve efficiency [103–105]. 

Degussa TiO2 P-25 represents a commercially available photocatalyst that was intensively in-
vestigated both at the laboratory- and pilot-scale plant. However, to enhance the applicability, it was
thought that its immobilization on preformed inert support surfaces was beneficial. Coating a gran-
ular silica support with 0.1% TiO2 (Degussa P-25) suspension and air-drying overnight followed by
pretreating under UV radiation in clean air led to granular photocatalysts in the range of 2 to 3 mm
in size and possessing an effective surface area of about 300 m2/g [106]. The deposition of the same
photocatalysts on glass Rasching rings [107–110] was found to remove the color and increase the
biodegradability of chlorinated cellulose effluent [109] or Orange II photocatalysis [110]. Other at-
tempts have been made to prepare titania-supported catalysts, using glass beads [111], fiber glass
[112], silica [113], stainless steel [114], fiber textile [115], honeycomb [116], and zeolites [117].
Besides a large adsorption capacity, high-silica zeolites (HSZ) notably exhibit a very low dependence
on effluent humidity and on compound polarity. This may be of particular interest since nonpolar
molecules hardly adsorb on pure TiO2. To develop enhanced photoactivity of TiO2, investigators
elaborated very different methods to support active titanium on zeolites, from simple amalgam of
powders through mechanical mixing [118], or with papermaking techniques [89] to chemical vapor
deposition [89], cation exchange [119], or direct synthesis [120]. Zeolites in pellet form (faujasite
Y and ZSM-5) were also used as supports for a titanium sol–gel impregnation, and physical char-
acterization of materials showed that a great intimacy of mixing was obtained without significant
modification of the adsorbent. Zeolites are inert and do not interfere with the photocatalytic mech-
anism in the degradation of volatile organic compounds (VOC) from industrial waste gas streams
[121]. However, most impregnation methods are based on acid-catalyzed sol–gel formation [122],
which may alter the framework structure of zeolites and more studies are necessary to define to
what extent the support undergoes physical or chemical modifications.
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All of these reports indicate that the deposition of titania upon available supports seems to be a
good strategy to prepare active photocatalysts. 

TiO2-pillared clay has also attracted significant attention as a photocatalyst, since its superior ad-
sorption properties were reported to accelerate photocatalytic reactions [123–125]. TiO2-pillared clay
has a mesoporous structure owing to its small TiO2 particles that are located between silicate layers
as pillars and shows high adsorption ability owing to its large specific surface area [126,127]. The
interlayer surfaces of the pillared clay are generally hydrophobic [128], which is an advantage
needed to adsorb and enrich diluted hydrophobic organic compounds in water [123]. In addition, it
also demonstrates photocatalytic activity owing to the nanosized TiO2 pillars. Photocatalytic degra-
dation on TiO2-pillared clay for gaseous substances in air has also been found to be influenced by
surface hydrophobicity of the pillared clay, because the air contains humidity [129]. The surface hy-
drophobicity of TiO2-pillared clay can be controlled by selection of the clay, as it is known to in-
crease in the sequence: Saponite-Ti � Montmorilonite-Ti � Mica-Ti [129]. This increase enhances
the adsorption of highly hydrophobic substances such as toluene and trichloroethylene, but does not
influence the adsorption of less hydrophobic substances such as ethylene and ethanol. Enrichment of
toluene and trichloroethylene by adsorption on TiO2-pillared clay enhances photocatalytic degrada-
tion and the sequence of events is in agreement with the surface hydrophobicity of the pillared clay. 

As is described in detail by Fenelonov and Melgunov elsewhere in this book, texture is a very
important parameter for heterogeneous catalysts including photocatalysts. The effect of the size of
the primary particles (crystal size) and secondary particles (aggregates of primary particles) have
been shown to be very important. For the decomposition of trichloroethylene gas, the maximum de-
composition rate was observed on primary particles with a size of about 8 nm and the rate was ob-
served to decrease gradually with increasing particle size [130]. Amongst three anatase powders
synthesized under hydrothermal conditions with different crystallite sizes (6, 11, and 21 nm)
anatase of the intermediate size (i.e., 11 nm) was shown to have the highest photoactivity for the
decomposition of gaseous CHCl3 [131], while anatase particles with average size of 30 nm were re-
ported to have the highest decomposition rate for methylene blue in water [132]. For C2HCl3 in
aqueous solution a crystallite size of about 15 nm was the most effective [133]. Other reports also
pointed out that crystallinity of anatase phase is one of the important factors governing photocat-
alytic performances and the maximum rate for decomposition might be different between pollutants
in water and those in gaseous state, and also might depend on the nature of the pollutant [134].
Maximum methylene blue decomposition in water was obtained on anatase powders with an ap-
parent crystallite size of about 36 nm [134]. 

Another problem to overcome is the growth of TiO2 nanocrystallites, prepared during sintering
processes at high temperatures. Serious aggregation of the ultrafine powder occurs when it is dis-
persered in aqueous solutions, and should therefore be taken into account for the development of a
photocatalyst that can yield high reactivity under visible light. 

The effect of the surface area is far from being a simple one. It was shown for titania that when
the surface area changes from 110 to 12 m2/g, the average time required for a complete mineral-
ization of organic substrates increased from 40 to 75 and 50 to 75 min for salicylic acid and phe-
nol, respectively [135]. These results clearly show that textural properties, particularly the surface
area, strongly affect the photoreactivity, although a high-temperature treatment improved their crys-
tallinity [18]. Therefore, this phenomenon may be explained only in connection with the catalyst
surface dehydroxylation.

The number of surface OH groups can be determined by the method described by Van Veen et
al. [136] according to the reaction

(12.16)

The texture of the catalysts also controls the half-lifetime of charge carriers. This can be easily
obtained from microwave absorption experiments using a time-resolved microwave conductivity

3(TiS OH) Fe(acac) (TiS O) Fe(acac) (TiS OH) (3 )Hac3 3� � � � � � �� −y y y y aac
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(TRMC) method [83,137]. The decrease in half-lifetime of photogenerated charge carriers has two
major causes, which contribute to the photocatalytic reactivity in opposite ways. The first one is as-
sociated with fast charge recombination rates in the semiconductor particles, which may result from
impurities or small crystal size and leads to a drastic reduction in the photoreactivity. The second
one originates in the charge carrier being trapped by defect sites or surface hydroxyl groups, thus
enhancing the probability of reaction with the present organic substrates.

12.2.3 Modified Titania Photocatalysts

Titanium dioxide has attracted much attention in the field of photocatalytic applications for en-
vironmental purification, decomposition of harmful substances, and utilization of solar energy.
Solar photocatalysis for wastewater treatment has already proven to be a highly effective technol-
ogy and TiO2 the most commonly applied catalyst system [16,18,22,138]. TiO2, as a wide bandgap
semiconductor (3.2 eV), is only responsive to radiation in the UV and near-UV range (�� 388 nm).
This bandgap is however not ideal for solar applications, and limits application to the visible range.
Therefore, the development of photocatalysts that can be excited by visible light (�� 400 nm) is of
considerable interest [70,139,140].

To perform decontaminations utilizing solar light, many attempts to develop second-generation
photocatalysts that can drive the photodegradation reaction with visible light were undertaken
[141]. These efforts concentrated either on organic molecule sensitization or transition metals
doping of crystal TiO2-based photocatalysts [142–145]. The chemical stability of organic photo-
sensitizers represents an important issue in photocatalytic systems [141,146]. As one of the major
environmental pollutants, dyes and their derivatives possess good absorption in the visible-light
range. As a consequence, a dye/TiO2/visible-light reaction system should be a reasonable solution
for dyestuff wastewater treatment.

On the other hand, recombination of generated e�/h� pairs affects the amount of active oxygen
species produced by charge trapping. To suppress annihilation of the photogenerated e�/h� pairs,
studies of selective metal ion doping of the crystalline TiO2 matrix have been carried out. This tech-
nique has proven to be the most popular for modification of TiO2 surfaces.

Studies have demonstrated that rare-earth ion modification can greatly improve the photocat-
alytic activity of TiO2 [147], although recent data disclosed uncertain doping effects (even contro-
versial results) about transition metal ion dopants [140]. 

The addition of a second species can cause a decrease in charge recombination and an increase
in the TiO2 photocatalytic efficiency. Such behavior was examined by loading a series of species on
the surface or into the crystal lattice of photocatalysts: inorganic ions [148–152], noble metals
[153,154], and other semiconductor metal oxides [155]. It was thus proven that modifications pro-
duced by these species can change semiconductor surface properties by altering interfacial electron-
transfer events and thus the photocatalytic efficiency.

Rare-earth elements have been largely used in these studies. Among them, europium (III) was
considered owing to its unusual electronic structure. Eu3�-ion-modified TiO2 samples were pre-
pared by a chemical coprecipitation–peptization method [156], which consists of prehydrolysis of
TiCl4 by frozen distilled water. The Eu2O3 powder was added to the above solution to produce a
transparent aqueous solution according to the required Eu3� modifying content (Eu3� ion equiva-
lent to 3.0 at% of Ti in bulk solution). 

The local structure around the lanthanide ions with differing redox potentials: Eu(III)/(II) (�0.35 V
vs. NHE), Yb(III)/(II) (�1.05 V), and Sm(III)/(II) (�1.55 V) in TiO2 particles was investigated by
EXAFS. The photocatalytic reaction and EXAFS studies were also carried out for a calcined Yb(III)
ion adsorbed-TiO2 catalyst [157]. The photocatalytic activity of these lanthanides toward methyl blue
photodecomposition was very similar, suggesting that adsorbed lanthanide ions on TiO2 particles
scarcely assist the high-photocatalytic activity of TiO2 catalyst. However, the way in which the 
catalysts were activated was of high importance. The photocatalytic activity of the calcined Yb/TiO2
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catalyst was greater than that of a noncalcined catalyst. This is in contrast with the photocatalytic ac-
tivity exhibited by Fe/TiO2, for example, for which the calcined catalyst was much less active than
the noncalcined one. These observations clearly show that the role of adsorbed metal ions on TiO2

particles changes before and after the calcinations of the system, and that the change involves the
local structure and charge of the metal ions adsorbed-TiO2 particles. 

In the case of 2-propanol, since there is an imbalance of charge between OH and CH, the Yb(III)
ion attracts the OH side. Consequently, the photocatalytic activity of Yb/TiO2 catalyst was slightly
higher than that of pure TiO2 catalyst, since the reaction of 2-propanol with OH* radicals produces
acetone via the CH3C*(OH) CH3 radical. However, the Fe/TiO2 catalysts again exhibited better pho-
toactivity.

Finally, for adenosine 50-triphosphate (ATP) (an anionic substance), lanthanide-ion-modified
TiO2 catalysts were found to be more selective. This suggests that the selectivity of photocatalytic
decomposition for target substances can be controlled by a combination of the properties of the ad-
sorbed metal ions (e.g., ionic radius, d- or f-electron, redox potential) and the coordination struc-
ture of their ions on the surface of TiO2. These data indicate that Sm/TiO2, Eu/TiO2, and Yb/TiO2

are more selective toward anionic substances than Fe/TiO2, which is excellent for decomposition of
cationic and neutral substances.

Neodymium has also been used as an ion modifier for a TiO2 sol photocatalyst made of nanopar-
ticles with an anatase semicrystalline structure. Under visible light irradiation this system was able
to decompose phenol and many phenol derivatives, which confirms other data obtained for lan-
thanides, revealing the selective photocatalysis and weak photomineralization power of Nd3�–TiO2

sol. The fact that visible light-induced photocatalysis suggests that introducing lanthanoid
neodymium ion acceptor impurities or clusters until reaching the necessary amount for the splitting
of discrete energy levels into an impurity subband and overlapping of this sub-bandgap with the
conduction band of the TiO2 semiconductor is possible (Figure 12.5) [158]. 

Choi et al. have made a comprehensive investigation of the relative efficiency of metal ion-doped
TiO2 by laser spectroscopy, in which the metal ions have an ionic radius similar to Ti(IV) (0.75 ).
They concluded that the efficiency depends on whether the metal ion acts as a mediator of interfa-
cial charge or as a recombination center [159], while the existence of the positive charge of ion
species bound on the surface of TiO2 nanoparticles may enhance the chemisorption of anionic reac-
tant species. This conclusion also emerges from the studies of Ranjit et al. [160], who investigated
the photocatalytic degradation of organic pollutants and salicylic acid in the presence of lanthanide
oxide-doped TiO2 catalyst, in which the lanthanide ions were expected to interact with organic func-
tional groups via the f-orbitals rather than as an interfacial charge mediator, since lanthanide ions
have much larger ionic radii (ca. 1.1) than the Ti(IV) ion and are known for their ability to form com-
plexes with various Lewis bases. 
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Transition metal ions have also been incorporated into TiO2-based matrices. A bandgap shift to
the visible range was observed when they are impregnated on large bandgap semiconductors
[161–163]. Intimately mixed aerogels of TiO2–SiO2 with transition metal ions like V, Cr, Mn, Fe, and
Ni were investigated for the decomposition of acetaldehyde under UV irradiation [164]. The reaction
rates for V and Mn were nearly five and ten times, respectively, greater than their corresponding rate
constants under visible light irradiation. In addition, these authors found that the activity of these cat-
alysts under UV light irradiation is double than that of the standard Degussa P-25 TiO2 catalyst.
These results indicate that the extent of dispersion and local structure of the metal oxides play a sig-
nificant role in the decomposition reaction of acetaldehyde under visible as well under UV light ir-
radition. This report in conjunction with other data shows that, indeed, visible light photocatalysts
for gas-phase oxidation reactions are available. Another example is the M–TiO2–SiO2 catalysts, in
which M � Co or Ni. These visible light photocatalysts exhibit comparable activity to analogous
chromium systems in gas-phase photoxidation of acetaldehyde to CO2. However, under the condi-
tions employed [164], only the M–TiO2–SiO2 formulations were active, and not M–TiO2. The
presence of silica seemed to be essential for the photooxidation of acetaldehyde.

Cr-ion-doped titania loaded MCM-41 (TiO2/Cr-MCM-41) has exhibited reasonable photocat-
alytic activity with visible light for aqueous formic acid conversion [165]. Also, Cr ion doping by
ion beam methods has been used with some success [166–168].

The way in which the activation of transition metal ions incorporated photocatalysts is carried out
is also very important for the photocatalytic behavior. Simply using adsorbed Fe(III) ions on TiO2 with-
out calcination, Ohno et al. [169] have reported a remarkable effect on the oxidation of water. This re-
sult suggests the possibility that contact of TiO2 with metal ions in water affects photocatalytic activity.
Conversely, a binary mixed oxide of Fe2O3/TiO2 (1:1, by weight) calcined at 700°C showed reduced
activity in the photocatalytic degradation of o-cresol, compared with the oxide calcined at 500°C [170],
owing to an increased proportion of the inactive pseudobrookite phase [171]. EXAFS studies and x-
ray absorption near-edge structure (XANES) studies [172–174] have been employed to find answers
to the nature of interatomic bonding and electronic states, and to provide information on the structural
relationship between a metal ion and an oxide surface or a reactant. However, a complete explanation
has yet to be attained, although some interpretation has been reported for several oxides [175–177].

As was mentioned above, photocatalytic dye reactions represent an important part of photo-
catalysis. The combination of organic molecule sensitization and transition metal doping on TiO2

crystals may enhance photocatalyst performance. The sensitization process involves the excitation
of dye molecules with visible light and the subsequent electron injection and electron transfer. The
electron–cation radical (e� � dye�) generation capacity depends mainly on the incident light in-
tensity. The charge transfer and separation efficiency depend on the electron acceptor, transferring
route, and adsorption effect between the dye molecule and TiO2 particles. The addition of Eu3� may
result in a higher scavenging capability than that of the oxygen molecule for the TiO2 conduction
band electrons, thus resulting in a better transfer and separation efficiency of charge pairs.
Considering the standard redox potentials of Eu3�/Eu2� and O2/O2

� (E0(Eu33� � Eu2�) � �0.36 V,
E0(O2/O2

�) � 0.338 V and Evb(TiO2) � �0.5 V vs. NHE), it was found that the presence of Eu3�

ions on nanoparticle surfaces may result in the following [178]:

First step: dye* � CB(TiO2) ⇒ dye� � e-CB(TiO2) electron injection

Second step: Eu3� � e� ⇒ Eu2� electron trapping

Third step: Eu2� � O2 ⇒ Eu3� � O2
� electron transferring

The above electron trapping process promotes the electron transfer effects, which improves the pho-
tocatalytic activity of Eu–TiO2. At the same time, the positively charged vacancies (h�) remaining on
the dye molecule can extract electrons from hydroxyl species in solution to produce hydroxyl radicals
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(*OH). These radicals are strong electrophiles capable of oxidizing and destroying organic molecules
in an aqueous medium. Less stable dye cation radicals (dye*�) are also very susceptible to photoox-
idative degradation by molecular oxygen and superoxide anion radicals (O2

�). Throughout the process,
the Eu3� species act as an electron scavenger to trap the TiO2 CB electrons injected from excited dye
molecules. The electron trapping capability of Eu3� ion is apparently superior to that of the oxygen
molecule (O2) [179]. The electrons trapped by Eu3� ions are subsequently transferred to the surround-
ing O2 adsorbed on TiO2 particles. Meanwhile, the destruction of dye molecules occurs by the interac-
tion with holes (h�) and hydroxyl radicals (*OH).

12.2.4 Mixed Oxide and Composites Containing Titania

Titania–silica aerogels possess very high surface areas (600 to 1000 m2/g) and large pore vol-
umes (1 to 4 cm3/g), and thereby have attracted considerable interest for photocatalysis. A number
of studies have shown that titania–silica intimate mixtures exhibit enhanced UV photocatalytic ac-
tivity compared with pure titania [180–183].

More complicated mixed oxide photocatalysts have been reported as well. Chu et al. [184] have
fabricated highly porous TiO2–SiO2–TeO2/Al2O3/TiO2 composite nanostructures on Ti/glass sub-
strates. In these preparations, porous alumina films were used as the carrier material acquiring the
necessary mechanical strength. The porosity and pore distribution of the anodic alumina nanos-
tructures were controlled by adjusting the anodizing conditions (solution, voltage, or current) and
the successive pore-expanding time. These photocatalysts were investigated by decomposing ac-
etaldehyde gas under UV illumination. 

Moon et al. [185–187] prepared titanium–boron binary oxides by the sol–gel method. They re-
ported that Pt-loaded Ti/B photocatalysts could decompose water into O2 and H2, stoichiometrically.
More recently, Jung et al. [188] investigated the local structure and photoactivity of B2O3–SiO2/TiO2

ternary mixed oxides (the SiO2 content was fixed as 30 at% with respect to TiO2). Boron was incor-
porated into the framework of a titania matrix by replacing Ti–O–Si with Si–O–B or Ti–O–B bonds.
During this process, paramagnetic species such as O� and Ti3� defects were formed by boron incor-
poration. All B2O3–SiO2/TiO2 samples had pure anatase phase structure even though the calcination
temperature was over 900°C. Incorporating more than 10% of boron oxides enlarges the grain size
of the anatase phase and causes a red shift of the light absorption spectrum. As a result, the pho-
toactivity of B2O3–SiO2/TiO2 ternary mixed oxides was greatly influenced by the content of boron. 

Other composite photocatalysts were prepared by mounting immobilized anatase particles on
mesoporous silica and silica beads [189–191]. The behavior of anatase-mounted activated carbons
was also studied in detail [192–194]. It was even suggested that carbon-coated anatase exhibits bet-
ter performance in photocatalysis than anatase itself, demonstrating high adsorptivity, inhibition of
interaction with organic binders, etc. [195,196].

Homogeneous, nanosized, copper-loaded anatase titania was synthesized by an improved
sol–gel method [197]. These titania composite photocatalysts were applied to the photoreduction of
carbon dioxide to evaluate their photocatalytic performance. Methanol was found to be the primary
hydrocarbon product [198]. Under calcination conditions, small copper particles are well dispersed
on the surface of anatase titania. According to XAS and XPS analysis, the oxidation state of Cu(I)
was suggested to be the active species for CO2 photoreduction [199]. Higher copper dispersion and
smaller copper particles on the titania surface are responsible for a great improvement in the per-
formance of CO2 photoreduction.

12.2.5 Noble Metal Deposited on Titania Surfaces

One of the major limitations in semiconductor photocatalysis is the relatively low value of the
overall quantum efficiency mainly due to the high rate of recombination of photoinduced elec-
tron–hole pairs at or near the surface. Some success in enhancing the efficiency of photocatalysts
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has been achieved by using nanosized semiconductor crystallites, instead of bulk materials and
modifying photocatalysts by depositing noble metals like Ag and Pd on their surface [200,201].
These approaches demonstrate once again that semiconductor particle size and surface properties
are two important factors influencing the performance of photocatalysts in that they can influence
the separation efficiency of photoinduced electron–hole pairs, besides the photocatalytic oxidation
reactions take place at or near the surface. 

that the interaction between two different materials with different work functions can occur because

from a material with a high Fermi level to another with a lower Fermi level when they contact each
other. The Fermi level of an n-type semiconductor is higher than that of the metal. Hence, the elec-
trons can transfer from the semiconductor to the metal until thermodynamic equilibrium is estab-
lished between the two when they contact each other, that is, the Fermi level of the semiconductor
and metal at the interface is the same, which results in the formation of an electron-depletion region
and surface upward-bent band in the semiconductor. On the contrary, the Fermi level of a p-type
semiconductor is lower than that of the metal. Thus, the electrons can transfer from the metal to the
semiconductor until thermodynamic equilibrium is established between the two when they contact
each other, which results in the formation of a hole depletion region and surface downward-bent
band in the semiconductor. Figure 12.6 shows the formation of semiconductor surface band bend-
ing when a semiconductor contacts a metal. 

The characterization of semiconductors, which relies on analyzing illumination-induced
changes in the surface voltage, can be easily made using surface photovoltage (SPS) spectroscopy
[200]. It was thus found that the SPS response of semiconductor nanoparticles (TiO2 or ZnO) be-
comes much weaker after a noble metal (Pd or Ag) is deposited on their surfaces, which may result
from the noble metal clusters with an appropriate size effectively trapping photoinduced electrons.
However, when the loading or size of the noble metal clusters becomes too large, the advantages of
metal deposition are lost and these sites begin to function as recombination centers. The concen-
tration of the noble metal at which these changes occur is a function of the nature of the metal. For
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of their different chemical potentials (see [200] and references therein). The electrons can transfer

To understand the role of the noble metal in modifying the photocatalysts we have to consider



example, the SPS response of Pd/semiconductor composite nanoparticles with a Pd content of
0.5 wt% was weaker than that of 0.75 wt%, while the SPS response of Ag/composite nanoparticles
with the Ag content of 0.5 wt% was stronger than that of 0.75 wt%, which may demonstrate that
the Ag content of 0.75 wt% is also appropriate. Concerning the role played by the noble metal clus-
ters, it was suggested that they help fill the holes of the TiO2 semiconductor surface with anions
[201]. These holes on Ag–TiO2 catalyst are much more common, which may explain the increased
amount of Ag which can accommodate with the semiconductor support. 

In addition, the rate of O2 reduction, forming O2
� by electron, is of importance in preventing

carrier recombination during photocatalytic processes utilizing semiconductor particles. O2
� for-

mation may be the slowest step in the reaction sequence for the oxidation of organic molecules by
OH radicals or directly by positive holes. Cluster deposition of noble metals such as Pt, Pd, and Ag
on semiconductor surfaces has been demonstrated to accelerate their formation because the noble
metal clusters of appropriate loading or size can effectively trap the photoinduced electrons [200].
Therefore, the addition of a noble metal to a semiconductor is considered as an effective method of
semiconductor surface modification to improve the separation efficiency of photoinduced electron
and hole pairs. 

12.2.6 Monoliths Containing Titania

To be used as photocatalysts, especially in the so-called clean technologies, active materials
must fulfill the following requirements: (1) very low toxicity, (2) resistance to photo-corrosion, (3)
high availability, (4) high catalytic efficiency, and (5) low cost. From all the materials cited above,
titanium dioxide and its derivatives seem to offer the best answer to these requirements, being by
far the most commonly utilized photocatalysts. To be used in gas-phase photocatalysis, in addition
to the above requirements, two other conditions are still necessary, that is, a very small pressure
drop and an easy recovery.

Inclusion of photocatalysts in monolithic structures, namely solid structures with bored parallel
channels, enables the pressure drop caused by the passage of the gas through the catalyst to be re-
duced by several orders of magnitude and improves both chemical and photon contact surfaces
[202]. Studies on the gas-phase photocatalytic destruction of VOCs have shown the efficiency of
such catalysts in the destruction of chlorinated compounds [203], even using relatively small
amounts of TiO2 on the wall of the monolith [204]. 

Avila et al. [205] extruded a titania monolith using a mixture of TiO2 and fibrous magnesium sil-
icate as the binder and calcined the extruded green bodies at 500°C. For comparison, the same group
prepared a titania monolith photocatalyst starting from a ceramic monolith made of MgSiO4, which
was coated by immersion in a basic aqueous suspension of hydroxylated TiO2 gel, prepared by hy-
drolysis of titanium isopropoxide in abundant water acidulated with nitric acid. This procedure yields
particles of 5 to 10 nm diameter, aggregated into 100 nm clusters. In the latter case, the TiO2 film
should be stabilized by an appropriate thermal treatment that allows the particles to be sintered with
the closest neighboring particles and with the magnesium silicate substrate. Firing conditions are crit-
ical to avoid sudden evaporation of water that may crack (and peel off) the TiO2 layer. The stabiliza-
tion of the layers of titanium is also important to avoid loss of material by erosion.

From the results obtained in this study [205], it was concluded that the catalyst prepared by ex-
trusion of a paste containing the TiO2 precursor together with natural silicates, is more active in the
photocatalytic mineralization of organic compounds than the coated film. 

12.2.7 ZnO

As a well-known photocatalyst, ZnO has received much attention in the degradation and com-
plete mineralization of environmental pollutants [109,206–208]. Since ZnO has almost the same
bandgap energy (3.2 eV) as TiO2, its photocatalytic capacity is anticipated to be similar to that of
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TiO2. However, in the case of ZnO, photocorrosion frequently occurs with the illumination of UV
lights. This phenomenon is considered as one of the main reasons for the decreased photocatalytic
activity of ZnO in aqueous solutions [209,210]. But for gas-phase applications, this disadvantage
should not exist [211]. Additionally, some studies have confirmed that ZnO exhibits a better effi-
ciency than TiO2 in the photocatalytic degradation of some dyes, even in aqueous solutions
[212,213].

ZnO particle morphologies are very complex and diversiform in comparison with TiO2. Thus,
monodispersed ZnO particles with well-defined morphological characteristics, such as spherical, el-
lipsoidal, needle, prismatic, and rod-like shapes, have been obtained. Aggregates composed of these
basic shape particles have also been achieved. The methods used for synthesis of these ZnO pow-
ders include alkali precipitation [214–216], thermal decomposition [217], hydrothermal synthesis
[218], organo-zinc hydrolysis [219], spray pyrolysis [220], and other routes. 

In contrast to TiO2, the effects of ZnO particle morphologies on photocatalysis have not been
completely elucidated. Although crystallinity is regarded as an important factor in photocatalysis
[208,221], the meaning of this terminology is ambiguous. It is often estimated qualitatively by the
peak intensity in x-ray diffractograms, while its quantitative evaluation is less commonly reported.
Recently, Li and Haneda [222] synthesized ZnO powders with different morphologies and exam-
ined the photocatalysic properties of these powders toward acetaldehyde decomposition. The crys-
tallinity of ZnO powders was calculated from lattice strain data. The authors found a dependence
of the photocatalytic activity on crystallinity, surface area, and particle morphology. The morphol-
ogy of ZnO particles is very sensitive to the preparation conditions and methods. 

As with TiO2, ZnO has also been fixed on glass Raschig rings to remove the color and to increase
the biodegradability of the chlorinated cellulose effluent [109] or Orange II photocatalysis [110].

12.2.8 Other Oxide Semiconductors

CeO2, WO3, and Fe2O3 have also been investigated as photocatalysts in the oxidation of water to
oxygen [46,223]. Their performance is, however, inferior to those exhibited by other photocatalysts.

12.2.9 Calcium Hydroxyapatite Modified with Ti(IV)

Calcium hydroxyapatite (HAP) modified with Ti(IV) is a photocatalyst with very specific behav-
ior. The modification of HAP particles was performed by coprecipitation and ion-exchange methods
[235]. A UV radiation was absorbed by Ti(IV)-modified HAP particles but not by the unmodified par-
ticles. Similarly, the decomposition of acetaldehyde and albumin by Ti(IV)-doped particles was ob-
served under UV irradiation, while the unmodified HAP particles were inactive for the decomposition
of both materials. Further, unlike TiO2, Ti(IV)-doped HAP showed a bactericidal function in the dark,
although TiO2 is active only under UV irradiation. HAP has a feature that Ca(II) ions in the crystal are
exchanged with Ti (IV) up to about 0.1 Ti in atomic ratio. The added Ti(IV) exists as a divalent cation
such as [Ti(OH)2]

2� and [TiHPO4]
2� in the HAP crystals. Ti(IV)-substituted HAP has surface OH

groups originating from HPO4
2� and OH� coordinating to Ti(IV). The HAP particles penetrated by

Ti(IV) absorb UV radiation at a wavelength �380 nm. This character of Ti(IV)-modified HAP resem-
bles the case of the oxidative decomposition of organisms by TiO2. However, HAP has a high affinity
to organisms such as proteins whereas TiO2 shows no affinity to organisms. Therefore, unlike TiO2 pho-
tocatalyts, Ti(IV)-modified HAP has both adsorption affinity and photocatalytic activity for organisms. 

12.2.10 Polyoxometalates

Polyoxometalates (POMs) have been the object of growing interest as photocatalysts for the ox-
idation or reduction of organic or inorganic compounds [225–230]. Many of these POM systems
share the same general photochemical characteristics as semiconductor photocatalysts. For example,
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they can act as electron relays, and undergo stepwise multielectron redox reactions while their struc-
ture remains intact. They have also been combined with photoactive and inactive support materials
to assist in POM recovery and to improve catalytic activity [231–234].

POMs have also been employed as electron scavengers in connection with photoexcited TiO2 to
decrease charge recombination, resulting in significant enhancement of the rate of photoreaction. It
was shown [235] that addition of POM anions to TiO2 dispersions resulted in significant rate en-
hancement in the oxidation of dichlorobenzene. Other studies reported enhanced photocatalytic re-
duction rates for methyl orange in a composite TiO2/PW12

3� system [236] or in the photocatalytic
degradation of 2,4-dichlorophenol (DCP) in aqueous media on �-12-tungsto-phosphatic acid
(PW12

3�, POM), loaded on the surface of TiO2 particles as a cocatalyst [237].
Loading the PW12

3� species on the surface of TiO2 enhances charge separation in UV-illuminated
TiO2, thereby accelerating the hydroxylation of the initial DCP substrate, but not the mineralization of
DCP, which is somewhat suppressed in the presence of POM. An increase in the loading of the POM
increases the concentration of aromatic intermediates, and more toxic intermediates, such as 2,6-
dichlorodibenzo-p-dioxin and 2,4,6-trichlorophenol, which were detected in the PW12

3�/TiO2 system. 

12.2.11 Heterogeneous Fenton-Type Catalysts

FeZSM-5 was reported as a heterogeneous Fenton-type catalyst for photocatalytic oxidation of or-
ganic substances using H2O2 [238]. FeZSM-5 was prepared by hydrothermal crystallization in the pres-
ence of an iron salt. In contrast to the homogeneous Fenton system, the catalyst prepared demonstrated
minimal leaching of iron ions, being stable through 30 catalytic runs and not losing activity in the pres-
ence of complexing agents, e.g., P2O7

4�. The catalyst was active in the oxidation of organic substances
at pH from 1.5 to 8, with maximum activity being observed at pH 3. The FeZSM-5 effectively oxi-
dized a simulant of the warfare agent, diethylnitrophenil phosphate, which is hardly detoxified by other
methods. The rate of oxidation of formic acid, ethanol, and benzene over FeZSM-5 increased under
the action of visible light (� � 436 nm), the quantum efficiency being in the range of 0.06 to 0.14.

12.3 KINETIC STUDIES

The affinity between reactants and photocatalysts plays an important role on the overall reac-
tion rate [239]. To understand the mechanistic details of the photocatalytic processes, numerous ki-
netic studies have been investigated [28,50,240]. From these studies, there is general agreement that
the principal oxidizing agent involved in photodegradation reactions of organic compounds is the
hydroxyl radical, OH•. This species can be generated by reactions of a hole with surface OH groups
and electrons with adsorbed O2, followed by an attack on water. Furthermore, it is indicated that the
presence of a large amount of OH groups on the surface of the photocatalyst enhances O2 adsorp-
tion and consequently, its photoreactivity. Thus, the knowledge of this quantity is interesting in
comparative studies as mentioned by several recent works [83,241,242].

In the presence of molecular oxygen as a surface electron acceptor, the mechanistic pathway,
generally given, is

(12.17)

The above mechanism suggests that the presence of adsorbed oxygen O2(ads) is essential for pho-
tocatalysis. It allows an increase of hole lifetime by reaction with an electron and the formation of
oxidizing OH* radicals.

Kinetics of the photooxidation of organic water impurities on illuminated titania surfaces has
been generally regarded to be based on the Langmuir–Hinshelwood equation with first-order
reaction kinetics vs. initial substrate concentration was established univocally by many authors

O e O * H HO * HO * O H O O OH * OH2(ads) 2 2 2 2 2 2 2� � � � � � � �� �� � � e
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[50,243–246]. Full mineralization of organic compounds, including phenols and other aromatics,
on the surface of illuminated titania proceeds via many steps, made of one-electron oxidation or re-
duction reactions. A full set of the reactions which take place (or are likely to) on illuminated semi-
conductors has been given by Gerischer and Heller [247]. Under illumination, organic molecules
react with photogenerated holes or, more probably, with photoinduced •OH radicals, resulting in a
number of hydroxylated reaction intermediates. Determination of these compounds has been the
subject of many investigations [248–251]. However, until now a full mechanism of photooxidation
of organic derivatives has not been established.

Okamoto et al. [243] proposed a kinetic expression, which included the initial substrate concen-
tration, amount of semiconductor powder, oxygen partial pressure, and intensity of incident light. In
this study, phenol concentration was the only variable. Therefore, the reaction shows first-order be-
havior with kinetic constants, k and K, which can be easily calculated from the afore mentioned
Langmuir–Hinshelwood equation. When kinetics and intermediates of catechol, resorcinol, and hy-
droquinone decomposition on illuminated TiO2 were investigated, three factors remained constant in
all experiments, i.e., amount of semiconductor powder, oxygen partial pressure, and intensity of in-
cident light. Therefore, assuming the Langmuir–Hinshelwood model for the photocatalytic reaction,
the rate equation is as follows:

(12.18)

where c is the substrate concentration in water, k a rate constant, and K a constant of adsorption
equilibrium. For first-order reaction kinetics, the dependence of 1/r on 1/c should be linear. 

For the case of large content of various organic intermediates, their competitive reactions with
TiO2-photogenerated •OH radicals require the use of initial photoreaction rates for kinetic calcula-
tions of photocatalytic oxidation [252]. During Diuron decomposition on TiO2 it was emphasized
that the concentration of decomposition products (DP) varies throughout the reaction up to their
mineralization and, thus, the following equation (also based on Langmuir–Hishelwwod kinetic
model) can describe the kinetics [36,253], where kr is the reaction rate constant, K the reactant (di-
uron) adsorption constant, C diuron concentration at any time, Ki the DP adsorption constant, and
Ci DP concentration at any time. 

(12.19)

When C is sufficiently small, Equation (12.19) can be simplified to a first-order reaction rate equation.
After the induction period, when DPs are mineralized, total organic compound (TOC) mineral-

ization is the sum of the degradation of different compounds. Under these conditions, the evolution
of the reaction can be described as apparent zero-order kinetics:

(12.20)

12.4 COMBINATORIAL APPROACHES IN PREPARATION AND TESTING
PHOTOCATALYSTS

The high-throughput, combinatorial methodology has been widely applied in heterogeneous
catalysis discovery, and there have been preliminary reports of combinatorial investigations into
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micro- and macroporous structures [254–256]. McFarland and co-workers [257,258] used high-
throughput combinatorial methods to identify cost-effective metal oxide photocatalyst systems for
hydrogen photosynthesis, investigating mesoporous materials considering electrochemical methods
of combinatorial library synthesis and screening of thin film photocatalysts.

In these studies, diversity can be achieved by (1) variations in composition (by variable doping,
electrochemical synthesis conditions, and surface redox catalysts), and (2) variations in structure
(by diverse surfactant [SDA] and block copolymer templating agents, synthesis conditions, and
doping). The capabilities of automated electrochemical synthesis and screening systems to investi-
gate the relationship between mesoporous structure, SDA concentration, and performance in water-
splitting photoelectrocatalysis were examined in the preparation of ZnO films [257,258]. Thus,
mesoporous ZnO were synthesized by electrodeposition in a library format with poly(ethylene
oxide)-block-poly(propylene oxide)-block-poly(ethylene oxide) — EO20PO70EO20 — as a SDA.
Mesoporous ZnO synthesized with concentrations of 1.0 to 5.0 wt% EO20PO70EO20 exhibited
greater photoactivity than control polycrystalline ZnO samples, with 3.0 wt% of the SDA demon-
strating an improvement of 30% in unbiased photocurrent. However, a further increase IN SDA
concentration led to a substantially decreased photocurrent, presumably due to poor electronic
properties. TEM and XRD confirmed the presence of a variety of mesoporous structures including
lamellar planes and disordered mesopores (Figure 12.7). 

As demonstrated, the fact that added chemicals alter the photocatalytic activity of TiO2 opens
new paths toward combinatorial investigation of photocatalysis. Not only the TiO2 layer itself may
be locally modified by adding dopants or impurities for systematic improvement of photoactivity
but different chemicals could also be adsorbed or immobilized on the surface layer of a single sam-
ple to study the relative performance in photocatalysis. With homogeneous samples, this would
allow comparison to the catalytic activity for different reagents directly, because layer properties,
morphology, and other experimental conditions are kept constant [259]. 

Electrodeposition of mesoporous materials has also been reported, thus taking advantage of tun-
able charges at the surface–liquid interface control assembly patterns while depositing electrically
active films, even at reduced concentrations of the SDA [260–264]. 
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Figure 12.7 (a) Small-angle XRD of ZnO electrodeposited with 15 wt% EO20PO70EO20, indicating a well-
ordered lamellar phase. TEM images confirming (b) lamellar structure and (c) disordered meso-
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12.5 EXAMPLE OF REACTIONS UNDER PHOTOCATALYTIC CONDITIONS 

Several articles have reviewed the ongoing work in the photocatalytic degradation of pollutants
that involve oxidation or reduction processes (depending on the experimental conditions)
[16,18,187,265–273]. The addition of external oxidants such as ozone or hydrogen peroxide during
the photocatalytic process can improve the degradation of the organic material when they are added
in suitable doses [274–275].

Titanium dioxide is a well-known powerful photocatalyst for decomposing a wide range of sub-
stances, including inorganic compounds [276–279], organic compounds including 2-propanol and
methylene blue [280–292], and microorganisms such as bacteria and plankton [293–296] and de-
composition of NOx in ambient air [297]. 

However, the decomposition of organic compounds does not always lead to nontoxic solutions.
Mineralization of melamine (2,4,6-triamino-1,3,5-triazine) and other chemicals was accomplished
on TiO2 Degussa P-25. The formation of cyanuric acid prevents the complete mineralization of
melamine as observed for atrazine and other s-triazines on TiO2 photocatalysts, and the toxicity of
the photocatalyzed solutions was higher than initially found for melamine [199].

Various types of dyes can be photomineralized effectively in aqueous TiO2 dispersions under
visible light irradiation. In these photochemical processes, the first step following the photoexcita-
tion of dyes by visible light is the injection of electrons from the excited dyes to the conduction
band of the TiO2, with subsequent formation of radical dye cations. The succeeding reaction(s) lead
to the mineralization of the dyes [298–301]. Although the mechanistic details of the degradation of
dyes under visible irradiation greatly differ from those in the photodegradation of organic com-
pounds under UV irradiation, there should be very little, if any, difference(s) in the scavenging of
photogenerated electrons by O2 and formation of O2•

� radical anions between the two cases.
The roles played by O2 in the photoassisted degradations of organic compounds are twofold: (1)

suppress charge recombination and regenerate the photocatalysts by acting as an electron acceptor and
(2) participate directly in the chemical oxidative process of substrates through active oxygen species
produced or through ground-state molecular O2. Most of the reports on photocatalytic processes have
primarily emphasized the former function for O2. The formation of superoxide radical anions is only
a side-reaction that regenerates the photocatalysts, and the degradation of substrates results primarily
from (direct/indirect) hole oxidation. Several studies have reported the requisite of superoxide species
for the TiO2-assisted photodegradation of aromatic compounds under UV irradiation [60], suggesting
that the oxidative steps in the photodegradation of quinoline involve not only •OH radicals but also
substrate activation by direct hole oxidation, followed by addition of the superoxide radical anion to
the resulting radical cation. It has also been noted that organic radicals can react with molecular O2 to
yield the corresponding peroxides, with the subsequent reactions accounting for the degradation of the
original organic substrates. 

The strongest evidence for the OH• radical attack mechanism is the formation of hydroxylated
intermediates through addition of hydroxyl groups to aromatic rings. However, other pathways can
also account for the formation of hydroxylated products. No doubt some reactions can also be ini-
tiated by direct hole oxidation, especially when adsorption of the substrates is rather extensive and
concentrations of substrates are relatively high. For instance, direct hole-organic reactions generate
cation radicals, which may be subsequently hydrated to generate hydroxylated products [237,302].
The participation of the radicals in the reactions of photocatalytic oxidation of organic compounds
has been studied [250,302–305].

The selective oxidation and, more generally, the activation of the C–H bond in alkanes is a topic
of continuous interest. Most methods are based on the use of strong electrophiles, but photocatalytic
methods offer an interesting alternative in view of the mild conditions, which may increase selec-
tivity. These include electron or hydrogen transfer to excited organic sensitizers, such as aryl nitriles
or ketones, to metal complexes or POMs. The use of a solid photocatalyst, such as the suspension
of a metal oxide, is an attractive possibility in view of the simplified work up. Oxidation of the
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hydrocarbon occurs via hydrogen abstraction by the highly reactive hydroxyl radicals and is fol-
lowed by trapping dioxygen. The products of intermediate oxidation, such as alcohols, aldehydes,
or ketones are more reactive than the starting alkanes and are not accumulated to a significant ex-
tent on the way to full mineralization to carbon dioxide. However, it has been recently shown that
carrying out the photooxidation in an organic medium may lead to useful yields of alcohols or ke-
tones, as is shown in the case of the TiO2 photocatalytic oxidation of cyclohexane (neat or admixed
with organic solvents) [306].

The same authors [306] found that the functionalization of the C–H bond in alkanes can be
achieved by TiO2 photocatalysis under mild conditions, both through oxygen incorporation and
through C–C bond-forming reactions. Both oxygen and an inorganic or organic oxidant can be used
as the electron scavenger. Although conversions are incomplete, yields are reasonable. 

Incorporation of CO2 in valuable products is a hot topic. Methanol has been reported to be fa-
vorably produced on Cu/TiO2 catalysts. A positive zeta potential at pH 7 was found to promote the
photoactivity of CO2 photoreduction [199].

The photoreactivity of the involved catalyst depends on many experimental factors such as the
intensity of the absorbed light, electron–hole pair formation and recombination rates, charge trans-
fer rate to chemical species, diffusion rate, adsorption and desorption rates of reagents and prod-
ucts, pH of the solution, photocatalyst and reactant concentrations, and partial pressure of oxygen
[19,302,307]. Most of these factors are strongly affected by the nature and structure of the catalyst,
which is dependent on the preparation method. The presence of the impurities may also affect the
photoreactivity. The presence of chloride was found to reduce the rate of oxidation by scavenging
of oxidizing radicals [151,308]:

(12.21)

Others impurities such as carbon present in the sample may play a major role in the reduction of the
photocatalytic efficiency so far as they behave as recombination sites of electron-hole pairs [309]. 

12.5.1 Photoinduced Deposition of Various Metals onto Semiconductor

Photoinduced deposition of various noble metals onto semiconductor particles has been extensively
reported [310–315]. Several factors are controlling this reaction. To control the morphology of metal
clusters with desired size and distribution pattern on a given surface area of titania, the most relevant
factors are the surfactant, pH, local concentration of cations, and the source of cation [316]. In the case
of the Ag clusters, the reaction steps proposed include the creation of electron (e�)–hole (p�) pairs, the
reaction of holes with OH� surface species, and the reaction of electrons with adsorbed Ag� ions:

(12.22)

(12.23)

(12.24)

(12.25)

(12.26)

Nanosized selenium particles were deposited onto TiO2 by the photocatalytic reduction of selenate
(Se(VI) and selenite (Se(IV) ions) [317]. The deposition of Se particles on TiO2 was only observed in
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the presence of formic acid, which acted as the organic hole scavenger. Se particles of different sizes
could be deposited onto the TiO2 particles by manipulating experimental parameters such as pH and
the Se precursor used. When Se(VI) ions were used as the precursor, the Se particles formed on TiO2

were found to be spherical in shape, up to six times larger than the TiO2 particles (up to 145 nm) and
discretely formed on the TiO2 particles. The growth and shape of the Se particles were explained in
terms of electron transfer across the p–n junctions formed by the p-type Se and n-type TiO2 semicon-
ductors under illumination and the adsorption of the Se(VI) ions. The size of the Se particles was
found to be dependent on the amount of Se(VI) photoreduced. When Se(IV) ions were used as the pre-
cursor for Se particles formation, the particles formed were much smaller than that of TiO2 crystals
(�25 nm) and also more evenly dispersed on the TiO2 particles.

12.5.2 Energy Storage

Nanosized functional materials made of semiconductors promise the prospect of application in
many high-technique fields such as photovoltaic conversion and energy storage because of their
characteristics of surface structure and high surface area [318–322].

12.6 SOLAR PHOTOCATALYSIS

Photocatalytic degradation of environmental pollutants by solar energy is a very attractive tech-
nology for the remediation of contaminated water [253,323]. In some variants of this process, solar
UV radiation is absorbed by semiconductor catalyst particles suspended in water. TiO2 photocat-
alytic particles are the most widely used for these applications. 

Photocatalytic degradation of the pesticide Aldrin dissolved in water was carried out with concen-
trated solar radiation [324]. These experiments demonstrated that the effects of catalyst concentration,
oxidant agent concentration, and solar irradiation are important. In the case of the nonconcentrated
solar exposure, the achieved results indicated that the use of H2O2 increased the degradation rate. The
addition of H2O2 reduces the energy requirements, and thus permits the utilization of such a system
under low solar radiative levels. The presence of ozone and certain ions such as phosphates on the pho-
tocatalytic degradation of organic matter was also studied. These results are comparable to literature
reports for photodegradation of other organochloride pesticides using cylindrical lamp reactors. 

Another important photocatalytic application is the synthesis of hydrogen from water. However,
low solar efficiency and photocorrosion have proven to be hindrances limiting the process econom-
ics of photocatalysis [325]. The most efficient systems to date consist of compound semiconductor
heterostructures that operate with efficiencies of approximately 16%, however, cost and stability are
still problematic [325]. 

Presently, many technologies are verified at the pilot scale [253,323,326], which is a very im-
portant key for a successful application. Therefore, the selection of the reactor and its optimization
are of significant interest. The mathematical modeling required for the study and design of solar
photocatalytic reactors includes radiation transport [323]. This is a complicated task owing to the
large amount of radiation scattering produced by the catalyst particles. These methodologies require
large amounts of computer calculations and do not provide analytical formulas. The investigated re-
actors include layers divided into cells, assuming that there is only one particle (agglomerate) of
catalyst in each cell [327], flat plate configurations [328], etc. 

12.7 SONOPHOTOCATALYSIS 

The simultaneous use of ultrasound and photocatalysis on semiconductors, i.e., the so-called
sonophotocatalysis, has recently attracted the attention of several research groups [329–334].
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Although the results are not always comparable, it is clear that sonophotocatalysis led to an en-
hancement in the degradation reaction rate, when compared to sonolysis [329]. A synergy between
photocatalysis and sonolysis was observed when operating at a relatively low ultrasound frequency
(30 kHz) [330], i.e., under conditions which are less effective than a higher frequency for the degra-
dation of organic species [335], or when employing small particle size semiconductors [332].
Moreover, the simultaneous use of sonolysis and photocatalysis, though leading only to additive
effects, was found to be more effective than their sequential combination in the degradation of dyes
[332]. The degradation of 2-chlorophenol, chosen as a model water pollutant, and of an azo dye
(constituting the largest class of dyes used in the textile and paper industries [336]) also demon-
strated evidence for synergy between photocatalysis on TiO2 and sonolysis [334] when employing
a relatively low ultrasound frequency and a low ratio between ultrasound power and reaction
volume. 

The effects of substrate concentration and photocatalyst type and amount are indicative of a syn-
ergistic effect of ultrasound involving the aqueous phase, and not the photocatalyst-water interface,
and of a key role played by H2O2. Sonication of water suspensions produces some H2O2, and a rea-
sonable hypothesis of the origin of the observed synergistic effect is the formation of additional
*OH� radicals by photocatalysis from the extra H2O2 produced by ultrasound [337]. Selli [337] has
shown that the H2O2 concentration under sonophotocatalysis is not the sum of that produced under
separate sonolysis and photocatalysis processes. However, it is even lower than that measured under
photocatalysis without ultrasound, while in the case of the above hypothesis one would have ex-
pected a somewhat higher H2O2 concentration (or at least equal) to that measured under photo-
catalysis. Moreover, the synergistic effect is increased when employing ZnO as photocatalyst, i.e.
when a greater amount of hydrogen peroxide accumulates during the run. These observations led to
the conclusion that the main effect of ultrasound is to contribute, together with photocatalysis, to
the scission of H2O2, produced by both photocatalysis and sonolysis, with an increase in the reac-
tive radical species inducing degradation of the substrate.

Much interest has recently been shown in artificial photosynthesis. Photosynthesis is a system
for conversion or accumulation of energy. It is also interesting that some reactions occur simulta-
neously and continuously. Fujishima et al. [338] pointed out that a photocatalytic system resembles
the process of photosynthesis in green plants. They described that there are three important parts of
the overall process of photosynthesis: (1) oxygen generation by the photolysis of water, (2) pho-
tophosphorylation, which accumulates energy, and (3) the Calvin cycle, which takes in and reduces
carbon dioxide. The two reactions, reduction of CO2 and generation of O2 from water, can occur si-
multaneously and continuously by a sonophotocatalytic reaction.

By the combined effects of sonolysis and photocatalysis, water has been decomposed into O2 and
H2 stoichiometrically and continuously [339]. Overall water splitting was achieved using a sonophoto-
catalytic technique in the presence of a TiO2 photocatalyst under the white light illumination of a xenon
lamp. Effects of ultrasonic irradiation on heterogeneous photocatalytic reaction systems have been re-
ported by Mason [340], Kado et al. [341], Suzuki et al. [342,343], and Ragaini et al. [344]. This com-
bined system consisted of sonochemical and photocatalytic reactions. In the case of water splitting,
sonolysis and photocatalysis proceed simultaneously as shown by the following reaction equations:

(12.27)

(12.28)

(12.29)

(12.30)Total reaction : 2CO 2CO O2 2� �

Sonolysis of CO :  2CO 2H 2CO 2H O2 2 2 2� ��

Photocatalytic reaction :  2H O O 2H O2 2 2 2� �

Sonochemical reaction : 4H O 2H 2H O2 2 2 2� �
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A combination of photocatalysis and sonolysis can also perform the overall CO2 deoxygenation
into CO and O2 [345]. 

12.8 PHOTOCATALYSIS ASSOCIATED TO MICROWAVE RADIATION 

Recent work has shown that the photooxidative degradation of waste-water substances could be
achieved with reasonable efficiency in titania dispersions under simultaneous irradiation by UV light
and microwave radiation [346–348]. In these studies, the UV radiation was provided by a microwave-
powered plasma light source [348,349]. The effect of microwave radiation in these photooxidations
was attributed to thermal and nonthermal interactions of microwaves with the TiO2 particle surface.
In particular, it was deduced that the latter interactions were responsible for the increased efficiency
through the likely formation of additional oxidizing species (e.g., *OH� radicals or equivalent reac-
tive oxygen species) typically produced when such semiconductor photocatalysts as TiO2 are pho-
toactivated with UV light of energy equal to or greater than their bandgap energy [350].

12.9 PHOTOCATALYST DEACTIVATION

The gas-phase photocatalytic oxidation of organic contaminants is a subject of current interest
due to its potential for removal of low concentration pollutants in slightly contaminated enclosed
atmospheres (closed intelligent buildings, factory buildings, especially enclosed atmospheres, etc.).
Furthermore, comparing the photocatalytic processes in gas and aqueous phase indicates some ad-
vantages and few drawbacks [351]. In particular, (1) the reaction mechanisms in the gas phase seem
to be different from those that prevail in aqueous systems, and (2) relatively low levels of UV light
energy are needed for the occurrence of gas-phase processes, in contrast to reactions in water.
However, in the gas phase, extremely high decomposition rates have been found, making the tech-
nique very useful for practical applications [351]. Additional advantages are: (1) the diffusion of
reagents and products is favored; (2) HO* scavengers present in aqueous phase such as chlorides or
alkalines do not interfere; (3) electron scavengers such as O2 are rarely limiting; and (4) photons ab-
sorbed by air are rare. Despite these advantages gas-phase photocatalysis presents an important
drawback. While in aqueous phase water helps to remove reaction intermediates and reaction prod-
ucts from the catalyst surface (specially those compounds of polar character), in the gas phase these
species tend to accumulate on the surface causing the deactivation of the catalyst. 

The deactivation of TiO2 Degussa P-25 has been studied during the gas-phase photocatalytic ox-
idation of ethanol [351]. Water vapor plays a clear competitive role for surface site adsorption, thus
hampering the ethanol photooxidation. Dark adsorption of ethanol on a fresh catalyst shows a
Langmuirian behavior with the formation of a monolayer of adsorbate. Dark adsorption in a TiO2

surface that has been used in consecutive photocatalytic experiments of ethanol degradation gives
non-Langmuirian isotherms, indicating the existence of noticeable changes of the catalyst surface
structure. After several irradiations the catalyst activity decreases.

12.10 CONCLUSIONS

Photocatalysis has become a very important tool both in organic syntheses and environmental chem-
istry. It represents not only a very selective instrument to achieve synthesis or decomposition of com-
plex structures but also a green chemistry approach since the electron is a very clean reagent. 

Practical application of the results of photocatalysis will depend much on the capability of the cat-
alysts to work under visible light conditions. Therefore, the design of new photocatalysts either by
modification of the existent TiO2 or by discovery of new materials will be a key step in developing
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this domain. On the other hand, the synthesis of new photosensitizers, which will be associate to het-
erogeneous photocatalysts would represent a second important way in extending the practical appli-
cations of photocatalysis.
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CHAPTER 12 QUESTIONS

Question 1

What does quantum yield mean and how can it be calculated?

Question 2

Which is the role of semiconductors in photocatalytic reactions?

Question 3

How are electron–hole pairs generated? Exemplify for the case of titania.

Question 4

What is the role of OH radical species in photocatalysis?

Question 5

Which is the rate-limiting step in photocatalyzed oxidations on oxide-based photocatalysts?

Question 6

What does sensitization process mean?

Question 7

What are the factors controlling TiO2 photoactivity?

Question 8

Which are the most investigated photocatalytic reactions?

Question 9

What are the reasons for the modification of TiO2 photocatalysts?

Question 10

What is sonophotocatalysis and what are its advantages?
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CHAPTER 13

Liquid-Phase Oxidations Catalyzed by
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Noritaka Mizuno, Keigo Kamata, and Kazuya Yamaguchi

CONTENTS

13.1 Introduction ........................................................................................................................463
13.2 Homogeneous Catalysts with Polyoxometalate-Based Compounds .................................465

13.2.1 Mixed-Addenda Polyoxometalates ......................................................................465
13.2.2 Transition-Metal-Substituted Polyoxometalates ..................................................465
13.2.3 Peroxometalates ....................................................................................................472
13.2.4 Lacunary Polyoxometalates ..................................................................................474

13.3 Heterogeneous Catalysts with Polyoxometalate-Based Compounds ................................474
13.3.1 Dispersion onto Inert Supports ............................................................................475

13.3.1.1 Active Carbon ......................................................................................475
13.3.1.2 Silica and MCM-41 .............................................................................477
13.3.1.3 Others....................................................................................................478

13.3.2 Formation of Insoluble Solid Ionic Materials ......................................................478
13.3.2.1 Metal Ions ............................................................................................478
13.3.2.2 Alkylammonium Ions ..........................................................................478
13.3.2.3 Crosslinking of Copolymer with POM ...............................................479

13.3.3 Intercalation into Anion-Exchange Materials ......................................................480
13.3.4 Immobilization on Surface-Modified Supports ...................................................482

13.3.4.1 Anion–Cation Pairing ..........................................................................482
13.3.4.2 Covalent Bond Formation ....................................................................484
13.3.4.3 Others ...................................................................................................484

13.4 Conclusions and Future Opportunities ...............................................................................485
Acknowledgments .........................................................................................................................487
References .....................................................................................................................................487
Chapter 13 Questions ....................................................................................................................492

13.1 INTRODUCTION

The enormous range of chemical products make much contribution to the quality of our lives.
However, the manufacturing processes of these products also lead to vast amounts of waste. The re-
duction or elimination of these wastes is now our central issue. To minimize waste in the manufacture
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of chemical products, the catalytic method is a reliable solution, which replaces synthetic processes of
low atom efficiency, using hazardous stoichiometric reagents [1–3]. 

Stoichiometric oxidants such as permanganate and dichromate are traditionally used in the se-
lective oxidation of hydrocarbons. In the manufacture of large-scale petrochemicals as well as the
laboratory-scale syntheses, the environment-unfriendly processes should be replaced with greener
catalytic oxidations. Clean, safe, and inexpensive oxidants such as H2O2 and O2 in combination with
catalysts can provide useful and safer catalytic oxidation methods [1–10]. In the preceding two
decades, many efficient catalytic oxidations in combination with the above-mentioned greener ox-
idants have been developed [11–24]. However, most of them are homogeneous systems and there
are a few excellent heterogeneous catalysts in spite of offering significant advantages from envi-
ronmental and economical standpoints [1–10]. Oxidations by Ti/SiO2 and TS-1 (titanium silicalite
with an MFI structure) are the successful methods [11–14], leading to the development of a variety
of heterogeneous oxidation systems with organic hydroperoxide and 30% aqueous H2O2 and much
research work on the synthesis of related heterogeneous catalysts for liquid-phase oxidations.

The versatility and accessibility of polyoxometalates (POMs) have led to the various applications
in the fields of structural chemistry, analytical chemistry, surface science, medicine, electrochem-
istry, photochemistry, and catalysis.  Especially, POMs have received much attention in the area of
oxidation and acid catalysis [25–31]. Several categories of POMs are formed by proper selection of
the starting components and by the adjustment of pH and temperature. Typical examples are shown
in Figure 13.1: (i) isopolyoxometalates of the general formula, [MxOy]

q�, produced by condensation

Fe Fe Ru RuZnCo

[�-PW11Co(H2O)O39]5− [�-SiW10{Fe(OH2)}2O38]6− [WZnRu2(ZnW9O34)2]11−

[�-SiW11O39]8− [�-SiW10O36]8−

(Mixture of isomers)

[PVMo11O40]4− [PV2Mo10O40]5−

(iii) Mixed-addenda polyoxometalates (iv) Lacunary polyoxometalates

[W10O32]4−

(Dawson type)

(i) Isopolyoxometalates (ii) Heteropolyoxometalates

[�-PMo12O40]3− [�-P2W18O62]6−

[W6O19]2−

(Keggin type)

(v) Transition-metal-substituted polyoxometalates

Figure 13.1 Structure of polyxometalates.
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of MO4
2� (M � Mo6+, W6+,�); (ii) heteropolyoxometalates of general formula, [XaMxOy]

q�, pro-
duced by condensation of MO4

2� and the heteroatom X (A � P5+, Si4+, Zn2+, Co2+,�), for example,
Keggin type [PMo12O40]

3� and Wells–Dawson type [P2W18O62]
6�; (iii) mixed-addenda POMs with

various ratios of elements such as Mo, W, and V, for example, [PMo12�nVnO40]
(3+n)�; (iv) transi-

tion–metal-substituted POMs, for example, [PW11O39M�(OH2)]
n� (M� � Mn2+, Co2+); and (v) lacu-

nary POMs, for example, [�-SiW11O39]
8� and [�-SiW10O36]

8�. Some review articles and books
describe structures and properties of POMs in more detail [25–33]. 

2 2 2

idations. Most of these oxidations are carried out in homogeneous systems and share common draw-
backs, that is, catalyst/product separation and catalyst recycling are very difficult. The heterogenization
of POMs can improve the catalyst recovery and recycling. This chapter focuses on the development of

13.2 HOMOGENEOUS CATALYSTS WITH POLYOXOMETALATE-BASED
COMPOUNDS 

Various catalytic systems for H2O2- and O2-based oxidations catalyzed by POMs have been de-

according to the structures of POMs: (1) mixed-addenda POMs, (2) transition-metal-substituted
POMs, (3) POMs, and (4) lacunary POMs. In this chapter, liquid-phase homogeneous oxidations
by POMs with H2O2 and O2 are described according to the above classification. 

13.2.1 Mixed-Addenda Polyoxometalates

A wide variety of hydrocarbons including alkanes, alcohols, amines, and arenes could be oxidized
with O2 in the presence of mixed-addenda POMs [PMo12�nVnO40]

(3+n)� [27,28,30,31,34–50]. The ox-
idation mechanism included one (or more) electron oxidation of the substrate by [PMo12-nVnO40]

(3+n)�

to give the product and the reduced form of [PMo12�nVnO40]
(3+n)�, followed by reoxidation of the re-

duced form by O2. The [PMo12�nVnO40]
(3+n)�/O2/hydrocarbon redox system can be used to oxidize a

wide variety of hydrocarbons because the redox potential of [PMo12�nVnO40]
(3+n)� (0.7 V vs. SHE) is

lower than that of O2 and is higher than that of a wide variety of hydrocarbons [30,31,53].  It is noted
that the system consisting of [PMo12�nVnO40]

(3+n)� and Pd2+ salts could catalyze the Wacker oxida-
tion and Moritani–Fujiwara reaction with the use of O2 [30,31,34,51,52,54].

Thermodynamically controlled self-assembly of an equilibrated ensemble of POMs with
[AlVW11O40]

6� as the main component could act as a catalyst for the selective delignification of

pH of the system near 7 during the catalysis that avoided acid or base degradation of cellulose.

13.2.2 Transition-Metal-Substituted Polyoxometalates

Hill and Brown for the first time reported, in 1986, that transition-metal-substituted POMs
[PW11O39M�(OH2)]

5� (M� � Mn2+, Co2+) catalyzed the oxidation of alkenes with PhIO [56]. The
M� atom easily becomes coordinatively unsaturated by elimination of the aquo ligand, and the
resulting polyanion is regarded as an inorganic metalloporphyrin analog [57]. Transition-metal-
substituted POMs are oxidatively and hydrolytically stable compared with organometallic
complexes, and their active sites can be controlled. These advantages have been applied to the de-
velopment of biomimetic catalysis relating to the heme enzyme, cytochrome P-450, and the non-

oxidations by transition-metal-substituted POMs have been developed [58–77] and some of them
can activate O2 as described below. 

LIQUID-PHASE OXIDATIONS CATALYZED BY POMs 465

CRC_DK3277_CH013.qxd  3/14/2006  2:25 PM  Page 465

© 2006 by Taylor & Francis Group, LLC

veloped. Typical examples are listed in Table 13.1. The systems can be classified into four groups

Various types of POMs are effective catalysts for the H O - and O -based environment-friendly ox-

(1) homogeneous catalysts with POMs and (2) the heterogenization for liquid phase-oxidations. 

wood (lignocellulose) fibers (Figure 13.2) [55]. Equilibration reactions typical of POMs kept the

heme enzyme, methane monooxygenase analogs (Figure 13.3). Until now, numerous catalytic
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Table 13.1 Examples of H2O2��and O2��Based Homogeneous Oxidations Catalyzed by POMs 

Catalyst Reaction Oxidant Solvent Temperature Reference
(K)

[PV2Mo10O40]
5�

O2 Tetraglyme/CICH2CH2CI 343 [44]

[PV2Mo10O40]
5�

O2 AcOH/H2O 343 [45]

[PV6Mo6O40]
9�

O2/aldehyde CICH2CH2CI 298 [46]

[PV2Mo10O40]
5�

O2 n-Hexanol 363 [47]

[PV2Mo10O40]
5�

O2 Dacalin/H2O 363 [48]

PdSO4/CuSO4/[PV6Mo6O40]
9�

/
�-CD

O2 H2O 363 [49]

Pd(OAc)2/[PMo12-nVnO40]
(3+n)� O2 AcOH/H2O 403 [50]

Pd(OAc)2/[PMo8V4O40]
7�

O2 AcOH 363 [51]

[PV2Mo10O40]
5�

O2/quinone CH3CN 333 [38]

O

O
(96)

O

OEt
+

O

OEtPh
(72)

OH
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[AIVVW11O40]
6�

O2 H2O 403 [55]

[WZnRuIII
2(ZnW9O34)2]

11�
O2 CICH2CH2CI 353 [58,59]

[WZnMnII
2(ZnW9O34)2]

12�
H2O2 CICH2CH2CI 275 [63]

[WZnMnII
2(ZnW9O34)2]

12�
H2O2 CICH2CH2CI RT [64]

[WZn3(ZnW9O34)2]
12� H2O2 H2O 358 [65]

[(MnII(H2O))3(SbW9O33)2]
12� H2O2 CICH2CH2CI RT [66]

[FeIII
4(H2O)2(PW9O34)2]

6� H2O2 CH3CN 298 [67]

[FeIII
4(H2O)2(P2W15O56)2]

12�
H2O2 CH3CN 298 [68]

[����-(MnIIOH2)2(MnII)2 H2O2 CH3CN 298 [69]

(AsW15O62)2]
16�

[FeIII
2(NaOH2)2(P2W15O56)2]

12�
H2O2 CH3CN 298 [70]O (32)*

O
(46)*

O
(11)

(selectivity)

O
(7)

(selectivity)

O

(90)

OH O
(94)

HO HO
O

(88)

O (55)*

OH

(57)

OH
MeO OMe

HO

HO

O

OH
MeO OMe

O

HO

O

(90)

(Continued)
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Table 13.1 (Contiuned)

Catalyst Reaction Oxidant Solvent Temperature Reference
(K)

[M(OH2)2FeIII
2(P2W15O56)2

H2O2 CH3CN 298 [71](P2M2(OH2)4W13O52]
16�

(M=CuII or CoII)

[((MnIIOH2)MnII
2PW9O34)2 H2O2 CH3CN 353 [72]

(PW6O26)]
17�

[PW9O37{Fe2Ni(OAc)3}]
10�

O2 Benzene 356 [73]

[�-SiW10{FeIII(OH2)}2O38]
6�

O2 CICH2CH2CI/CH3CN 356 [61]

[�-SiW10{MnIII(OH2)}2O38]
6�

O2 CICH2CH2CI/CH3CN 356 [74]

[�-SiW10{FeIII(OH2)}2O38]6
�

H2O2 CH3CN 305 [60]

[�-SiW10{FeIII(OH2)}2O38]
6�

H2O2 CH3CN 353 [75]

[Ni(H2O)H2F6NaW17O35]
9�

H2O2 CH3CN 333 [76]

[H2F6NaVW17O56]
8�

O2 CICH2CH2CI 363 [77]
(38)

O (33)*

CH4 HCOOCH3 (7)*

OH O

(66)*
(total)

+

OH O

(6)
(total)

+

O
(80)

OH
OH O

(22)
(total)

++

O
(55)*

O (22)*
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[(CH3CN)xFeSiW9V3O40]
5�

O2 CICH2CH2CI 338 [62]

H3PW12O40/CPC (CPC=cetyl H2O2 CHCl3 333 [18]
pyridinium chloride)

H3PW12O40/CPC
H2O2 CH3CI3 RT [18,78]

H3PW12O40/CPC H2O2 H2O 333-338 [80]

H3PW12O40/CPC H2O2 t-BuOH Reflux [18,78]

H3PW12O40/CPC H2O2 CHCI3 RT [81]

H3PW12O40/CPC H2O2 CHCI3 RT [18]

WO4
2�/PO4

3�/Q+X� H2O2 CICH2CH2CI or C6H6 343 [17,83]O

(82)*

OH
OH

OH
O (93)

NH N
O
(90)

OH

O
(99)

OH

O

OH

O
O

(90)

OH

OH
O

(96)

O
(80)

H

OH
O

t-Bu

t-But-Bu

t-Bu

O

O
(45)

O
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Table 13.1 (Contiuned)

Catalyst Reaction Oxidant Solvent Temperature Reference
(K)

WO4
2�/NH2CH2PO3H2/[(CH3 H2O2 Without 363 [89,90]

(C8H17)3N]HSO4

WO4
2�/[(CH3(C8H17)3N]HSO4 H2O2 Without 363 [91,92]

WO4
2�/[(CH3(C8H17)3N]HSO4 H2O2 Without 348-363 [88]

[{W(=O)(O2)2(H2O)}2(�-O)]2� H2O2 H2O 305 [93,94]

[HPO4{WO(O2)2}2]
2� H2O2 CHCI3 274 [86]

[�3-CoIIW11O35(O2)4]
10� H2O2 CHCI3/buffered H2O RT [96]

[�-SiW10O34(H2O)2]
4� H2O2 CH3CN 305 [99]

[�-SiW10O34(H2O)2]
4� H2O2 CH3CN 305 [100]

Values in the parentheses are product yiedls based on substrates. RT Room Temperature.

*Yields based on H2O2.

O
(83)*

O
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OH O

O

OH
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LIQUID-PHASE OXIDATIONS CATALYZED BY POMs 471

The ruthenium-substituted sandwich-type POM [WZnRu2(OH)(H2O)(XW9O34)2]
11� (X = Zn2+ or

Co2+
2 as an oxidant[58,59]:

(13.1)[WZnRu3+
2(ZnW9O34)2]11−, O2 (1 atm)

1,2-C2H4Cl2, 353 K, 72 h
57%

OH

O2

[AlVVW11O40]6−

[AlVIVW11O40]7−

Wood:
lignin + cellulose

equilibrating
cluster-anion ensemble

pH 7

Ligninox
(soluble) + nH+

+
Cellulose
(paper)

step 1
selective oxidation

CO2 + H2O

step 2
reoxidation and
mineralization

Figure 13.2 Proposed catalytic cycle for the selective delignification of wood (lignocellulose) fibres with an
equilibrated ensemble of POMs. (From Weinstock, I. A. et al., Nature, 414, 191, 2001.)

N

N N

N

Fe
Fe

H
O FeO

N O
H

O
N

O O

Glu

H2O C

O
Glu

C

O

Glu
C

O

Glu

HN NH

His His

Active sites of cytochrome P-450 and methane monooxygenase

Fe FeFe

[�-SiW11Fe(H2O)O39]5− [�-SiW10{Fe(OH2)}[2O38]6−

Figure 13.3 Application of transition-metal-substituted polyxometalates as biomimetic catalysts.
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, Figure 13.1) catalyzed the selective hydroxylation of adamantane with O



472 SURFACE AND NANOMOLECULAR CATALYSIS

The catalyst oxygenated selectively tertiary C�H bond of adamantane, giving only 1-adaman-
tanol. The oxidation featured an adamantane/O2 stoichiometry of 2:1. On the basis of the stoi-
chiometry, spectroscopic evidence, and kinetic studies, a dioxygenase-type mechanism was
proposed: activation of O2 via complexation to a Ru2+ species, followed by the formation of a
Ru4+�O species via a Ru3+�O�O�Ru3+

tungstate, [�-SiW10{Fe(OH2)}2O38]
6� was synthesized by the reaction of 

[�-SiW10O36]
8� with Fe(NO3)3 in acidic aqueous solution [60,61]. This POM catalyzed the selective

oxidation of alkenes and alkanes with highly efficient utilization of H2O2[60]:

(13.2)

(13.3)

The POM also catalyzed the selective epoxidation of alkenes with only 1 atm of O2 as an oxi-
dant [61]:

(13.4)

The reaction was also proposed to proceed via a dioxygenase-type mechanism. Finke and Weiner
[62] have reported that vanadium- and iron-containing polyanion-based precatalysts show high cat-
alytic activity for catechol dioxygenation with O2 [62]. For example, 3,5-di-tert-butylcatechol was
oxidized in the presence of (n-Bu4N)5[(CH3CN)xFe·SiW9V3O40] with extremely high turnover num-
ber (100000) and the value was far superior to those for man-made and natural enzymes:

(13.5)

13.2.3 Peroxometalates

Tungsten-based catalysts including POMs show high efficiency of H2O2 utilization
[17,18,78–100]. Ishii and coworkers [18] have reported effective H2O2-based epoxidation of alkenes
catalyzed by H3PW12O40 combined with cetyl pyridinium chloride (CPC) as a phase-transfer agent:

(13.6)
O

H3PW12O40/CPC, H2O2

CHCl3, 333 K, 5 h
80%

t-Bu

t-Bu

t-Bu
t-Bu

t-Bu t-Bu

t-Bu

t-Bu

t-Bu

t-Bu

t-Bu

t-Bu

t-Bu

t-Bu

OH

OH
O

O

O

O

O1,2-C2H4Cl2, 338 K, 16 h

47 5%

++
[(CH3CN)xFe-SiW9V3O40]5−, O2 (1 atm)

O

O

O

O

O

CH2COOH

O

O

O

+

10% 5% 18%

+ (TON = 100,000)

O
[�-SiW10{Fe(OH2)}2O38]6−,O2 (1 atm)

1,2-C2H4Cl2CH3CN, 356 K, 385 h

80%
(TON = 10,000)

OH O[�-SiW10{Fe(OH2)}2O38]6−,H2O2

36% 30%
(Based on H2O2, 95% efficiency )

CH3CN, 356 K, 96 h
+

O
[�-SiW10{Fe(OH2)}2O38]6−,H2O2

CH3CN, 305 K, 96h

96%
(Based on H2O2, 99% efficiency ) 
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intermediate (Figure 13.4). Di-iron-substituted silico-
(Figure 13.1),



LIQUID-PHASE OXIDATIONS CATALYZED BY POMs 473

The use of a biphasic system prevented the hydrolytic cleavage of the oxirane rings, resulting

of allylic alcohols [18,78], monoterpenes [79], and �,�-unsaturated carboxylic acids [80]; oxidation
of alcohols [18,78], amines [81], and alkynes [82]; and oxidative transformation of diols [18]. The
[PO4{WO(O2)2}4]

3� peroxotungstate was isolated and crystallographically characterized by
Venturello and coworkers in 1982. The POM comprises PO4

3� and two [W2O2(O2)4]. The peroxo
anion has been postulated to be catalytically the most active species in the H3PW12O40/H2O2 system
because [PO4{WO(O2)2}4]

3� exhibited catalytic reactivity similar to that of Ishii system [17,83–87].
Noyori and coworkers [19,88–92] reported an H2O2-based oxidation system of tungstate and
methyltrioctylammonium hydrogensulfate without halides and organic solvents:

(13.7)

(13.8)

WO4
2−/[CH3(n-C8H17)3N)]HSO4, H2O2

solvent free, 383 K, 2 h

45%

OH O

(TON = 179,000)

WO4
2−/NH2CH2PO3H2

[CH3(n-C8H17)3N)]HSO4, H2O2

solvent free, 383 K, 2 h
86%

O

Ru3+−POM

O2Ru2+−POM

OH

POM-Ru2+-O2

Ru2+-POM

[POM−Ru3+−O−O−Ru3+−POM]

POM−Ru4+=O

Ru3+−POM

e−

∆,O2

Figure 13.4 Proposed catalytic cycle for activation of molecular oxygen and substrate by the ruthenium-substi-
tuted sandwich-type [WZnRu2

3+(XW9O34)2]
11�

(X�Zn2+ or Co2+). (From Neumann, R., and Dahan,
M., Nature, 388, 353, 1997 and Neumann, R., and Dahan, M., J. Am. Chem. Soc., 120, 11969,
1998.)
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in high selectivity to epoxides (Figure 13.5). This system could also be applied to the epoxidation
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The highly chemo-, regio-, and diastereoselective and stereospecific epoxidation of various
allylic alcohols with only 1 equivalent of hydrogen peroxide in water solvent could be efficiently
catalyzed by an isolated dinuclear peroxotungstate [W2O3(O2)4(H2O)2]

2� [93,94]:

(13.9)

13.2.4 Lacunary Polyoxometalates

The vacant sites of lacunary POMs have the possibility to activate hydrogen peroxide catalytically
[96]. While a lacunary phosphotungstate, Na7[PW11O39], reacts with hydrogen peroxide to form
[PO4{WO(O2)2}4]

3� [87,97], silicotungstates are rather stable in water compared with phospho-
tungstates, and the chemistry has been well established by Tézé and Hervé [98]. A silicotungstate
compound, [�-SiW10O34(H2O)2]

4�

nary Keggin-type POM of [�-SiW10O36]
8�, exhibited high catalytic performance for the epoxidation of

various alkenes including propylene with an H2O2 oxidant at 305 K [99,100]. The effectiveness of this
catalyst was evidenced by �99% selectivity to epoxide, �99% efficiency of H2O2 utilization, high
stereospecificity, and the easy recovery of the catalyst from the homogeneous reaction mixture. 

13.3 HETEROGENEOUS CATALYSTS WITH POLYOXOMETALATE-BASED
COMPOUNDS

As mentioned earlier, POMs can act as very effective catalysts for environment-friendly oxidations
with H2O2 and O2, and these oxidations are homogeneous in many cases. Therefore, the development

[{W(=O)(O2)2(H2O)}2(�-O)]2−, H2O2

water, 305 K, 24 h 84%

OH OH
O

(TON = 4200)

N+(CH2)15CH3Cl−

3HCl

H2O2

H2O

LnW
O

O

O

LnW
O

O

3

Aqueous phase

Organic phase

Cetylpyridinium salt

[PO4(WO(O2)2)4]3−

                           etc.

H3PW12O40

Figure 13.5 Proposed catalytic cycle for the epoxidation of alkenes with H2O2 by H3PW12O40. (From Ishii, Y.
et al., J. Org. Chem., 53, 3587, 1988.)
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(Figure 13.6), synthesized by protonation of the well-known dilacu-
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of heterogeneous catalysts based on POMs is very interesting. The development of efficient het-
erogeneous catalysts with POMs and the related compounds for the liquid-phase oxidations has

(1) dispersion onto inert supports, (2) formation of insoluble solid ionic materials, (3) intercala-
tion into anion-exchange materials, and (4) immobilization on surface-modified supports. In this
chapter, the developments of heterogeneous catalysts with POMs are described according to this
classification. 

13.3.1 Dispersion onto Inert Supports

Dispersion of POMs onto inert solid supports with high surface areas is very important for cat-
alytic application because the surface areas of unsupported POMs are usually very low (~10 m2g).
Another advantage of dispersion of POMs onto inert supports is improvement of the stability.
Therefore, immobilization of POMs on a number of supports has been extensively studied. Silica
and active carbon are the representative supports [25]. Basic supports such as MgO tend to decom-
pose POMs [101–104]. Certain kinds of active carbons firmly entrap POMs [105,106]. The maxi-
mum loading level of POMs on active carbons is ~14 wt% [107]. Dispersion of POMs onto other
supports such as zeolites, mesoporous molecular sieves, and apatites, is of considerable interest
because of their high surface areas, unique pore systems, and possibility to modify their composi-
tions, morphologies, and sorption properties. However, a simple impregnation of POM compounds
on inert supports often results in leaching of POMs. 

13.3.1.1 Active Carbon

Izumi and Urabe [105] found first that POM compounds could be entrapped strongly on active
carbons. The supported POMs catalyzed etherization of tert-butanol and n-butanol, esterification of
acetic acid with ethanol, alkylation of benzene, and dehydration of 2-propanol [105]. In 1991,
Neumann and Levin [108] reported the oxidation of benzylic alcohols and amines catalyzed by the
neutral salt of Na5[PV2Mo10O40] impregnated on active carbon. Benzyl alcohols were oxidized ef-
ficiently to the corresponding benzaldehydes without overoxidation:

(13.10)
Na5PV2Mo10O40/C, air (1 atm)

PhCH3, 373 K, 22 h
97%

OH O

WSi

1.74 Å

1.75 Å2.14 Å

2.16 Å

O

O

H2O

H2O

Figure 13.6 Molecular structure of [�-SiW10O34 (H2O)2]
4�. (From Kamata, K. et al., Science, 300, 964, 2003.)
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been attempted and the strategies can be classified into the following four groups (Figure 13.7):



Benzyl amines gave the corresponding imines followed by hydrolysis to afford benzaldehydes.
Then, the benzaldehydes formed were reacted with the starting benzyl amines to give the corre-
sponding Schiff bases:

(13.11)

Ishii and co-workers [109] reported the aerobic oxidation of various organic compounds catalyzed
by (NH4)5H6[PV8Mo4O40] supported on active carbon. The catalyst showed high activity for oxidative
dehydrogenation of various benzylic and allylic alcohols to give the corresponding carbonyl 
compounds in moderate to high yields. The catalyst can be recycled without loss of activity for the 

Na5PV2Mo10O40/C, air (1 atm)

PhCH3, 373 K, 0.5 h
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N
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LIQUID-PHASE OXIDATIONS CATALYZED BY POMs 477

alcohol oxidation. Under similar reaction conditions, 2,3,6-trimethylphenol was selectively oxidized
to trimethyl-p-benzoquinone, which is a precursor of vitamin E:

(13.12)

Alkyl-substituted phenols and alkanes were also oxidized to give the corresponding oxygenated
products. In the case of isophorene, 3-formyl-5,5-dimethyl-2-cyclohexen-1-one was obtained selec-
tively [110]. The regioselectivity of the oxidation was remarkably different from that observed with
the corresponding homogeneous analog, which produced 1,4-diketone as a major product [110]:

(13.13)

This unusual selectivity was explained by the pore size effect of the active carbon.
The acid form of H5[PV2Mo10O40] was supported on porous carbons and carbon fiber materials

for oxidation of the highly toxic mustard gas analog bis(2-chloroethyl)sulfide using tert-butyl
hydroperoxide (TBHP) [111,112]. High selectivity to the corresponding sulfoxide is imperative
because the sulfoxide has low toxicity whereas the sulfone is highly toxic. Over 99% selectivity to
the sulfoxide, even at 75% conversion of the substrate was obtained for the catalyst of 10 wt%
H5[PV2Mo10O40] on porous carbon:

(13.14)

Washing for over 100 h in a solvent such as toluene before the reaction resulted in no signifi-
cant loss of the catalytic activity, and recovery and reusability studies at high turnover number also
indicated the catalyst stability. Same catalysts, H5[PV2Mo10O40] supported on fiber and fabric
carbon materials, catalyzed O2-based oxidations of acetaldehyde and 1-propanethiols [113]. This
aerobic heterogeneous oxidation proceeded under mild reaction conditions.  

A mixed-valent polymolybdate on active carbon was prepared from molybdenum metal and
H2O2, followed by the addition of active carbon to the aqueous solution [114,115]. This catalyzed
the epoxidation of several alkenes in 2-propanol using H2O2 as an oxidant, while the efficiency of
H2O2 utilization was very low (�25%). The epoxidation likely proceeded mainly on the surface of
the catalyst because the recovered catalyst showed almost similar catalytic activity. 

13.3.1.2 Silica and MCM-41 

The supported Co2+-substituted Wells–Dawson POM, Cs6H2[P2W17O61Co(OH2)], on silica was sta-
ble up to 773 K and catalyzed the heterogeneous oxidation of various aldehydes to the corresponding
carboxylic acids with O2 as a sole oxidant [116]. The H5PV2Mo10O40 POM, impregnated onto meso-
porous MCM-41, catalyzed the aerobic oxidation of alkanes and alkenes using isobutyraldehyde as a
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co-oxidant [117]. The isostructural phosphotungstate, H3PW12O40, supported on MCM-41 demon-
strated high catalytic activity for acid-catalyzed reactions [118]. The oxidations of alkanes and alkenes
gave similar product selectivities to those observed in the corresponding homogeneous 
reactions while reaction rates (conversions) were somewhat reduced. With low aldehyde concentration
(�1.1 M), there was no leaching of H5[PV2Mo10O40] and the solid catalyst could be recovered and
reused without significant loss of catalytic activity.

13.3.1.3 Others 

Ichihara and coworkers [119–122] developed new catalytic reaction systems using calcium
apatite as a support. Calcium apatite, Ca10(PO4)6X2 (X � OH� [HAP], F� [FAP]), which forms the
mineral component of bone and teeth, is handled as a harmless solid to environment, and has strong
affinity to various organic compounds [123]. Various kinds of POMs such as (CP)10[H2W12O42] (CP
= cetylpyridinium) and (NH4)3[PMo12O40] could be supported on FAP. Oxidation of alkenes and
sulfides using urea–H2O2 (UHP) as an oxidant proceeded efficiently with the catalyst under solvent-
free conditions. The recovered solid phase was reused several times with the maintenance of the
catalytic activity. Ichihara suggested that in situ solid–phase activation of the catalyst with UHP
proceeds to form microcrystals of the active species and the FAP phase plays an important role in
dispersing and stabilizing the active species. 

POM/SiO2 composites were synthesized by a sol–gel technique using tetraethyl orthosilicate
(TEOS) and POMs such as H3[PW12O40], H4[SiW12O40], and Na4[W10O32] [124]. During the sol–gel
process, the POM was entrapped into the silica network, resulting in the formation of POM/SiO2

composites with microporous structures. In the POM/SiO2 composites, surface silanols (�Si�OH)
were protonated under the acidic sol–gel conditions to form cationic �Si�OH2

+ groups, which may
act as counter cations for POM anions. These materials were used for heterogeneous photocatalytic
oxidations [124]. The sandwich-type Fe-containing POM, [(Fe(OH2)2)3(A-�-PW9O34)2]

9�, was elec-
trostatically immobilized on the surface of cationic silica/alumina nanoparticles ((Si/AlO2)Cl)
[125–127]. In this case, there were ~58 POM molecules per nanoparticle bound to the surface
�Al�OH2

+ groups. This material efficiently catalyzed the aerobic oxygenation of sulfides and au-
tooxidation of aldehydes. Interestingly, the activity per POM was higher than that of the parent POM.

13.3.2 Formation of Insoluble Solid Ionic Materials 

Selection of appropriate counter cations can control the solubility of POMs. Usually alkylam-
monium ions are used as counter cations of POM anions to dissolve the compounds in organic sol-
vents (homogeneous system). The introduction of metal counter cations can reduce the solubility in
organic solvents [128–132]. 

13.3.2.1 Metal Ions 

Hill and coworkers [133] reported that selective aerobic oxidation of 2-chloroethyl ethyl sulfide to
the corresponding sulfoxide is catalyzed by Ag5[PV2Mo10O40], which is synthesized by a simple cation-
exchange reaction between Na5[PV2Mo10O40] and Ag(NO)3 in water. In this system, 2,2,2-trifluo-
roethanol was used as a solvent because the substrate was soluble but Ag5[PV2Mo10O40] was insoluble
in the solvent. The activity of the recovered catalyst remained unchanged after several turnovers and the
filtrate showed no activity, indicating that the Ag5[PV2Mo10O40] powder is an actual catalyst.

13.3.2.2 Alkylammonium Ions 

The mono-ruthenium-substituted silicotungstate, [SiW11O39Ru3+(H2O)]5�, synthesized by re-
action of the lacunary POM [SiW11O39]

8� with Ru3+ in acetone, was an efficient catalyst for the
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oxidation of various alkanes and alcohols using 1 atm of O2 with high turnover numbers [134]. The
tetrabutylammonium salt of [SiW11O39Ru3+(H2O)]5� was insoluble in isobutyl acetate, tert-butyl
acetate, and trifluorotoluene, and could therefore be used as a heterogeneous catalyst in these sol-
vents. After several turnovers of the substrate, the catalyst could be removed easily by filtration.
Ru and W were not detected in the filtrate and then the reaction was repeated with the filtrate. No
additional conversion of the substrate was observed. When the oxygenation of adamantane was re-
peated with the recovered catalyst by simple filtration under the same conditions, the reaction pro-
ceeded at almost the same rate and selectivity as those for the first run. These results indicate that
any Ru and W species that leached into the reaction solution are not active homogeneous catalysts
and that the observed catalysis is truly heterogeneous. 

Xi and coworkers [135–137] reported on the epoxidation of alkenes performed with
(CP)3[PO4(WO3)4] catalyst. This insoluble catalyst formed soluble active species,
(CP)3[PO4{WO2(O2)}4], by the reaction with H2O2. When H2O2 was consumed completely, the
catalyst became insoluble again. Therefore, the catalyst recovery was simple. When coupled with
the 2-ethylanthraquinone/2-ethylanthrahydroquinone redox process for H2O2 production, O2 could
be used as an oxidant for the epoxidation of propylene in 85% yield based on 2-ethylanthrahydro-
quinone which was obtained without any by-products (Figure 13.8). 

13.3.2.3 Crosslinking of Copolymer with POM 

Crosslinking of the copolymer was achieved by the presence of POMs, and insoluble materials
with micro- or mesopores were formed. Ikegami and coworkers [138,139] prepared a novel insolu-
ble catalyst of a crosslinked complex consisting of PW12O40

3� and N-isopropylacrylamide with

idations of various substrates including allylic alcohols, amines, and sulfide with 30% aqueous
H2O2 under mild reaction conditions without organic solvents. The turnover number reached up to
35,000 and was very high for the epoxidation of phytol:

(13.15)
OH OH

O
PWAA, H2O2

solvent free, RT, 96 h

94%
(TON = 35,000)
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Figure 13.8 Proposed catalytic cycle for the epoxidation of alkenes by [�-C5H5NC16H33]3[PO4(WO)4] catalyst
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Science, 292, 1139, 2001.)
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ammonium cations (PWAA) (Figure 13.9). This PWAA catalyst heterogeneously catalyzed the ox-



The oxidation of methyl phenyl sulfide using fresh PWAA gave methyl phenyl sulfone in 97%
yield. In the repeated use of recovered catalyst, the yields of sulfone in runs 2 to 5 ranged from 82
to 88%. The activities of recovered catalysts were somewhat reduced. The deactivation may be
caused by catalyst pulverization or degradation of the PW12O40

3� species. While the reusability and
stability of the catalyst should be improved, this concept would be useful for the creation of sophis-
ticated solid catalysts. After Ikegami’s reports, Neumann and coworkers [140] applied this strategy
to the development of alkylated polyethyleneimine/POM synzymes. 

Neumann and coworkers [141] prepared inorganic–organic mesoporous materials by complexation
of the sandwich-type [ZnWZn2(H2O)2(ZnW9O34)2]

12� with branched tripodal organic polyammonium
salts such as tris[2-(trimethylammonium)ethyl]-1,3,5-benzenetricarboxylic acid and 1,3,5-tris
[4-(N,N,N-trimethylammoniumethylcarboxy)-phenyl]benzene trications. However, SEM and TEM
analyses showed the formation of three-dimensional (3D), perforated, coral-shaped, amorphous mate-
rials with organic cations surrounding the polyoxoanions. The hybrid materials had a BET surface area
in the range 30 to 50 m2/g and an average pore diameter of 36 ± 6 Å. The materials were tested as het-
erogeneous catalysts for the epoxidation of allylic alcohols and secondary alcohols with H2O2. The au-
thors reported that the catalytic activity and chemo-, regio-, and diastereoselectivity of the 
hybrid materials in acetonitrile were very similar to those of the corresponding homogeneous analogs
(alkylammonium salt of [ZnWZn2(H2O)2(ZnW9O34)2]

12� dissolved in 1,2-dichloroethane) [64]. The
catalyst recovery–recycling experiments and characterization of recovered catalysts show that the above
heterogeneous catalysis takes place on the surface of the hybrid materials.

13.3.3 Intercalation into Anion-Exchange Materials 

Hydrotalcitelike compounds (HTs) are layered double hydroxides with the general formula
[Mn

2+Mm
3+(OH)2(n+m)]

m+Ax�
m/x·yH2O, where M2+ and M3+ are divalent and trivalent metal cations, re-
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Figure 13.9 Preparation of PWAA catalyst. (From Yamada, Y. M. A. et al., Org. Lett., 3, 1837, 2001 and Yamada,
Y. M. A. et al., Tetrahedron, 60, 4087, 2004.)
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spectively [142]. The Ax� anions required to compensate the net positive charge of Brucite-like layers
are located in the interlayer space [142]. The HTs have been used as catalysts and catalyst supports. 

Recently, various kinds of HTs have been synthesized by substitution of the cations in the
Brucite-like layer. These compounds have anion-exchange ability and various kinds of anions in-
cluding POMs can be intercalated. For example, Zn2Al(OH)6NO3·4H2O (ZnAl-HT) underwent
facile and complete intercalation with POMs such as [SiW11O39]

8� and [SiV3W9O40]
7� by an

anion–exchange reaction [143,144]. The XRD patterns for ZnAl-HT-(SiW11O39) and ZnAl-
(SiV3W9O40) showed several (001) harmonics corresponding to a basal spacing of 14.5 Å. If the
thickness of the Brucite-like layer is taken to be 4.7 Å, the interlayer space is 9.8 Å, in accordance
with the POM size. The ZnAl-HT-(SiW11O39) catalyzed epoxidation of cyclohexene with H2O2.
Tatsumi and coworkers [145] applied MgAl-HT intercalated with POMs such as [Mo7O24]

6� or
[H2W12O42]

10� to the shape-selective epoxidation of 2-hexene and cyclohexene with H2O2. 
Monomeric oxoanions such as WO4

2� and MoO4
2� were also intercalated into the interlayer of

HTs. These materials could act as efficient oxidation catalysts with H2O2. MgAl- or NiAl-HT
intercalated with WO4

2� (HT-WO4
2�) showed excellent activities for oxidative bromination of

unsaturated hydrocarbons using bromide-H2O2 as a bromine source under very mild reaction con-
ditions (Figure 13.10) [146,147]. This material catalyzed the oxidation of bromide with H2O2 to
give the bromonium species, which reacts rapidly with the substrate to provide the corresponding
brominated product. The bromination of monochlorodimedone by HT-WO4

2� showed a turnover
frequency of 71 h�1, which was two orders of magnitude higher than that of the corresponding ho-
mogeneous analog using Na2WO4. The recovered catalyst by filtration after the reaction showed
the same catalytic performance, suggesting that the observed catalysis is truly heterogeneous. In
some alkenes, such as 1-methyl-1-cyclohexene and linalool, bromide-assisted selective formation
of the corresponding epoxides in water proceeded via ring closure of intermediate bromohydrines:

(13.16)

The HT–WO4
2� was also active for the bromide-assisted oxidation of substituted phenols to p-

quinol derivatives with NH4Br–H2O2 [148], and the epoxidation of allylic alcohols with H2O2 as the
sole oxidant [149]. Hydrotalcitelike compounds intercalated with MoO4

2� (HT-MoO4
2�) catalyzed

the decomposition of H2O2 to singlet oxygen and water  [150–152]:

(13.17)

(13.18)

This system has been successfully applied to the peroxidation of various unsaturated hydrocar-
bons [150–152].
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Figure 13.10 Catalytic cycle of bromination with HT-WO4
2�catalyst. (From Sels, B. F. et al., Nature, 400, 855, 1999.)
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13.3.4 Immobilization on Surface-Modified Supports

Polyoxometalates can be immobilized on surface-modified supports via appropriate spacer lig-
ands. There are two main strategies for the immobilization: (1) formation of anion–cation pairing
and (2) formulation of a covalent bond. Surface modification of polymers and silica can be carried
out using various methods [153–157]. According to the review by Davis et al. [156], organic groups
can be easily grafted onto a silanol-containing surface using a trialkoxy- or trichloro-organosilane,
for example. The grafted organic groups are covalently attached, and are stable. The surface prop-
erties such as hydrophobicity and hydrophilicity can be controlled by changing the organic groups.
For tethering POMs, quaternary ammonium cation-functionalized supports have been most widely
used. 

13.3.4.1 Anion–Cation Pairing

Srinivasan and Ford [158] reported that epoxidation of cyclooctene using excess H2O2 was cat-
alyzed by polymolybdate such as [Mo7O24]

6� tethered on the colloidal polymer with alkylammo-
nium cations. Cyclooctene was oxidized to give 1,2-epoxycyclooctane with >99% selectivity at
90% conversion for 24 h at 313 k:

(13.19)

However, styrene and cyclohexene gave complex product mixtures, and 1-octene did not react
under the same reaction conditions. Thus, the activity of this catalyst is intrinsically low. Jacobs and
co-workers [159,160] applied Veturello’s catalyst [PO4(WO(O2)2)4]

3� (tethered on a commercial ni-
trate-form resin with alkylammonium cations) to the epoxidation of allylic alcohols and terpenes.
The regio- and diastereoselectivity of the parent homogeneous catalysts were preserved in the
supported catalyst. For bulky alkenes, the reactivity of the POM catalyst was superior to that of
Ti-based catalysts with large pore sizes such as Ti-β and Ti-MCM-48. The catalytic activity of the 
recycled catalyst was completely maintained after several cycles and the filtrate was catalytically
inactive, indicating that the observed catalysis is truly heterogeneous in nature. 

Degradation (or pulverization) of the organic polymer support is disadvantageous for the poly-
mer-supported POM catalysts. To overcome this disadvantage, inorganic-based hybrid supports
have been used. Neumann and Miller [161] grafted POMs such as [PO4(WO(O2)2)4]

3� and
[ZnWZn2(H2O)2(ZnW9O34)2]

12� on modified SiO2 particles with various quaternary ammonium
cation moieties, prepared by copolymerization of TEOS (tetraethyl orthosilicate) and trialkoxy
organosilanes using the sol–gel technique for the heterogeneous epoxidation using H2O2. The cat-
alytic activities were greatly influenced by the type of quaternary ammonium cation moieties
introduced into the modified SiO2. Octyldimethyl benzyl ammonium cations showed the best result.
With these catalysts, however, the epoxidation was not selective and efficient except for a few com-
mon alkenes. Catalytic epoxidation with analogous catalysts based on surface-modified MCM-41
has also been reported [162]. 

The peroxotungstate [W2O3(O2)4(H2O)2]
2� (W2), immobilized on dihydroimidazolium-based

ionic liquid-modifed SiO2 (W2/1-SiO2), has been synthesized [163]. The synthetic procedure is

2

configuration around the C � C double bonds was completely retained in the corresponding epox-
ides, suggesting that free-radical intermediates were not involved in the epoxidation.
Theegioselective epoxidation of geraniol took place at the electron-deficient 2,3-allylic double
bond to afford 2,3-epoxy alcohol in high yield. Epoxidation of secondary �,�-disubstituted allylic

O
polym. CH2N+(CH3)3(1/6)[Mo7O24]6−,H2O2

solvent free, 313 K, 24 h

90%

−
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shown in Figure 13.11. For the epoxidation of cis- and trans-alkenes catalyzed by W2/1-SiO , the
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alcohols of 4-methyl-3-penten-2-ol proceeded diastereoselectively to form the threo-epoxy alco-
hol (threo/erythro = 90/10). In addition, the epoxidation of (Z)-3-methyl-3-penten-2-ol, in which
1,3- and 1,2-allylic strains compete with each other, was more erythro-selective (threo/erythro �
40/60). A similar regio- and diastereoselectivity for allylic alcohols was also observed for homo-
geneous W2-catalyzed epoxidations [93,94]. Epoxidation was terminated completely by catalyst
removal and no tungsten species could be detected in the filtrate. Furthermore, W2/1-SiO2 could
be easily recovered by filtration and reused at least three more times for the epoxidation of cy-
clooctene under the same conditions without loss of catalytic activity and selectivity. The above
results rule out any contribution to the observed catalysis from tungsten species that might have
leached into the reaction solution and therefore the observed catalysis is truly heterogeneous in na-
ture. The catalytic activity of W2/1-SiO2 was compared with that of the corresponding homoge-
neous analog of [n-C12H25N(CH3)3]2[W2O3(O2)4(H2O)2] (DTMA-W2) under the same conditions.
The reaction rates of W2/1-SiO2 were comparable to those of DTMA-W2. This fact indicates that
homogeneous catalysis can be heterogenized with retention of the W2 catalyst performance by
using ionic liquid-modified SiO2 as a support.

13.3.4.2 Covalent Bond Formation

Various kinds of supports with phosphorylated spacers were synthesized to form covalent bonds

act as effective catalysts in the epoxidation with H2O2 [162,164,165]. Very recently, the peroxo
compound [HPO4{W(O)(O2)2}2]

2� (PW2) was synthesized on the surface of mesoporous HMS by
reacting HMS–CH2CH2CH2NH(PO3H2) with W2, and then palladium ions were exchanged into the
channels of HMS to form a hybrid catalyst [166]. The catalyst was active in the oxidation of propy-
lene to propylene oxide in methanol using O2 as an oxidant. For example, oxidation of propylene at
373 K for 6 h gave propylene oxide in 83.2% selectivity at 34.1% conversion. In this system, the
actual epoxidation catalyst may be the PW2 species. H2O2 might be formed by the reaction of
methanol and O2 over the palladium catalyst and regenerates peroxo species. The active compo-
nents such as palladium and tungsten did not leach into the reaction medium and this catalyst could
be reused. 

13.3.4.3 Others

polyethers such as polyethylene oxide (PEO) and polypropylene oxide (PPO) were covalently at-
tached to the surface of SiO2, acting as a solvent or complexing agent for POMs such as
H5PV2Mo10O40 and [(C6H13)4N]3[PO4{WO(O2)2}4]. Oxidative dehydrogenation of 9,10-dihydroan-
thracene with TBHP and epoxidation of cyclooctene with isobutyraldehyde/O2 proceeded by
H5PV2Mo10O40-based catalyst:

(13.20)

In the case of supported Venturello catalyst of [(C6H13)4N]3[PO4{WO(O2)2}4], epoxidation of
cyclooctene was performed by using 30% aqueous H2O2 without organic solvents:

(13.21)O
solvent free, 296 K, 24 h

>99%

Q3[PO4(WO(O2)2)4] PEO/PPO SiO2, H2O2− −

H5PV2Mo10O40 PEO SiO2, TBHP

PhCH3, RT, 2 4 h

96%

− −
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with peroxotungstate species (Figure 13.12) [162,164,165]. The resulting materials were shown to

Solvent-anchored, supported catalysts have also been reported [167]. As shown in Figure 13.13,



Similarly, heterogeneous catalyst prepared by immobilization of POMs on chemically modified
hydrophobic SiO2 has been applied to the selective epoxidation of various alkenes with 15% aque-
ous H2O2 without organic solvents [168].

13.4 CONCLUSIONS AND FUTURE OPPORTUNITIES

In liquid-phase oxidations, POMs can be used as efficient homogeneous catalysts in combina-
tion with the environment-friendly oxidants H2O2 and O2. For H2O2-based oxidations, tungsten-
based compounds are effective. Some transition-metal-substituted POMs (e.g., [WZnRu2(OH)
(H2O)(XW9O34)2]

11� (X � Zn2+ or Co2+) [58,59], [�-SiW10{Fe(OH2)}2O38]
6� [61], and

[(CH3CN)xFe·SiW9V3O40]
5� 62]) can activate O2. Practical applications of POMs to oxidation

catalysis will require methods for perfect catalyst recovery and recycling. One promising approach
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Table 13.2 Porous Polyoxometalates

Group Compound Comment Reference

(i) Cs2.5H0.5PW12O40 Adsorption of N2, hydrocarbons; hydrolysis of [169–173]
esters; hydration of olefins

(i) Cs2.1H0.9PW12O40 Adsorption of N2, n-butane [170, 174]
(i) Pt-Cs2.5H0.9PW12O40 Adsorption of N2, hydrogenation of olefins [174, 175]

(Pt: 0.5 wt%)
(i) Pt-Cs2.1H0.9PW12O40 Adsorption of N2, methane, n-butane;

(Pt: 0.5–1.5 wt%) oxidation of CO, alkanes (shape-selective) [174–176]
(i) Pt-Rb2.1H0.9PW12O40 Adsorption of N2, benzene; hydrogenation of 

(Pt: 0.5 wt%) aromatics (shape-selective) [174, 176]
(i) Cs3PW12O40 Adsorption of N2 [177]
(i) (NH4)3PW12O40 Adsorption of N2 [177–180]
(i) A3PM12O40, A3SiW12O40 Adsorption of N2 [181]

(A = Ag; M = W, Mo)
(i) (C52H60NO12)12[{Mn(H2O)}3 [182]

(SbW9O33)2]
(i) Ag4SiW12O40 Adsorption of N2 [183]
(i) Organic polyammonium salts 

of [ZnWZn2(H2O)2(ZnW9O34)2]
12� Adsorption of N2, oxidation of allylic [141]

alcohols, secondary alcohols
(ii) [M3V18O42(H2O)12(XO4)]·24H2O Sorption of water [184, 185]

(M = Fe, Co; X = V, S)
(ii) [Cu(tpypor)Cu2Mo3O11]·nH2O, Sorption of water, alcohols [186]

[{Fe(tpypor)}3Fe(Mo3O19)2]
·nH2O

(ii) [AlO4Al12(OH)24(H2O)12][Al(OH)6 Sorption of water [187]
Mo6O18]2(OH)·29.5H2O

(ii) (pipzH2)(H3O)[Al15(�3-O)4 Sorption of water [188]
(�3-OH)6(�-OH)14(hpdta)4]

(ii) K3[Cr3O(OOCH)6(H2O)3] Sorption of water, alcohols, nitriles; [189–191]
[SiW12O40]·16H2O; Cs3[Cr3O noxidation of allylic alcohols 
(OOCH)6(H2O)3] (shape selective)
[CoW12O40]·7.5H2O

(ii) (calix[4]arene-Na+)3[PW12O40] Sorption of water, alcohols (amphiphilic) [192]
(iii) Na16[MoVI

124MoV
28O429(�3�O)28 [193]

H14(H2O)66.5]·300H2O
(iii) Na16[{MoVI

2O5(H2O)2}16 [194]
{MoVI/V

8O26(�3-O)2H(H2O)3
MoVI/V}16
{MoVI/V

36O96(H2O)24}2]
(iii) (NH4)72-n[(H2O)81-n(NH4)n [195]

{(MoVIMoV
5O21(H2O)6)12

{MoV
2O4(SO4)}30}

·200H2O
(iii) (NH4)26[(H4CuII

5)MoV
28MoVI [196]

114O432(H2O)58]·300H2O
(iii) Na15[MoVI

126MoV
28O462H14 [197]

(H2O)70]0.5[MoVI
124MoV

28O457
H14(H2O)68]0.5 ·400H2O

(iii) (DODA)40(NH4)2[(H2O)50 [198]
Mo132O372(CH3COO)30(H2O)72]

(iii) Cs2[Mo12S12O12(OH)12 [199]
(H10C7O4)]·20H2O

(iii) A4[W16S16O16(OH)16(H2O)4 [200]
(C5H6O4)2] (A = Cs, Li)

(iii) K28Li5H7P8W48O184·92H2O [201]
(iii) K24[{�-Ti2SiW10O39}4] 50H2O [202]

Notes: (1)Tpypor = tetrapyridlporphyrin; pipz = piperazine; H5hpdta = 2-hydroxypropane-1,3-di-amine-N,N,N�,
N �-tetraaceticacid; organic polyammonium cation = tris[2-(trimethylammonium)ethyl]-1,3,5-benzenetricar-
boxylate; 1,3,5-tris[4-(N,N,N-trimethylammoniumethylcarboxyl)phenyl]benzene; DODA = dimethyl dioctade-
cylammonium.

(2) Group (i), compounds with pores between particles (crystallites); Group (ii), compounds with pores in
their crystal lattices; Group (iii), compounds with pores in the molecules.
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is to heterogenize the active homogeneous POM catalysts and many strategies have been proposed
in which the observed catalysis is truly heterogeneous in nature, i.e., recyclable catalysts and no
leaching of the active species. However, in most cases the catalytic activities of the parent homo-
geneous POMs are much decreased by the heterogenization. The results of Hill [125], Jacobs [146],
Neumann [161,167], and Mizuno [163] represent the few successful examples in which the catalytic
activities of heterogenized catalysts are comparable or even higher than those of the corresponding

tivities by the heterogenization. 

trolled pores between particles (crystallites) [169–183], in their crystal lattices [184–192], or in the
molecules [193–201], and show unique sorption and catalytic properties. Worthy targets of future
research are shape- and stereo-selective oxidations using porous POMs. 
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CHAPTER 13 QUESTIONS

Question 1 

Provide the 12 principles of “green chemistry.”

Question 2 

There are some ways to evaluate environmental burden in chemical synthetic processes. The
atom economy is the fraction of the atoms in the product to the fraction of all atoms in the reac-
tants. The E factor is the ratio of the mass of all waste to the mass of product. For the following re-
action concerning the production of propylene oxide, calculate the theoretical atom economy and E
factor.

Question 3 

H2O2 and O2 are desirable as oxidants for oxidation reactions? Give reasons.

Question 4 

Various types of polyoxometalates are effective catalysts for the H2O2- and O2-based oxidations.
Give some examples.

Question 5 

Polyoxometalate-catalyzed oxidations are carried out in homogeneous or heterogeneous sys-
tems. Write advantages and disadvantages of homogeneous and heterogeneous systems, respec-
tively.

Question 6 

The system consisting of [PMo12�nVnO40]
(3+n)� and Pd2+ salts can catalyze the Wacker-type

oxidation. What is the role of [PMo12�nVnO40]
(3+n)�?

O+ Cl2 + Ca(OH)2 + CaCl2 + H2O

OOH OH
O

O+ H2O2 + H2O

+ +

(1)

(2)

(3)

(4) O+ 1/2O2
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14.1 INTRODUCTION

Enantioselective heterogeneous catalytic reactions are of growing interest, as optically pure chiral
compounds are of great importance in different areas like fine chemical, pharmaceutical, agro-
chemical, flavor, and fragrance industries. 

It is now well recognized that different enantiomers can possess different physiological properties,
sometimes the wrong enantiomer being a ballast, sometimes a pollutant, and sometimes a structure with
an opposite biological activity. From the application point of view, the last case is evidently the most
dangerous. Unfortunately, there are many examples of drugs manufactured and sealed as racemic mix-
ture without a previously detailed characterization of both isomers. Such was the case in the tragic ex-
ample of thalidomide. In the late 1950s, thalidomide was prescribed for controlling morning sickness
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during pregnancy, but by 1952 the drug was withdrawn from the market after thousands of deformed
children were born to mothers who had taken the drug. Later, it was discovered that D-thalidomide
exhibited safe, therapeutic effects but L-thalidomide was a potent mutagen. This represented perhaps
the first application example showing the importance of obtaining pure optical isomers. However,
literature reports many other examples in which the enantiomers exhibit opposite biological activity.
The S-isomer of penicillamine is a useful antiarthritic drug, whereas the R-isomer is highly toxic. The 
S-isomer of propranolol is a beta-blocker drug useful in the treatment of heart diseases, whereas the 
R-isomer is an active contraceptive. But the pharmaceutical industry is not the only one to know such
examples. In the flavor industry, for example, it is very well known that the S-isomer of limonene
exhibits the odor of lemon, whereas the R-isomer has the odor of orange. These only represent a few
examples which show how important are the asymmetric syntheses producing only a single enantiomer
of a chiral compound. In accordance, the Food and Drug Administrations were obliged to move to a
regulatory philosophy enforcing the delivery of only the therapeutically active optical isomer for a given
drug. This philosophy determined minimization or even elimination of any trace of other isomers, even
in instances where these are toxicologically harmless [1]. 

Among the various methods proposed to produce selectively isolated enantiomers, the use of
enantioselective catalysis is by far the most attractive one. The control of stereochemistry by use of
a minute amount of an asymmetric catalyst offers clear advantages. Therefore, the design and de-
velopment of catalytic enantioselective organic reactions is considered as one of the most attractive
and challenging frontiers in synthetic organic chemistry. 

A large number of reactions have been successfully subjected to asymmetric catalysis in ho-
mogeneous phase and many of these are already applied in industry. An important example in this
sense is the development of an asymmetric hydrogenation catalysts based on rhodium complexes
with chiral phosphine ligands (DIPAMP) and their application in the manufacture of L-DOPA [2],
the process occurring with 95% enantiomeric excess (e.e.). However, from the viewpoint of scope
of applications and industrial potential, BINAP, another chiral phosphine ligand, is the most im-
portant [3], being used in many asymmetric catalytic processes. It is, for example, highly efficient
(97% e.e.) for the synthesis of (S)-naproxen based on the asymmetric hydrogenation of the unsatu-
rated precursors and for the synthesis of L-menthol based on the asymmetric isomerization of di-
ethylgeranylamine to citronellaldiethylamine (99% e.e.) [4]. 

It is now clear that asymmetric catalytic hydrogenation is rather successful. However, the initial
research work of Sharpless [5] in the asymmetric epoxidation, followed by the results of Jacobsen
et al. [6] opened large opportunities for liquid-phase asymmetric oxidation. Sharpless epoxidation
has been widely applied in bench-scale organic synthesis, and more recently, salene derivatives
emerged among the most effective catalysts in this reaction [7,8].

These are only few examples of successful asymmetric processes in homogeneous catalysis but, in
the last four decades, this chemistry has rapidly grown from the level of an academic curiosity to an es-
sential research and, in some cases, even to a giant-scale industrial production [9,10]. In spite of the fact
that asymmetric catalysis is undoubtedly one of the most promising methods for these complicate syn-
theses [11], industrial applications are surprisingly still underdeveloped. The main reason is not asso-
ciated with qualitative aspects of the transformations where high e.e.’s and conversions are obtained for
a wide variety of reactions but to rather high costs of the ligand or metal. These drawbacks could be
avoided if the catalyst is separated and reused after reaction. An evident way for achieving it is the use
of heterogeneous catalysis, allowing easy work-up procedures and possible recycling. 

However, the use of the heterogeneous catalysts in applicative enantioselective syntheses has a
limited success. Several factors contribute to this situation: (1) a long time is required to achieve an
effective heterogeneous enantioselective catalyst compared with the homogeneous ones, (2) a more
complex structure of the heterogeneous catalyst surface on which centers coexist with different cat-
alytic activity and selectivity, which can lead to undesired secondary reactions, and (3) an increased
difficulty to create an effective asymmetric environment and to accommodate it with the multitude
of reactions that are interesting to be carried out under enantioselective restrictions. 
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In fact, there are only two heterogeneous catalysts that reliably give high enantioselectivities
(e.s.’s) (90% e.e. or above). These are Raney nickel (or Ni/SiO2) system modified with tartaric acid
(TA) or alanine for hydrogenation of �-ketoesters [12–30], and platinum-on-charcoal or platinum-
on-alumina modified with cinchona alkaloids for the hydrogenation of �-ketoesters [31–73].

To overcome the mentioned disadvantages, several approaches have been envisaged. Among these,
the heterogenization of a homogeneous catalyst is trying to combine the advantages of heterogeneous
and homogeneous catalysis. Using this approach, a homogeneous catalyst is bonded to an inert surface
support such as silica or a resin by different techniques such as: (1) formation of a covalent bond with
a ligand; (2) ion-pair formation; and (3) entrapment. In such heterogenized systems the catalytically ac-
tive species resembles its homogeneous counterpart in solution, whereas the catalyst can be separated
from the product by filtration, similar to a truly heterogeneous system. Although in principle such an
idea is extremely attractive, gave many examples in which heterogenization of homogeneous catalysts
resulted in a significant loss of activity and asymmetric induction capability with respect to that of ho-
mogeneous phases is found in the literature [74]. Binding of a ligand to a solid via a covalent bond has
become the most frequently employed method of heterogenization of an enantioselective catalyst. The
simplest method available is the grafting of a suitably functionalized monomeric ligand onto a support.
This method benefits from being able to use a well-characterized monomer in the grafting with a well-
characterized, often commercially available polymer, leading to an immobilized ligand of known
origin. Furthermore, the same functionalized monomer may be used to graft onto a variety of supports,
and therefore, this method is widely applicable. An alternative method of immobilization is to perform
a copolymerization reaction with a monomer functionalized with, for example, a styrene unit. However,
this method has the drawback that a particular monomer may only be suited to a certain type of poly-
mer. A third, less desirable method, is to prepare the ligand on the polymer support [75]. 

One of the problem that is frequently questionable for heterogenized asymmetric catalysts on
inorganic support is the leaching of the complex due to instability of the silicon-complex bond.
Understanding this aspect, a considerable progress was achieved in the last years leading to highly
stable enantioselective catalysts. In this context, Corma et al. [76,77] anchored chiral transition
metal complexes on USY zeolites, starting from �-aminoalcohols such as prolinol. The zeolite-
supported Ni complexes catalyzes the conjugate addition of ZnEt2 to enones, with similar yields of
the �-ethylated ketones as in homogeneous conditions [78,79]. 

Metal oxides were also chirally modified and few of them showed a significant or at least use-
ful e.s. Thus, while Al2O3/alkaloid [80] showed no enantiodifferentiation, Zn, Cu, and Cd tartrate
salts were quite selective for a carbene addition (45% e.e.) [81] and for the nucleophilic ring open-
ing of epoxides (up to 85% e.e.) [82]. Recently, it was claimed that �-zeolite, partially enriched in
the chiral polymorph A, catalyzed the ring opening of an epoxide with low but significant e.s. (5%
e.e.) [83]. All these catalysts are not yet practically important but rather demonstrate that amorphous
metal oxides can be modified successfully.

Alternatively, one might perform reactions with a nonenantioselective catalyst, and with a sub-
strate that already contains at least one stereogenic center besides the prochiral group. Molecules
with a prochiral group and one or more stereocenters are frequently encountered in complex organic
synthesis, and these molecules can be used as such in diastereoselective transformations.
Alternatively, relatively simple molecules with a prochiral group can be derivatized with a chiral
auxiliary (i.e., an optically active molecule that is used in stoichiometric amounts to orchestrate
asymmetric induction at a newly formed stereogenic center without being incorporated into the
product). Therefore, chiral auxiliaries provide another alternative to asymmetric catalysis. In prin-
ciple, chiral auxiliaries suffer from disadvantages that additional steps are required for attaching and
cleaving the chiral auxiliary, and that a stoichiometric by-product is formed that needs to be sepa-
rated after the auxiliary cleavage [84]. Even so, chiral auxiliaries can be useful for stereoselective
synthesis of pharmaceutical intermediates on a large scale. Diastereoselective hydrogenations have
been surveyed rather recently in two excellent reviews by Besson and Pinel [85] and De Vos and
coworkers [86].
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14.2 PRINCIPLES OF STEREODIFFERENTIATION AND ASYMMETRIC CATALYSIS 

The enantiomers (i.e., stereoisomers that are not superimposable on their mirror images) of a
racemate have identical chemical properties but they can exhibit different chemical reactivities
when placed in a chiral environment. This means that a chiral substance (i.e., a molecule of its
image and mirror image are not superimposable), such as an enzyme, is able to differentiate be-
tween two enantiomers on the basis of their different stereochemical configuration (i.e., the actual
three-dimensional spatial arrangement of the atoms in a molecule). This phenomenon is referred to
as chiral discrimination or chiral recognition and can also be observed in interactions between cer-
tain achiral molecules (i.e., a molecule of its image and mirror image are superimposable) and a
chiral reagent or catalyst.

There are two possible approaches for the preparation of optically active products by chemical
transformation of optically inactive starting materials: kinetic resolution and asymmetric synthesis
[44,87]. For both types of reactions there is one principle: in order to make an optically active
compound we need another optically active compound. A kinetic resolution depends on the fact that
two enantiomers of a racemate react at different rates with a chiral reagent or catalyst. Accordingly,
an asymmetric synthesis involves the creation of an asymmetric center that occurs by chiral
discrimination of equivalent groups in an achiral starting material. This can be done either by enan-
tioselective (which involves the reaction of a prochiral molecule with a chiral substance) or
diastereoselective (which involves the preferential formation of a single diastereomer by the cre-
ation of a new asymmetric center in a chiral molecule) synthesis. 

The e.e., also called optical yield (OY), is defined as the selectivity of an enantioselective reac-
tion and is expressed as e.e. It can be calculated from the formula

e.e. � OY(%) � ([R] � ([S])([R] � [S])

where [R] is the concentration of R-isomer and [S] is the concentration of S-isomer.
As mentioned above, the formation of an e.e. is a kinetic phenomenon. This assumes that in a nonchi-

ral environment, the activation energy for the formation of two enantiomers is same while in a chiral en-
vironment, there is a difference in the activation energy between two diastereomeric transition states
leading to preferential formation of one enantiomer. In other words, the difference in activation energy
can be rationalized by interaction of a chiral agent with the substrates in the product-determining step.
At 25°C, an energy difference of 2.66 kJ/mol leads to about 98% (99%:1%) e.e. (Figure 14.1).
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The kinetic resolution and enantioselective syntheses are illustrated in Scheme 14.1.
In the enantioselective synthesis, the asymmetry (i.e., the stereoselectivity) is induced by the ex-

ternal chiral catalyst, while the diastereoselective synthesis does not require a chiral catalyst. The
stereogenic center already present in the molecule is able to induce stereoselectivity, assuming that
the synthesis starts with a single enantiomer. For instance, imagine that an �,�-substituted product

leads, e.g., largely to (�S, �R) and hardly to the (�S, �S) diastereomer (i.e., stereoisomers that are

Starting from a racemic mixture of (�S) and (�R), the same diastereoselective reaction will
mainly lead to the racemic mixture of the enantiomers (�S, �R) and (�R, �S). The minor products
are then (�S, �S) and (�R, �R). Diastereoselectivity only leads to enantiomerically pure products
if the starting product is enantiomerically pure. With a nonenantioselective catalyst, the absolute
value of the diastereomeric excess (d.e.) (i.e., the mole fraction expressing the ratio of two di-
astereomers in a mixture, analogous to e.e. for enantiomers) is the same whether starting from (�S),
(�R), or a 50:50 mixture of (�S) and (�R). In contrast, if the catalyst is itself enantioselective, the
d.e. values may well be different depending on the configuration in the starting product. Scheme

The energy profiles for an enantioselective and a diasteroselective synthesis are compared in

between the optical purity of the chiral catalyst or auxiliary and that of the reaction product, reported
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Figure 14.2. An interesting feature of the asymmetric catalytic synthesis is the nonlinear correlation

14.2 gives an example of enantio- vs. diastereoselective process.

not mirror-images of each other), the reaction is diastereoselective (Scheme 14.2).

is formed, and that the reactant already contains a stereogenic carbon at �. If the reaction of (�S)



for the first time by Puchot and coworkers [88] and observed by different other research groups
[89–91]. Such an effect may be exemplified by the fact that in some cases the products of an asym-

Kagan’s group developed mathematical models to describe this behavior for systems in which
an organometallic catalyst contains two or more different chiral ligands, pointing out that an un-
derstanding of such inexplicable behavior may lead to the description of the reaction mechanism
and the structure of active catalytic species. Recently, it has been shown that the theoretical models
developed by Kagan may also predict the reaction rate [92]. Therefore, a strong amplification in
product chirality may come at the expense of a severely suppressed rate of product formation; in
comparison, a system exhibiting a negative nonlinear effect in product e.e. can provide a signifi-
cantly amplified rate of formation of the desired product.

An enantioselective catalyst must fulfill two functions: (1) activate the different reactants (activa-
tion) and (2) control the stereochemical outcome of the reaction (controlling function). As an accepted
general model, it is postulated that this control is achieved by specific interactions between the active

Experience has shown that most substrates that can be transformed in useful enantiomers have an ad-
ditional functional group that can interact with the chiral active center. 

As a result of the catalytic center–chiral entity interaction the reaction rate accelerates substan-
tially. This phenomenon was described for the first time by Sharpless [6], who coined the term
ligand accelerated catalysis. Unfortunately, the reasons for this phenomenon are still not well
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departure from proportionality is termed as a positive asymmetric amplification (Figure 14.3).

(a) Enantio- vs. (b) Concept of the diastereoselective synthesis, (c) diastereoselective epoxidation.

centers of the catalyst, the adsorbed substrates, and the adsorbed chiral auxiliary (Figure 14.4).

metric catalytic reaction exhibit an e.e. higher than the enantiopurity of the chiral catalyst, and this



understood, since very little is known about the interactions occurring between substrate, chiral
modifier, and catalyst. The same phenomenon was claimed to explain the effect of low modifier
concentrations on the rate and e.e. of the ethyl pyruvate hydrogenation catalyzed by Pt/Al2O3 mod-
ified with 10,11-dihydrocinchonidine [31].

14.3 HISTORICAL DEVELOPMENTS

The first synthesis of an heterogeneous enantioselective catalyst was reported in 1956 by Izumi
and coworkers [100]. The heterogeneous catalyst was prepared by reducing palladium chloride that
had been previously adsorbed on a silk fibroin support. It was suggested that the enantioselective
reduction of precursors of amino acids was the result of an optically active configuration of the silk
fibroin fiber, which is a natural protein. The study of the silk fibroin system was extended by Izumi
[94–96], who investigated the hydrogenation of various C�C, C�O, and C–NO2 bonds on palla-
dium, platinum, and rhodium-based catalysts. Each metal had a particularly strong selectivity for
the hydrogenation of a certain bond. However, no optically active product was obtained, and therefore
Akabori’s findings were not confirmed. Rather surprising results were reported for the epoxidation of
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chalcones using H2O2 in a two-phase reaction system in the presence of polyamino acid derivative
as chiral catalyst [97]. Several parameters were shown to be of importance for the
catalytic performance: type of amino acid, degree of polymerization, substituent at the terminal
amino group, and organic solvent. From these and other observations, it was inferred that supramol-
ecular interactions inside the polymer aggregate are important to catalysis and stereocontrol.
Changes in the polymers properties led to remarkable improvements. Therefore, 10 years later,
Itsuno and coworkers [98] described the preparation of polyamino acids grafted onto 2%

(OY up to 99%). Recently, the use of polypeptides as catalysts in the same epoxidation of chalcones
led, also, to e.e. of 99% [99]. Synthetic chiral polymers were also evaluated as supports, but the
early work experienced a range of problems including lack of reproducibility and low e.s. 

One of the important conclusions of the early attempts was that it is fruitful to place the func-
tionality near an optically active support. Already in 1958, Isoda and coworkers reported for the first
time the enantioselective hydrogenation with a Raney nickel catalyst modified with optically pure
amino acids. Optical yields reported at that time were from low (2.5%) to moderate (36%) values

study of the modified Raney nickel system with TA. As a result of their initial researches, this sys-
tem was the first heterogeneous chiral catalyst to give high enantioselectivities in the hydrogenation
of �-ketoesters (95%) [101,102]. 

Hydrogenation of enantioselective �-ketoesters over platinum catalysts, modified by treatment with
cinchona alkaloids and first reported in 1979 by Orito and coworkers [103,104], represents another
example which pushed the development of heterogeneous asymmetric catalysis. In the 1980s, several
European groups began to use the in situ modification technique for cinchona-modified Pt and Pd sys-
tems. Since its discovery, a large amount of research has been done on this catalyst system, in an attempt
to develop a sufficiently detailed understanding of the processes taking place on the catalyst surface so
that this information can be used to design other catalyst systems for other reactions. Therefore, a vari-
ety of catalyst–chiral modifier–reactant systems have been tested resulting in a wide range of OYs
[34,37,42,57,105–133]. From this body of work some specific features of the catalyst system have
come to light. First, platinum is the only viable metal for the hydrogenation of �-ketoesters and acids.
No other metal will work in this reaction. However, palladium/cinchonidine system also led to reason-
able high enantioselectivity in hydrogenation of �-phenylcinnamic acid [134]. Secondly, it appears that
the modifier must have at least a binuclear aromatic ring system attached to a chiral �-oxo tertiary
amine for optimum selectivity. This subject has been much reviewed [43, 44, 65, 102, 135–138].

In 1990, Choudary [139] reported that titanium-pillared montmorillonites modified with tar-
trates are very selective solid catalysts for the Sharpless epoxidation, as well as for the oxidation of
aromatic sulfides [140]. Unfortunately, this research has not been reproduced by other authors.
Therefore, a more classical strategy to modify different metal oxides with histidine was used by
Moriguchi et al. [141]. The catalyst showed a modest e.s. for the solvolysis of activated amino acid
esters. Starting from these discoveries, Morihara et al. [142] created in 1993 the so-called molecu-
lar footprints on the surface of an Al-doped silica gel using an amino acid derivative as chiral tem-
plate molecule. After removal of the template, the catalyst showed low but significant e.s. for the
hydrolysis of a structurally related anhydride. On the same lines, Cativiela and coworkers [143]
treated silica or alumina with diethylaluminum chloride and menthol. The resulting modified
material catalyzed Diels–Alder reaction between cyclopentadiene and methacrolein with modest
e.s. (30% e.e.). As mentioned in the Introduction, all these catalysts are not yet practically impor-
tant but rather they demonstrate that amorphous metal oxides can be modified successfully.

Starting from the Pt-cinchona modified system, more recently an interesting concept has been
developed by Feast and coworkers [144]. A chiral acidic zeolite was created by loading one mole-
cule of R-1,3-dithiane-1-oxide per supercage of zeolite Y, either during or after the zeolite synthe-
sis. Other chiral zeolites were formed by adsorbing ephedrine as a modifier on zeolites X and Y for
the Norrish–Yang reaction [145]. 
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(for references see [12]). Subsequently, in 1963, Izumi and coworkers [100] initiated an extended

crosslinked polystyrene with a high selectivity in the epoxidation of several substituted chalcones



Ni/SiO2–TA modified and Pt/Al2O3–cinchona modified systems are the most performing het-
erogeneous enantioselective systems but they can transform only a limited number of substrates.
Therefore, the most important problem was to develop a similar performing enantioselective
system for the transformation of other prochiral substrates. This is why in the past two decades,
starting in 1974 [146], many attempts have been made to heterogenize the most versatile enantios-
elective homogeneous catalysts, the primary aim to maintain the reaction activity and e.s. of the ho-
mogeneous species while at the same time to increase significantly the ease of separation from the
reaction medium [93,147–154]. One approach to achieve heterogenization involved reacting a metal
complex or salt with a solid support as a polymer or a metal oxide that had been previously modi-
fied by the addition of phosphine or amine ligands to the surface of the support. From a practical
approach, these catalysts are not widely used since their activities are frequently lower than those
of the corresponding homogeneous analogues. In addition, problems associated with polymer
swelling and related mass transport difficulties can be encountered, as well as the finding that
activity is frequently lost or attempted reuse. Some success has been reported in preparing polymer-
supported chiral complexes, but the selectivity observed with the use of such heterogenized species
has generally been lower than obtained using the homogeneous catalyst itself [155–158]. In 1994,
Wan and Davis [159] reported a heterogeneous catalyst for asymmetric hydrogenation reactions, in
which an organometallic catalytic complex is held in a film of water on a porous hydrophilic sup-
port, while the reactants and products remain within a hydrophobic organic phase. This system gave
selectivity of only about 70% e.e., whereas values of at least 95% are needed for practical utility.
Only few months later, the same authors [147a] described a modified process in which an e.e. of
96% was obtained for the asymmetric reduction of 2-(6�-methoxy-2�-naphtyl) acrylic acid to the
commercially important anti-inflammatory agent naproxen. It seems that one reason for their suc-
cess is the method of immobilization. Rather than immobilizing the active organometallic complex
through a covalent bond to a supporting surface (which usually leads to a significant loss in activ-
ity), the phase containing the organometallic complex and ethylene glycol was directly immobilized
onto the support. Maybe, this is the best demonstration of the catalyst design.

In parallel to these studies, cinchona alkaloid derivatives have been immobilized on insoluble
supports [160–165] and used in the asymmetric dihydroxylation of alkenes. The use of an insolu-
ble polymer as support allowed one to attain high e.s. levels, in many cases comparable to those
obtained in the homogeneous phase with soluble ligands. This approach might be useful for the
development of technologies for small- and large-scale production of optically active diols. On the
contrary, the use of inorganic matrices as insoluble supports for the chiral ligands has not met with
the same success [166].

From the above, the next logical extension to the idea of confinement was the use of confined
spaces large enough to accommodate complicated organometallic catalytically active molecules as
well as relevant substrate and product species. Therefore, the research groups turned their attention
to the recently discovered families of mesoporous oxides, particularly the mesoporous siliceous
oxides with channel apertures ranging from 25 to 100 Å [167]. They unlock new possibilities in
solid-state catalysis as they provide unique supports for the development of new chiral catalysts. It
opens routes to the preparation of novel catalysts consisting of large concentrations of accessible,
well-spaced, and structurally well-defined active sites [93]. It might be expected that the spatial
constraints induced by a carrier such as MCM-41, will significantly increase the influence of the
chiral ligands. There are some examples showing that enantioselective reduction catalyzed by a Pd
complex immobilized inside the pores of MCM-41 can give a large increase in enantioselectivity
(e.e.) compared to the homogeneous Pd complex (e.e.’s increased from 43 to 96%) [10].

As it can be seen, the investigations of heterogeneous chiral catalysts started in the late 1950s
in Japan and has known a worldwide renaissance in the last few years. Because of a multitude of
catalysts discovered and developed in the recent years, combinatorial methods have become an
important focus of research in asymmetric catalysis [168,169]. In the last few years, efficient tech-
niques have been developed for the high throughput parallel screening of chiral catalysts [170–172].
However, parallel screening based on product analysis has potential pitfalls, since the e.s. of a
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reaction is often lower than the inherent selectivity of the catalyst because of an unselective back-
ground reaction, catalytically active impurities, or partial dissociation of a chiral ligand from a
metal catalyst. Problems of this nature could be avoided if the catalyst’s ability for enantiodiscrim-
ination could be determined directly from the examination of catalyst–reactant complexes rather
than from product analysis.

14.4 TARTARIC ACID-MODIFIED ME/SUPPORT HYDROGENATION CATALYSTS
AND RELATED SYSTEMS

Enantioselective metal surfaces may be prepared from the theoretical point of view by three
basic methods: (1) deposition of the metal onto a chiral support; (2) rearrangement of the metal sur-
face atoms into a chiral arrangement; and (3) deposition of a chiral moiety onto the metal surface.
However, up to now, no enantioselective metal catalyst has been obtained using method (2), while
several catalysts have been prepared using procedures (1) and (3). The tartrate-modified nickel
catalysts following procedure (3) has been developed over many years. At present, this is the best
studied family of catalysts. Various substrates were hydrogenated with low to very high e.s. The
hydrogenation of �-ketoesters [12–30,100], �-diketones [173], and prochiral ketones [23,174,175]
on these catalysts led to the highest OYs. The selective preparation of secondary or tertiary asym-
metric fatty amines from fatty acids, fatty esters or nitriles, hydrogen and ammonia, in the presence
of solid copper or nickel-based catalysts was also studied [176,177]. 

As Figure 14.5 shows, the enantio-differentiating (e.d.) hydrogenation consists of three
processes: (1) catalyst preparation, (2) chiral modification, and (3) hydrogenation reaction. These
processes imply preparation variables for activated nickel, as a base catalyst for modified Ni, mod-
ification variables for the activated catalyst, and reaction variables of the hydrogenation processes,
respectively. All these factors should be optimized for each type of substrate. 

14.4.1 Catalyst Preparation Process

Literature reports hundreds of procedures for preparation of metallic nickel catalysts for hydro-
genation. Among them, only limited types of nickel can be utilized as a base catalyst of modified
nickel: Raney nickel [178–180], silica-supported nickel [19,181,182], commercial nickel powder
[16], fine nickel powder obtained by condensation of nickel vapor in vacuum [183], and nickel
black obtained by the hydrogenolysis of pure nickel oxide or nickel carbonate [184,185]. A com-
parison between the research results obtained by different groups shows that freshly prepared Raney
nickel gives the best results. Bimetallic and noble metal catalysts have been also studied, but with
the exception of some NiPd/SiO2 catalysts these give lower e.e. values than pure nickel [186]. 
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groups in this area have fully investigated the factors controlling the OY (Figure 14.5).
To develop effective enantioselective catalysts for asymmetric hydrogenation, the research



The characterization and control of the structural features of Raney-type catalysts is not an easy
task. Anyway, Raney-type leaching at high temperature results in a higher e.d. ability than leaching
at lower temperature [179]. The catalysts with a larger mean crystallite size of nickel tend to give
higher e.d. ability [185]. For supported nickel, the carbonate precipitation method leads to Ni/SiO2

with a relatively large mean crystal size and a narrow crystal size distribution [187,188]. The cor-
relation with catalytic performances of these catalysts suggest that the relationship between mean
crystal size and e.d. ability is similar to that for unsupported Ni. However, for materials with micro-
and mesopores, the mesopores affect negatively the e.d. ability, while the micropores have no effect
[188].

Representative results of TA-modified Ni black and supported Ni catalysts are compiled by Tai
and Sugimura [26]. Summarizing the hydrogenation activity, and the e.d. ability widely varies with
the precursor preparation method. The supported catalysts display the highest activity, while Raney-
modified catalysts give the best e.d. abilities. 

14.4.2 The Modification Process

The modification of nickel catalysts is carried out in a separate step in aqueous medium. During this
process the e.d. site is generated on the surface, and the conditioning of the catalyst surface occurs, lead-
ing to a suitable surface for e.d. hydrogenation. The nature of modification reagent (hydroxy acids and
their derivatives, amino acids and their derivatives, peptides, amino alcohols) and the conditions in
which the modification is carried out (modifier concentration, pH, temperature, time, and sometimes
procedures) are definite factors in controlling the e.d. ability of modified Ni catalyst [101,189]. Among
the different modifiers, the screening of different water-soluble chiral compounds indicated that TA was
by far superior. TA was found to be the best modification reagent in the hydrogenation of prochiral alka-

Heterogeneous asymmetric catalysis is still an art and, therefore, the experimental conditions
must be optimized for each type of catalyst. Inorganic salts in the modification solution are known
to enhance the e.d. ability of unsupported [180] and supported [190–191] modified nickel catalysts
in the MAA hydrogenation. NaBr is the most important comodifier as it enhances OY by 10 to 30%.
Osawa et al. [23] proposed that NaBr deactivates the non-e.d. site to reduce the production of racemic
products. The effect of NaBr was also investigated in hydrogenation over supported Ni catalyst.
However, this explanation is not unique and some other explanations have also been supplied in the
literature. Bostelaar and Sachtler [192], although admitting the e.d. ability enhancement effect of
NaBr, interpreted the effects of NaBr as a change in the intrinsic e.s. of the product-determining
surface complex. Webb and Wells [102] demonstrated that the addition of NaBr increased the e.d.
ability even when a thiophene-poisoned catalyst was used and, in consequence, they suggested that
NaBr could not be simply regarded as a site-blocking agent.

Anyway, all results have a common point. They suggest that there are two types of active sites
on the catalyst surface: (1) one site exhibiting affinity for TA where e.d. hydrogenation (e.d. site) is
supposed to take place and (2) a second site without affinity for TA where racemic products are
produced (non-e.d. site).

14.4.3 Substrate and Hydrogenation Parameters

Izumi [189] examined more than 50 prochiral substrates and found that only hydrogenation of 
�-ketoesters and �-diketones is accompanied by good e.e. values. At the same time, the effects of the
hydrogenation temperature on OYs were found to depend on the types of substrate. In the hydro-
genation of MAA, changing the reaction temperature (60 to 120°C) in high-pressure liquid-phase
hydrogenation did not affect the optical yield. On the contrary, in the hydrogenation of 2-alkanones,
it was observed that OY strongly depended on the hydrogenation temperature. The optimal temper-
ature was about 50 to 60°C and OY reached 80% [193]. However, no simple correlation between e.e.
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nones and �-ketoesters (see, e.g., methylacetoacetate, MAA) (Scheme 14.3).



and temperature or pressure was reported [101]. In the hydrogenation of MAA, Webb [194] found
that only pressures �90 bar afford OYs above 80%. The reaction could also be carried out in the gas
phase, but the OYs are lower [195]. Aprotic semipolar solvents, in articular methyl propionate and
THF, give the highest e.e. values [101]. At the same time, Webb [194] gave the following sequence:
n-alkanols � methyl propionate � ethyl acetate �� THF �� toluene = acetonitrile. The addition of
water significantly decreases the e.d. ability [196], while small amounts of acids, such as acetic acid,
increase the e.d. ability [197]. In particular, the addition of pivalic acid in the hydrogenation of
2-alkanones was found to be really necessary [198,199]. 

14.4.4 Mechanistic Investigations and Hypotheses for Enantioselection

The most conventional investigations on the adsorption of both modifier and substrate looked
for the effect of pH on the amount of adsorbed tartrate and MAA [200]. The combined use of dif-
ferent techniques such as IR, UV, x-ray photoelectron spectroscopy (XPS), electron microscopy
(EM), and electron diffraction allowed an in-depth study of adsorbed tartrate in the case of Ni cat-
alysts [101]. Using these techniques, the general consensus was that under optimized conditions a
corrosive modification of the nickel surface occurs and that the tartrate molecule is chemically
bonded to Ni via the two carbonyl groups. There were two suggestions as to the exact nature of the
modified catalyst: Sachtler [195] proposed adsorbed nickel tartrate as chiral active site, whereas
Japanese [101] and Russian [201] groups preferred a direct adsorption of the tartrate on modified
sites of the Ni surface. 

The emphasis in surface science research is increasingly focused on the understanding of surface
functionality at the nanoscale. Recently, Lorenzo and coworkers [202] created model stereodirecting
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surfaces by adsorption of R, R-TA on a Cu(1 1 0) single-crystal surface. Their work clearly showed
that a variety of surface phases are created upon adsorption of a single molecular layer of (R, R)-TA
on the Cu(1 1 0) metal surface, each possessing different local chemical and bonding characteristics
and different two-dimensional organizational structures, depending on adsorption temperature, cov-
erage, and holding time. On these various phases, the ordered bitartrate phase is believed to be
catalytically relevant and provides important insight into the creation of the enantioselective site,
since it is the only phase capable of coadsorbing the reactant, MAA, within its structure.

The same authors utilized a multidisciplinary approach to identify the adsorption of (R, R)-TA
on Ni surface [28]. For the investigation of the local ordering at the nanoscale, they used a scanning
tunneling microscope (STM), while the long-range ordering of the adsorbed molecules was estab-
lished by low-energy electron diffraction (LEED). The chemical nature and orientation of the ad-
sorbed species were analyzed by reflection absorption infrared spectroscopy (RAIRS), whereas to
have a better understanding of the adsorption energetics, they performed extensive ab initio calcu-
lations within the density functional theory (DFT) approach. Such a combination of experimental
and theoretical methods has provided a detailed insight into the mode of chiral induction by ad-
sorption of the modifier on the defined Ni(1 1 0) surface. The authors demonstrated in a very ele-
gant way that the adsorption of (R, R)-TA at low coverage and room temperature takes place in its
bitartrate form with two-point bonding to the surface via both carboxylate groups. The molecule is
preferentially located above the fourfold hollow site with each carboxylate functionality adsorbed
at the short bridge site via O atoms placed above the adjacent Ni atoms. The most stable adsorption
structure was achieved by a chiral relaxation of atoms in the bulk-truncation Ni(1 1 0) surface so
that a large footprint with a long distance of 7.47 Å between pairs of Ni atoms could be accommo-
dated at the surface. In this way, all the local mirror planes associated with the clean surface are de-
stroyed locally by the adsorbed complex (Figure 14.6). Calculations show only one chiral footprint
to be favored by the (R, R)-TA (Figure 14.6a), with the mirror adsorption site being less favored en-
ergetically by about 6 kJ/mol (Figure 14.6b). This means that at room temperature the same local
chiral motif is expected to be repeated over 90% of the metal surface, leading to an overall chiral
and very enantiospecific system.

Interestingly, it is found that chiral exhibition is not simply limited to systems in which chiral
molecules are adsorbed at achiral surfaces (i.e., adsorption of (R, R)-TA on the Ni or Cu surface)

of achiral molecules at achiral surfaces [203–211]. Raval and coworkers [203] reported on the ad-
sorption of succinic acid on Cu(1 1 0) and compared the results with those found for (R, R)-TA.
Structurally, succinic acid is very similar to TA, with the only difference being that the two hydroxyl
groups present in TA are replaced by hydrogen atoms, leading to a consequent loss of both chiral

ASYMMETRIC CATALYSIS BY HETEROGENEOUS CATALYSTS 505

(b)(a)

Figure 14.6 Depiction of the relaxed bitartrate–Ni4 species adsorbed in twin mirror chiral footprints at the
Ni(1 1 0) surface [28].

CRC_DK3277_Ch014.qxd  4/21/2006  1:01 PM  Page 505

© 2006 by Taylor & Francis Group, LLC

centers (Figure 14.7).

but it can also be displayed in systems where no initial chirality is present, i.e., from the adsorption



To compare these two systems at both the local adsorption motif level and at the extended
self-organization level, they have applied the same ensemble of surface science techniques. As in
the case of Ni(1 1 0), the chiral influence of (R,R)-TA on Cu(1 1 0) can be discerned at two levels:
first, at the local level where adsorption events conserve the chiral centers and, thus, give rise
to point chirality and, second, at the organizational level where self-assembled structures form
that are chiral in arrangement and, thus, destroy the mirror symmetry elements possessed by the

similar manifestation of organizational surface chirality exists for the chiral bitartrate molecule
and the achiral bisuccinate adsorbate. However, a critical difference between the two systems
also emerges; whereas for TA only one chiral handedness exists, which is sustained over the
entire surface, for succinic acid both the chiral (9 0, �2 2) phase and its mirror image (2 2, �9 0)
phase coexist at the surface, so that by integrating over the entire surface one obtains an overall
zracemic conglomerate. This is a crucial difference in the expression of chirality between the two
systems in which the bitartrate possesses global chirality while the bisuccinate is locally chiral but
globally achiral.

For the (R, R)-bitartrate system, the major factors governing the creation of the chiral super-
structure must be very similar to that for succinic acid, i.e., a similar molecular distortion or recon-
struction must be induced by the bicarboxylate–Cu interaction to create a similar superstructure.
However, (R,R)-bitartrate yields a single domain of one-handedness only suggesting that the
presence of the OH groups at the chiral centers crucially restricts the distortion/reconstruction to 
one-handedness only. DFT calculations on (R, R)-bitartarte on Ni(1 1 0) [28] show an energy differ-
ence of 6 kJ/mol between the two mirror image distorted/reconstructed adsorption motifs, sufficient
to ensure that over 90% of the nucleation points at 300 K would be of the lower energy form. The
role of the OH groups as chiral directors of the supramolecular assembly is illustrated when adsorp-
tion of the (S,S)-bitartrate unit is examined (Figure 14.8b). The rigid adsorption structure of the
bitartarte unit forces the OH groups to lie in a uniquely defined direction, which is reflected in space
compared to the (R, R)-bitartrate unit. 

As a result, the energy preference of the local adsorption unit is switched to the opposite dis-
tortion/reconstruction and, thus, chiral lateral interactions are switched in the direction of the in-
duction and propagation of the chiral assembly occurring in the mirror image construct, leading to
a mirror chiral surface. Therefore, from this work, one may conclude that the overall global or local
chirality is determined principally at the nucleation stage.
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underlying surface. From the adsorption models presented in Figure 14.8 [203], it is evident that a



In conclusion, the extensive research of Raval research group [203] on the succinate system sug-
gests that when the chiral centers are destroyed by replacing the OH groups with H, chirality at the
local level may still exist in the system, but within a globally racemic system. This puts a different
perspective on chiral enantioselective strategies for heterogeneous systems, where successful routes
may not be restricted to designing a chiral modifier, but now also include the possibility of sponta-
neous chiral creation with simpler achiral modifiers where, subsequently, domains of the unrequired
handedness can be neutralized by coadsorbing specific blocking molecules, as is often used in ho-
mogeneous enantioselective catalysis.

14.4.5 Proposed Mechanisms 

been proposed by Klabunovskii and Petrov [212]. They suggested that the reactant adsorbs stere-
oselectively onto the modified catalyst surface. The subsequent surface reaction is itself nonstere-
ospecific. Therefore, the optically active product is a result of the initial stereoselective adsorption
of the reactant, which in turn, is a consequence of the interactions between reactant, modifier, and
catalyst. The entities form an intermediate chelate complex where reactant and modifier are bound

determined by the most stable configuration of the overall complex intermediate. The mechanism
predicts that OY only depends on the relative concentrations of keto and enol forms of the reactant,
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Figure 14.8 Adsorption models of the bisuccinate and bitartrate phases on Cu(1 1 0). (a) Structural models for
the two coexisting chiral domains for bisuccinate on Cu(1 1 0). The (2 2, �9 0) and (9 0, �2 2) unit
cells of the overall structure are shown as are the (2 2, �2 0) and (2 0, �2 2) unit cells representing
the packing within each chain. (b) Structural models of the bitartrate phases of the two tartaric acid
enantiomers on Cu(1 1 0): (S,S)-bitartrate (9 0, �1 2) and (R,R)-bitartrate (1 2, �9 0). The (3 1, 
�2 1) unit cell is also shown for the (R,R)-bitartrate phase showing the packing within the chain [203].
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to the same surface atom (Scheme 14.4). The orientation of the reactant in such a complex is

One of the oldest mechanisms of interaction between adsorbed reactant and adsorbed TA has



and not on the modifier surface concentration. Unfortunately, the prediction of the independence 
of OY with respect to modifier coverage cannot accommodate the well-documented dependence of
OY on modifying conditions. 

Sachtler [195] proposed a dual-site mechanism in which the hydrogen is dissociated on the Ni
surface and then migrates to the substrate that is coordinated to the adsorbed dimeric nickel tartrate
species. In their model, adsorption of modifier and reactants takes place on different surface atoms
in contrast to Klabunovskii’s proposal. Adsorbed modifier and reactant are presumed to interact
through hydrogen bonding (Scheme 14.5). The unique orientation of adsorbed modifier molecules
leads to a sterically favored adsorbed reactant configuration to achieve this bonding.

These models, however, are less instructive because the authors incorporate insufficient infor-
mation from organic stereochemistry.

The work of Tai et al. [213] in this area allows the isolation of optically pure compounds in high
yields, which is the eventual goal of synthetic organic chemists. His model, the so-called 2P model,
is based on the formation of two hydrogen bonds between the two hydroxyl groups of (R, R)-TA

genated is fixed on site 1, and comes within 0.1 nm from the surface with its si-face toward the
catalyst. When MAA is adsorbed in this way, it will be hydrogenated to (R)-MHB (hydrogen attack
from si-face; Scheme 14.6b). When (S,S)-TA is used in the modification process, (S)-MHB is
obtained (hydrogen attack from re-face; Scheme 14.6c).

This stereochemical model explains the stereochemistry of the hydrogenation of MAA over
TA–Ni system. It also predicts that the TA–Ni catalyst can be effective for the enantioselective
hydrogenation of some prochiral ketones with excellent e.e. values (70%).
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and the two carbonyl groups of MAA. In Scheme 14.6a, the carbonyl group of MAA to be hydro-
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Scheme 14.6 Interaction between MAA and tartaric acid adsorbed on the Ni surface through two hydrogen bonds 2P model [213].
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As mentioned above, the TA–Ni system can catalyze the hydrogenation of not only MAA but
also of 2-alkanones. However, hydrogenation of 2-alkanones following the optimum conditions for
MAA hydrogenation led to poor results. But the addition of small amount of acetic acid to the
reaction mixture, as an additive, turned out to be essential for the enantioselective hydrogenation of
these substrates. Further experiments indicated that acetic acid is not the only organic acid leading
to such e.e. and the best results were obtained with pivalic acid (PA) in a concentration more than
twice that of the substrate [214]. 

In the case of 2-hexanone, the adsorption can only be governed by the relative size of the methyl
and butyl groups connected to the carbonyl group. The carbonyl group of 2-hexanone may interact
with one of the hydroxy groups of TA in the same manner as MAA. The other hydroxy group of
TA will repel the large hydrophobic butyl group to the other side (the hydroxy groups of TA are
expected to form a highly polar region on the catalyst). This interaction model, compressing one
hydrogen bond and a steric repulsion is called the 1P model (Scheme 14.7).

The models predicted by Tai and coworkers [213] allow one to simulate the functions of modi-
fied Ni catalysts and to propose ways to improve the e.d. ability of the catalyst, without claiming to
imply a real mechanism. Full understanding of modified Ni will require further significant advances
in the physicochemical approach.

14.5 CHIRAL-MODIFIED PLATINUM HYDROGENATION CATALYSTS AND
RELATED SYSTEMS

Cinchona-modified platinum catalysts received special interest mainly because of to the results
obtained for the hydrogenation of methyl pyruvate (MP) or ethyl pyruvate. E.e.’s up to 80% or even
higher (98% for ethyl pyruvate) made this system one of the most interesting ones from the appli-
cation point of view. At present, 5% Pt/alumina with low dispersion (metal particles � 2 nm) and
a rather large pore volume constitutes one of the best catalysts commercially available.

Other substrates were also chiral hydrogenated but with lower OYs: cyclohexane-1,2-dione
(80% e.e.) [132], 4-hydroxy-6-methyl-2-pyrone (50 to 80% e.e.) [215], 1-phenyl-1,2-propanedione
(64% e.e.) [130], butane-2,3-dione (85 to 90% e.e.) [59,117,216], isopropyl 4,4,4-trifluoroacetoac-
etate (90% e.e.) [133] or ethyl 4,4,4-trifluoroacetoacetate (90% e.e.) [58,68], 2,2,2-trifluoroace-
tophenone (61 to 89.5% e.e.) [110,114], hydroxymethylpyrone (85% e.e.) [127], pyruvic acid
oxime (26% e.e.) [107], isophorone (55% e.e.) [46,122] and phenylcinnamic acid (28% e.e.) [122],
2,4-diketo acid derivatives (23 to 87% e.e.) [128], dialkyl 2-oxoglutarates (96% e.e.) [57],
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ketopantolactone (83.4 to 92% e.e.) [115,123], �-ketoamides (60% e.e.) [109], and 1-ethyl-4,4-
dimethylpyrrolidine-2,3,5-trione (91% e.e.) [119].

Extended studies demonstrated that Pt [31–73] and, to a lesser degree, Pd [107,121,127,217–225],
Rh [131,226], and Ir [227] are the most suitable active metals. With one exception (colloidal Pt
[111,125,228]) all these metals have been used in supported form. The most used supports are alu-
mina, carbon, silica, and titania [56,226], and more recently zeolites [106,229–230].

The most successful modifier is cinchonidine and its enantiomer cinchonine, but some work
in expanding the repertoire of substrate/modifier/catalyst combinations has been reported:
(S)-(-)-1-(1-naphthyl)ethylamine or (R)-1-(1-naphthyl)ethylamine for Pt/alumina [108,231],
derivatives of cinchona alkaloid such as 10,11-dihydrocinchonidine [36,71], 2-phenyl-9-deoxy-10,
11-dihydrocinchonidine [55], and O-methyl-cinchonidine for Pt/alumina [133], ephedrine for
Pd/alumina [107], (-)-dihydroapovincaminic acid ethyl ester (-)-DHVIN for Pd/TiO2 [122],
(-)-dihydrovinpocetine for Pt/alumina [42], chiral amines such as 1-(1-naphthyl)-2-(1-pyrrolidinyl)
ethanol, 1-(9-anthracenyl)-2-(1-pyrrolidinyl)ethanol, 1-(9-triptycenyl)-2-(1-pyrrolidinyl)ethanol,
(R)-2-(1-pyrrolidinyl)-1-(1-naphthyl)ethanol for Pt/alumina [37,116], D- and L-histidine and
methyl esters of D- and L-tryptophan for Pt/alumina [35], morphine alkaloids [113].

Interesting catalysts were described by Bhaduri and coworkers [105], who anchored anionic Pt
and Ru carbonyl clusters on a 20% crosslinked polystyrene functionalized with cinchonidine and
ephedrine. On the same lines, Huang et al. [131] studied the hydrogenation of ethyl pyruvate
catalyzed by polyvinylpyrrolidone-stabilized Rh nanoclusters modified with cinchonidine and
quinine leading to 42.2% e.e. of (R)-ethyl lactate. These results are surprising because all known
supported small Pt crystallites are unselective and Rh/alumina catalysts give very small e.e. This
means that these cluster catalysts must have a different mode of action compared with the classical
systems. Blaser and Müller [232] grafted a functionalized cinchona derivative onto the surface of a
Pt/SiO2 catalyst. Although the grafted modifier exhibits rates and e.e. values comparable to that of
the normally modified system, the catalyst was not reusable.

As mentioned, the most studied reaction using these modified catalysts is the enantioselective
hydrogenation of MP or ethyl pyruvate to the corresponding lactates using cinchona alkaloids
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than the rate of the racemic hydrogenation; the e.s. and the reaction rate show a maximum as a func-
tion of the modifier concentration. 

The main features of the cinchona alkaloid-modified metal system are illustrated in Scheme 14.9.
The alkaloid-modified catalyst can be easily prepared either by stirring the metal catalyst with

a solution of the alkaloid in air and subsequent separation by decantation, as described by Orito
and coworkers [103], or by in situ addition of alkaloid to the reactant mixture [226]. Good OYs
are achieved with both methods. Reactions are generally carried out at room temperature, or
slightly above, and at hydrogen pressures in the range 1 to 10 MPa. The best solvent is AcOH.
Under optimal reaction conditions the decrease in e.e. can be ascribed to the hydrogenation of the
modifier.

14.5.1 Kinetic Models

Kinetic models for quantifying the remarkable increase in the reaction rate occurring upon mod-
ification are based on the two-cycle mechanism as predicted for a ligand-accelerated reaction [6].
The chiral modification of the platinum surface is supposed to lead to two enantiofacially distinct
types of sites. The �-ketoesters from the fluid phase will adsorb reversibly on these sites in its two
enantiofacial forms, (R*), leading to (R)-product and (S*) to the (S)-product on hydrogenation
(Figure 14.9). The modified sites have been suggested to interact with the adsorbed �-ketoesters via
the hydrogen bonding between the quiniclidine N- and O-atom of the �-carbonyl moiety. The rate
of acceleration and the e.d. are considered to originate from the preferential stabilization of one of
the two diastereomeric intermediates ([R*] and [S*]) formed via the interaction of the �-ketoester
and the adsorbed cinchona modifier. However, the question of whether the e.s. is thermodynami-
cally (stability of adsorbed R* vs. adsorbed S*) or kinetically controlled (different activation ener-
gies of pro-R- and pro-S-routes) has not yet been definitively answered. 

14.5.2 Mechanistic Investigations

Trying to understand the mode of action of a catalyst in enantioselective processes is fascinating
but also a very difficult endeavor. For the hydrogenation of �-ketoesters using Pt catalysts modified
with cinchonidine derivatives, investigations are focused on explaining the very good enantio-
discrimination and on finding an explanation for the remarkable rate enhancement. The early
systematic studies [233] of the influence of structure variation of cinchonidine indicated three
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modifiers (Scheme 14.8). The reaction rate of the enantioselective reaction is significantly higher



structural elements that are crucial for the functioning of cinchona alkaloids as chiral modifiers: (1)
an anchoring part, represented by the flat aromatic ring system (quinoline) which is assumed to be
adsorbed on the platinum by multicenter �-bonding; (2) a stereogenic center embracing C-9 and 
C-8; the latter is decisive for the sense of e.d.; and (3) a basic nitrogen (quinuclidine) that is directly
involved in the interaction with the reactant �-ketoester, resulting in a 1:1 interaction.

One of the first attempts to explain e.s. was made by Wells and coworkers [234], who proposed
that the L-shaped modifier could generate a chiral surface, by adsorption on Pt in ordered nonclose-
packed arrays, allowing preferential adsorption on the metal surface of one of the faces of the
prochiral substrate (template model).

This mechanistic model is based on the planar adsorption of MP on the solid surface in the same
configuration as in the liquid phase, (that is, the most stable configuration, from the energetical
point of view, is the one in which the C�O groups are in a parallel trans position.

A striking feature of the template model is the restriction of the role of the modifier to that of a
template, which does not take into account direct binding interactions of the reactant with the mod-
ifier. Furthermore, there exists no experimental evidences for the formation of ordered arrays of cin-
chona molecules on a platinum surface. In 1995, Margitfalvi and Hegedus [235] criticized this
model showing that the model is too idealistic and oversimplified. 

Later, the first 1:1 interaction model was proposed by Baiker and coworkers [236,237], sug-
gesting that modifier and reactant interact via hydrogen bonding. The interaction models differ
greatly in the way the modifier is adsorbed on the platinum surface and in the structure of the adduct
formed upon interaction of the pyruvate with the modifier. Augustine and coworkers [34] proposed
a model that relies on N1 being adjacent to the hydroxyl group to enable six-membered ring inter-
action between the quinuclidine N1 and the keto carbon atom as well as the C9 oxygen and the ester
carbon atoms. The nucleophilic character of the quinuclidine nitrogen (QN) of the alkaloid would
be much stronger than that of the oxygen atom in water or alcohol. Therefore, the more nucleophilic
QN should be attracted to the more electron-deficient ketone carbon rather than the ester carbon.
The C9 oxygen could also be involved in a similar attraction. There are two possibilities of the mod-
ifier adsorption on the catalyst providing a chiral environment to the corner atoms and adatoms
(Scheme 14.10). In mode A, the adsorption takes place between the face of the quinoline ring of the
alkaloid (Q) and an ensemble of face atoms, which are adjacent to an active corner atom site. The
C8 and C9 chiral portion of the alkaloid sites over the corner atom provides the chiral environment.
The QN may or may not be adsorbed on the corner atom. The e.s. is produced by hydrogen bond-
ing between the C9 OH and the ester oxygen. Transfer of hydrogen to the pyruvate takes place to
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the side of the carbonyl group facing the alkaloid resulting in (S)-lactate formation. In mode B, the
adsorption occurs through the nitrogen of the quinoline ring so this ring is adsorbed upright on the
metal surface. Edge-on adsorption of the quinoline ring of the alkaloid on face atoms adjacent to an
adatom places the quinuclidine ring with the C8 and C9 chiral centers somewhat above and suffi-
ciently away from the site so that the pyruvate can be adsorbed between the chiral centers of the al-
kaloid and the active site of the metal. In this configuration hydrogen is transferred to the keto group
from the side away from the alkaloid to give the (R)-lactate.

However, the assumption of a rigid six-membered ring is not plausible and attaches the same im-
portance to N1 and to oxygen at C9 in the interaction between pyruvate and cinchonidine; this is against
experimental observation, since substitution of OH by OCH3 at C9 afforded the best values of e.e. [233]. 

A different model (the shielding effect model) was proposed by Margitfalvi and coworkers [60] ac-
cording to which e.s. originates via a complex between the cinchona alkaloid and the substrate in the
liquid phase, which, subsequently stereoselectively reduced, should lead to the observed e.d. The above
complex formation can also be considered as host–guest-type supramolecular interaction. This model
was based on the closed conformations of the alkaloid, and cannot explain e.s. achieved with the mod-
ifiers with rigid open conformations as studied by Bartók and coworkers [238]. Moreover, Margitfalvi
and Tálas [53] investigated the enantioselective hydrogenation of ethyl pyruvate over a Pt/alumina cat-
alyst containing silicium organic moieties anchored to the support and cinchonidine, the chiral template
molecule. The introduction of –Si(CH2)nR moieties onto the alumina significantly decreased both rate
and e.s. of the hydrogenation reaction. The results show that the e.d. step is more complex than it is pre-
dicted by the existing models and that the e.d. step cannot be exclusively attributed to the interaction
between the half-hydrogenated substrate and cinchonidine taking place at the platinum surface.

Recently, Vayner and coworkers [239] have revisited the model proposed by Augustine et al.
[34] which is based on the assumption that the QN can make a nucleophilic attack to an activated
carbonyl. According to this model the two possible zwitterionic intermediates that can thus be
formed have different energies, which leads to the selective formation of one of the two intermedi-
ates, and, therefore, to e.s. after hydrogenolysis by surface hydrogen. This model nevertheless does
not explain the e.d. of nonbasic modifiers, such as the one reported by Marinas and coworkers
[240], which have no quinuclidine moiety and no nitrogen atom, and thus no possibility to form
zwitterionic intermediates. Furthermore, in situ spectroscopic evidence for hydrogen bond forma-
tion between the quinuclidine moiety of cinchonidine and the ketopantolactone has been provided
recently [241], which supports the hypothesis of the role of weak bond formation rather than the
formation of intermediates such as those proposed by Vayner and coworkers. 

A striking deficiency of all model calculations performed so far is the lack of an explicit treat-
ment of the role of metal surface, although in some cases the geometrical constraints were inserted
[67,242–243]. 

Very recently, Baiker and coworkers [244] filled this gap by explicitly treating the adsorption of
the chiral modifier and the reactant on the platinum surface. Based on the in situ spectroscopic
knowledge collected in the past years [245–247], and on the modeling of the adsorption of activated
ketones on platinum, they proposed a possible scenario for e.d. By analyzing the minimum energy

8 9 and C4–C9 bonds, four surface conformations
were found for cinchonidine, two of which, named tilted surface open(5) (TSO5) and parallel sur-
face open(5) (PSO5), had the quinuclidine moiety sufficiently close to the surface to admit interac-
tions with a chemisorbed ketone, while the other two, named TSO3 and PSO3, had the quinuclidine

place far from the anchoring group and thus the interaction between the latter and the reactant is
unimportant and independent of the rotation around the C4–C9 bond.

The alkaloid adsorbed on the platinum surface could form a tridimensional space within which
the hydrogenation reaction can preferentially occur, due to a close interaction with QN. This space
was called chiral pocket in analogy to biological systems that show high differentiation ability due

514 SURFACE AND NANOMOLECULAR CATALYSIS

CRC_DK3277_Ch014.qxd  4/21/2006  1:01 PM  Page 514

© 2006 by Taylor & Francis Group, LLC

moiety more distant from the surface (Figure 14.10). 

structures that resulted from the rotation of C –C

to shape discrimination (Figure 14.11). 

Furthermore, for the two surface open(5) conformations the interactions with the reactant take



The four main elements of the chiral pocket are the following: (1) The QN: whether or not
protonated, it is able to interact with a surface species, either by promoting proton transfer or by
stabilizing a semihydrogenated surface ketone. It has been shown that alkylation of this nitrogen
leads to a complete loss of selectivity [233]. (2) The hydroxylic moiety: in the surface-open(5)
and TSO5 conformations, the hydroxylic proton does not point toward the surface, but toward the
space where the reaction takes place. The O–H can not only take part in hydrogen-bonding
interactions with an adsorbed substrate, but can also regulate the equilibrium between surface
conformations. Any O-alkylation would induce the alkyl group to occupy the space where the
reaction takes place, at a short distance from QN, and may have the effect of altering the
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Figure 14.10 Surface conformations of cinchonidine: (a) TSO(3); (b) TSO(5); (c) PSO(3); and (d) PSO(5) [244].

3 1 2

Figure 14.11 Example of the chiral pocket for the tilted surface open(5) conformation. Functional groups 1 and
2 are able to give bonding interactions, while the hydrocarbon skeleton of the alkaloid gives re-
pulsive interactions, allowing only some molecular shapes to adjust themselves in the proximity
of the quinuclidine nitrogen [244].
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selectivity or, if the space becomes too crowded, to reduce it by hindering access to the QN in-
teraction, thus favoring racemic hydrogenation. (3) The C4–C9 and C8–C9 bonds: these two bonds
account for the flexibility of the quinuclidine moiety. It has already been shown that the confor-
mational complexity of cinchonidine in solution is due to rotational freedom around these two
bonds. When cinchonidine is bound to the surface, rotation around their axes allows the flexibil-
ity of the quinuclidine moiety, and a dynamic variation of size and position of the chiral pocket.
(4) The skeleton of the alkaloid (numbers 3 and 4 in the Figure 14.12): the hydrocarbon structure
of cinchonidine forms a space for repulsive interaction, either with the anchoring group or with
the quinuclidine moiety. Repulsive interactions are more pronounced for bulky substituents, and,
therefore, cinchonidine mostly produces R-alcohols. The repulsive interactions are all on the side
where the bulkier group of a pro-(S)-adsorbed species should be accommodated, due to the an-
choring moiety for the surface open(3) conformations, and due to the quinuclidine skeleton for
the surface open(5) conformations. 

For the surface open(5) conformations the surface was graphically extended and MP accom-
modated in a position that allowed for interactions with QN. Figure 14.12 shows the interaction
geometries proposed by Baiker and coworkers [244]. They found that for the TSO(5) the distance
between protonated quinuclidine and keto-carbonyl oxygen was 2.5 Å, while for PSO(5) the same
distance was only 2.2 Å. For both tilted and parallel conformations the interaction between the
hydroxylic proton and ester carbonyl oxygen is within reach. This double interaction is possible
also for the pro-(S) adsorption mode of MP, but previous studies of the same group [236] reported
on the interaction of an ammonium ion with MP and showed that an ammonium ion has a stronger
interaction energy with the keto-carbonyl than with the ester carbonyl, which would lead to an en-
ergy difference between pro-(R)and pro-(S) complexes that favors the pro-(R).

Cinchonidine promotes the enantioselective hydrogenation of ethyl pyruvate even when the
hydroxy group is O-methylated. This behavior supports the shape discrimination rather than the
participation of a guiding group that is able to produce a second interaction. Nevertheless, it is also
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Figure 14.12 Interaction of the TSO(5) (a, b) and PSO(5) (c, d) conformations of cinchonidine with an adsorbed
cis pro-(R) methyl pyruvate [244].
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possible that the double interaction takes place when the hydroxy group is present, and when it
becomes O-methylated, the sole shape discrimination could act to differentiate the binding of a pro-
(R)- and a pro-(S)-adsorbed species.

The modulation of the chiral pocket, possible by O-alkylation of the hydroxylic moiety, was
found to be in line with the observed experimental variations of enantio-discrimination when 
O-alkyl-modified cinchonidine was used as surface modifier.

14.6 HETEROGENEIZED HOMOGENEOUS CATALYSTS

One promising strategy to combine the best properties of the homogeneous and heterogeneous
catalysts is the heterogenization or immobilization of active metal complexes on supports, which
may be separated by filtration or precipitation [248]. Polymers (linear, noncrosslinked polymers;
swellable, slightly crosslinked polymers; and highly crosslinked polymers) or inorganic materials
(amorphous oxides such as silica, alumina, zirconia, and ZnO; clay minerals, pillared clays, and
LDHs; zeolites such as �-zeolite and Y-zeolite; regular mesoporous structures such as MCM-41 and
MCM-48) are usually used as supports.

The most important approaches to immobilize or heterogenize soluble catalysts that have been
described in the literature are summarized in Table 14.1 [249].

Anchoring of a highly enantioselective complex on a solid surface, even if it is pure, may reduce
its asymmetric induction capability, owing to its interaction with the solid surface, but it is possible
to increase e.s. of the anchored complex to the values obtained in solution. To achieve this goal, the
tether linking the complex and the solid should be long enough to permit the complex to have a large
conformational freedom, and the solid surface has to be modified to reduce the presence of residual
silanol groups. An interesting example of such a catalyst is given by Corma and coworkers [153]:
chiral vanadyl salen complexes covalently anchored to silica, ITQ-2, or MCM-41 surface. Basically,
the methodology consists in anchoring on the surface the 3-mercaptopropylsilyl groups followed by
silylation of the rest of the silanol groups. The catalysts were tested in the enantioselective reaction
of aldehydes with trimethylsilyl cyanide. Unfortunately, the catalysts are rapidly deactivated and
from 85% e.e. the value dropped fast to 63%. The reason for the deactivation of the vanadium
complex could be poisoning of the solid, loss of the vanadium metal, degradation of the ligand, or a
combination of these possibilities. 

However, many of heterogenized chiral catalysts suffer from the leaching of the active metal or
the chiral auxiliary into the solvent and from the decrease of e.s. Another problem associated with cat-
alysts made from metal complexes that are attached to either a modified polymer or metal oxide
surface is that the techniques used for their preparation are rather specific and are driven by the nature
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Table 14.1 Schematic View and Important Properties of Immobilized Complexes

Immobilization Covalent binding Adsorption Ion pair formation Entrapment or
method “ship-in-a-bottle”

Applicability Broad Restricted Restricted Restricted

Problems Preparation Competition Competition Size of 
with solvents, with ionic substrate,
substrates substrates, salts diffusion

L
M

LL
M

L

Z−Z−

+
L

ML
L

ML
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of the ligand to be attached. To develop a method to prepare a stable catalyst to avoid these disadvan-
tages is a challenge to the academic community. There are already several successful approaches in this
sense and the reason for the catalysts success seems to be the method of immobilization. Therefore,
Davis and coworkers [147a] used ethylene glycol as the hydrophilic liquid phase containing the chiral
catalyst, which effectively prevents leaching of the complex into the organic phase during the reaction.
Used in the enantioselective synthesis of anti-inflammatory agent naproxen, the e.e. values reach 96%.
These authors previously created and investigated [159] a supported aqueous-phase catalyst compris-
ing a Ru(II)-sulphonated–BINAP complex, but the loss of a chloro ligand from the ruthenium through
hydrolysis was detrimental to the e.s. Therefore, the authors replaced water with a nonvolatile hy-
drophobic liquid (ethylene glycol) that can still immobilize the water-soluble complex without cleav-
age of Ru–Cl. The Ru-leaching, observed due to significant solubility of ethylene glycol in the organic
phase, was eliminated by using a hydrophobic organic solvent (1:1 mixture of cyclohexane and chlo-
roform) immiscible with the components of the supported film, but miscible withreactants and prod-
ucts (Scheme 14.11). At the molecular level, this method of immobilization yields a heterogeneous cat-
alyst that is basically the same as its homogeneous analog, thus allowing for high e.s. and activity.

Another interesting example refers to the development of a new type of asymmetric heteroge-
neous catalysts, prepared by using techniques derived from the surface organometallic chemistry on
metals (SOMC/M) [250]. This well-proven methodology comprises the reaction between a sup-
ported and a reduced transition metal catalyst with an organometallic compound [251,252].
Previously published papers demonstrated that it was possible to anchor Sn(C4H9)4 onto a
monometallic catalyst and to generate an organometallic phase (retaining butyl groups on the sur-
face) with very interesting properties in the selective hydrogenation of carbonyl compounds
[253,254]. Starting from these informations, Ferretti and coworkers [250] synthesized a new kind of
asymmetric heterogeneous catalysts, based on silica-supported Ni, Rh, and Pt, chemically modified
with chiral organotin compounds. The systems were tested in the enantioselective hydrogenation of
acetophenone to (S)-phenylethanol. The highest e.e. values obtained in this reaction were 20% and
selectivity over 97%. Reuse of the catalysts is possible, keeping the selectivity and the e.e. values.

A somewhat similar approach has been developed by Smith and coworkers [224], who
published a method to deposit a chiral silyl ether moiety onto a Pd surface through Si–metal bonds.
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Scheme 14.11 Schematic diagram of the designed heterogeneous catalyst [147a].
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The so-modified catalysts were tested in the enantioselective hydrogenation of prochiral molecules
containing C�C bonds.

To improve the chances for the application of immobilized homogeneous catalysts the following
obstacles have to be addressed: (1) preparation of inexpensive chiral ligands with a suitable
anchoring group; (2) development of efficient and versatile immobilization methods; and (3) better
understanding of the interactions between supports and catalysts. 

Sometimes, the activities, the chemo- and enantioselectivities of the heterogeneized systems can
be superior to the ones of the homogeneous catalysts. Thomas and coworkers [93] state that an

able substrate-pore wall-chiral directing group interaction. Compared to the homogeneous system,
the confinement of the substrate in small pores leads to a larger influence of the chiral directing
group on the orientation of the substrate relative to the reactive catalytic center. Owing to their very
regular structure and tunable pore diameter, the MCM-type materials seem to be very interesting in
this respect. However, in these cases there are two possible drawbacks that lead to lower e.s.’s and
activities. The lower activities can be owing to reduced or even blocked mass transport in the small
pores, imposing limits to the effective range of substrates that can be utilized, while the reduced
e.s.’s can be owing to either a too strong sorption of the complex on the walls of the support, or a
restricted environment that prevents the chiral complex to adopt the spacial configuration that is re-
quired to induce chiral recognition. 

Another solution to the problem of catalyst/product separation is the biphasic catalysis. The liq-
uid biphasic catalysis became an attractive technology for potential commercial application of
enantioselective homogeneous catalysis. The most important features of such systems are related to
the fact that both reaction rate and e.s. may be influenced by the number of ionic groups in water-
soluble ligand or by addition of surfactants. Descriptions of water-soluble ligands and the recent
results in the rapidly progressing area of biphasic enantioselective catalysis are available in recent
reviews [255,256].

14.7 ORGANIC POLYMERS

Chiral polymers represent another group of heterogeneous enantioselective catalysts that have
already been applied to the synthesis of active compounds. However, their utilization is still very
narrow and only few transformations are catalyzed with useful enantioselectivities. 

A more versatile method to use organic polymers in enantioselective catalysis is to employ these
as catalytic supports for chiral ligands. This approach has been primarily applied in reactions as
asymmetric hydrogenation of prochiral alkenes, asymmetric reduction of ketone and 1,2-additions
to carbonyl groups. Later work has included additional studies dealing with Lewis acid-catalyzed
Diels–Alder reactions, asymmetric epoxidation, and asymmetric dihydroxylation reactions.
Enantioselective catalysis using polymer-supported catalysts is covered rather recently in a review
by Bergbreiter [257]. 

14.8 DIASTEREOSELECTIVE CATALYSIS

Many of the molecules with biological activity contain more than two asymmetric centers and
the synthesis of these occurs via a diastereoselective reaction.

Almost 50 years ago, Cram outlined a rule (Cram’s rule), which proved to be fruitful in under-
standing, predicting, and controlling diastereoselectivity induced by a remote stereocenter
[258,259]. Numerous examples of 1,2 induction have confirmed over the time the predictive char-
acter of this rule [260]. Afterwards, other important contributions of Felkin and coworkers and Anh
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times be explained by the confinement concept (Figure 14.4), in which the key point is the favor-
improved performance of a heterogeneous catalyst compared with the homogeneous one can some-



enlarged the concept [261,262]. This rule concerns several aspects: (1) Cram-chelate rule refers to
the reactions facilitated by a metal cation when the chelation between the carbonyl group (as
example) and one of the substituents is locked in a conformation which allows the attack of a nu-
cleophile species from the side of the small substituent (S), and (2) Cram’s rule refers to the cases
where chelation cannot occur. The reactive conformation is the consequence of steric reasons.
Therefore, the substituents of the vicinal asymmetric atom plays an important role. The attack of
the nucleophile will be again preferred from the side of the small substituent. The diastereoselec-
tivity is in this case very sensitive to polarity of the substituents and of the solvents. Even the first
rule seems to be more specific to heterogeneous catalysis where both situations are found.

The principal classes of reported heterogeneously catalyzed reactions and the synthesis of
biologically active molecules by heterogeneous diastereoselective catalysis are covered in a recent
review by De Vos and coworkers [86].

Temperature plays an important contribution in kinetically controlled reactions. High tem-
perature supplies enough energy to the system as the barrier leading to both diastereoisomers
can be surmounted, whereas a low temperature makes more probable only the surmount of the
barrier corresponding to one of the diastereoisomers.

Another possibility to increase the diastereoselectivity in an asymmetric synthesis can arise
from different thermodynamic stabilities of the diastereoisomeric products. If the thermodynamic
stabilities of these are different enough, then, under conditions of equilibrium, a complete conver-
sion of the less stable into the more stable can be achieved. For example, the diastereoselective
hydrogenation of naphthalene derivates over Pd/C catalyst leads to a mixture of dihydronaphtalenes
in which the cis-isomer predominates. The conversion of this isomer into the trans occurs by chang-
ing the properties of the reaction medium, namely by equilibration with a base. For such a purpose,
NaOMe in THF can be used [263]. Generally, such an increase in stability in the six-membered
rings can result from a rearrangement of the substituents from an axial to an equatorial position.

Catalytic reduction of bridgehead enol lactone over Pd/C indicates that, indeed, the syn addition
from the exo face of the bridgehead double bound establishes the relative configuration of all sub-
stituents [264]. Equilibration studies performed in EtONa/EtOH also established that the ratio of the
epimers corresponds to an equilibrium mixture. Under mild basic conditions (Na2CO3/ EtOH), the
product isomerization occurs to a very small extent. The product distribution is best understood by rapid
conformational relaxation to one of the two low-energy half-chair conformations. The stereochemistry
is established at the subsequent protonation step. This takes place with a strong preference for axial pro-
tonation from the � face at carbon 2 to produce the most stable chair conformation (Scheme 14.12).

The diastereoselectivity in heterogeneous hydrogenation can be directed by coordination be-
tween the metal catalyst and a neighbor group that could be OH, NHR, or COOR [265]. In this way,
it is possible to facilitate the delivery of hydrogen to only one diastereoface.

The solvent could also exhibit a strong influence in these reactions. Thompson and coworkers
[266] have shown that the hydrogenation of a polycyclic alkene on Pt/C is greatly dependent on the
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solvent polarity. This effect is due to a competition between the solvent and the catalyst for coordi-
nation to the hydroxyl group. This behavior is interpreted, in the opinion of the same authors, as an
intramolecular delivery. A solvent dependence of the diastereoselective hydrogenation was also ob-
served for Raney nickel [267]. The hydrogenation of 2- and 2,5-substituted furans showed that,
owing to the alcohol used as solvent, it is possible to control the direction of the stereoselection
process (erythro vs. threo).

In isopropyl alcohol, the erythro-isomer is formed predominantly. An increase in the polarity
of the solvents results in a shift of the diastereoselectivity to the threo-isomer and in methanol
this becomes the main product. This example offers another possible influence of the solvent. An
explanation of the determined diastereoselectivies can be different conformations preferred in
the various solvents. In isopropyl alcohol the intramolecular hydrogen bonds can stabilize the
conformation and the attack of hydrogen can occur only with the erythro-isomer formation
(Scheme 14.13). In a polar solvent, this possibility is much diminished and therefore the threo-isomer
is preferred.

The presence of more chiral centers in the reactant molecule exhibits a positive influence in
diastereoselective synthesis. The conformation of the reactants mediates these syntheses. In addi-
tion, part of the molecules could exhibit steric or electronic effects which can amplify or diminish
the diastereoselectivity. 

The chiral auxiliaries anchored to the substrate, which is subjected to diastereoselective catal-

removed after reduction without damaging the hydrogenated substrate. A representative example in
this sense is given by Gallezot and coworkers [268]. They used (-)mentoxyacetic acid and various
(S)-proline derivates as chiral auxiliaries for the reduction of o-cresol and o-toluic acid on Rh/C. A
successful use of proline derivates in asymmetric catalysis has also been reported by Harada and
coworkers [269,270]. The nature of the solvent only has a slight influence on the d.e. [271].

The pretreatment of the catalysts could also influence their catalytic behavior. Besson and
coworkers [271a] reported a change in the diastereoselectivity in the synthesis of N-(2-methylben-
zoyl)-(S)-proline methyl esther as a function of the conditions in which the catalysts (Rh/C,
Rh/graphite, and Rh/Al2O3) were treated before the reaction. They interpreted these modifications
considering (1) changes in the oxidation states of the metal, stressing on the idea that the reduction
state can govern the selective interaction between the substrate and the metal; (2) changes in the
morphology of the metal, and (3) changes in the support surface.

An important example of heterogeneous diastereoselective synthesis by catalytic way is the
synthesis of prostaglandines (a family of compounds having the 20-carbon skeleton of the

nase enzyme system that is widely distributed in mammalian tissues. Many of the synthetic routes
[272] involve the diastereoselective hydrogenation of a carbonylic bond having a C�C double bond
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Scheme 14.13 The diastereoselective hydrogenation of 2- and 2,5-substituted furons.
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prostanoic acid) (Scheme 14.14). Naturally, these molecules are biosynthesized via a cyclooxyge-

ysis, is another factor that can control these reactions. These chiral auxiliaries should be easily



in a �-position. From the thermodynamic point of view, it is possible to obtain a mixture of
diastereomers but from a practical point of view, only the allylic alcohol is important and, to exhibit
biological activity, this should be in the form (11S, 15S).

The hydrogenation of this molecule using heterogeneous catalyst as the classical Pd/C leads to
hydrogenation of both the C�C and C�O double bonds. Therefore, the identification of new se-
lective solid catalysts is very important. As a first change, it was found that replacing Pd by Ru had
a beneficial effect because of the preference of this metal to hydrogenate the C�O double bond.
But the support was also found to exhibit a strong influence in this reaction [273].

These results should be interpreted in terms of the different accessibility of the organic mole-
cule to the active sites and of differences in the metal size. However, it is worth noting that using
Ru supported on these molecular sieves, it is possible to reach a 100% diastereomeric excess in the
(11S, 15R) form for about 80% selectivity to allyl alcohol. These results also indicated the fact that
the reaction is very sensible to the solvent nature. Methanol was found to enhance the reaction rate
compared with THF or ethanol. 

Another interesting observation using molecular sieves supported by Ru catalysts is the one re-
lated to the effect of the modifier. The use of an alkaloid-type modifier, like cinchonidine, enhances
the d.e. to the same (11S, 15R) form. But the use of TA leads to a decrease in the d.e., and the
addition of pivalic acid in mixture with TA leads to a spectacular inversion in diastereoselectivity,
resulting in the isomer with natural-like configuration, namely (11S, 15S).

The effect of the modifiers appears to be more evident in the case of Ru-MCM-41 catalysts. The
size-controlled mesoporous channels of MCM-41 affords a better interaction of the prostaglandin
intermediates with modifiers [274,275]. 

One of the most active and selective catalysts in this kind of reaction is undoubtedly Ir/support,
as recently demonstrated by Jacobs and coworkers [276]. Therefore, by combining the carbonyl
affinity of metallic iridium with the promotion effect of the H-� zeolite, which is a strong Brönsted
acid, one can reduce a large variety of unsaturated ketones and aldehydes to allylic alcohols with
high conversions, selectivities, and diastereoselectivities. 

From the chemical point of view, in diastereoselective syntheses, several kinds of reactions like
hydrogenation [273,277–286], hydrogenolysis [287–293], isomerization [294], and epoxidation
[295–300] are involved. Hydrogenation is the most important application of heterogeneous cataly-
sis because of its potential to produce a wide variety of chiral functional groups.
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Up to date, the scientists involved in these investigations used only few commercial catalysts,
predominantly Pd/C, Pt/C, PtO2, or Raney nickel. But except for a few cases, these catalysts are not
selective enough and only a mixture of diastereomers results from the reactions. The separation of
the pure diastereomers is expensive and requires a lot of energy and reagents. Even more compli-
cate is the case of diastereoselective oxidation.

14.9 CONCLUSIONS

After a period of stagnation, the area of heterogeneous asymmetric catalysis has again become
a fashionable topic. More and more research groups, both from academic and industry, are
involved in this interesting and important field. From the catalytic preparation point of view, three
general strategies have been successful: (1) the chiral modification of metallic heterogeneous
catalysts; (2) the heterogenization of homogeneous chiral complexes or chiral ligands; and (3) the
application of organic polymers as catalysts or as supports for chiral complexes. However, there are
differences among these categories. Modified catalysts and chiral polymers have already been ap-
plied for the synthesis of active compounds or have been developed for technical applications.
But their application is still narrow and only few transformations are catalyzed with useful
e.e.’s. However, the use of polymer supports continues to expand because of potential practical
applications.

On the same lines, the large interest concerning the synthesis of biological active molecules
requires more and more effective catalysts and many of these syntheses involve diastereoselective
reactions. Unfortunately, at this moment, there is a very large gap between the homogeneous and the
heterogeneous catalysis in this field. Therefore, it is very important in the future, that as scientists
working in the field of heterogeneous catalysis have to pay more attention not only to enantioselec-
tive catalysis but also to heterogeneous diastereoselective catalysis for natural total synthesis.
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CHAPTER 14 QUESTIONS

Question 1

Which are the possible approaches for the preparation of optically active products by chemical
transformation of optically inactive starting materials?

Question 2

State the difference between the kinetic resolution and the asymmetric synthesis?

Question 3

What kind of reactions are associated with asymmetric synthesis?

Question 4

Is the formation of an enantiomeric excess kinetically or thermodynamically controlled?

Question 5

Is the activation function the only criterion to select an enantioselective catalyst?

Question 6

Describe, in general, an enantioselective hydrogenation mechanism in the presence of a chiral-
modified metal/support catalyst.

Question 7

Indicate the structural elements that are crucial for the functioning of the cinchona alkaloids as
chiral modifiers.

Question 8

What are the most important ways to immobilize a homogeneous chiral complex onto a solid
support?

Question 9

What are the main drawbacks of a heterogeneized chiral catalyst and how can they be solved?

Question 10

What are the main parameters influencing the diastereoselective reactions?
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