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FOREWORD

So many people all over the world have been touched and impressed by
the research and findings of the work of Dr. Masaru Emoto. His
groundbreaking first book, The Message from Water, awakened us to the
simple but profound connection between our thoughts and the effect they
have not only on our own bodies, but on water itself. Wow! What a novel
idea.

This information gave me a new respect for water. I began blessing with
love every glass of water I drank. Labels appeared on my faucets,
showerhead, garden watering cans, the toilets, every other water source I
had, and all the many bottles of water I carried everywhere.

I heard more and more from others who were using Dr. Emoto’s
information to expand and change their own work to include respect for
water. It was only a natural progression to gather this information into a
book to share with the world.

Dr. Emoto has taken all that he knows about the magic of water and
utilized the current brilliant minds of people from the scientific, health, and
spiritual worlds, combined with the mythological realms, to give you the
most comprehensive study of water and its powers. Personally, I think The
Healing Power of Water may be his best work to date. If you want to know,
for instance, the myths of water (such as the healing power of the waters at
Lourdes), you can read that section of the book. You can also discover what
scientists say comprises the structure of water. For me, I jumped right to the
information pertaining to health. How often have we heard the advice to
drink eight glasses of water a day? These chapters delve deeper into the
questions of water and its power to heal.

Dr. Emoto and I have visited with each other on a number of occasions,
most recently at my 80th birthday party. At that lovely celebration, he
presented me with a beautifully framed photograph of a magnificent water
crystal, which had been formed out of the words You can heal your life. It
brought tears of joy to my eyes to see what a beautiful water crystal looked



like based on the title of my best-selling book. I’ve always believed in the
healing power of words, and this very learned gentleman presented this
very simple lady with a precious gift. I will treasure it always.

You have in your hands Masaru Emoto’s latest endeavor, The Healing
Power of Water, and it’s my honor to be writing this Foreword. Dr. Emoto’s
work has sparked a revolution! It’s heartening to have so many authors
studying and sharing their thoughts about the healing power of water. I hope
you find what you are looking for in these pages.

— Louise L. Hay

You can heal your life crystal.



INTRODUCTION

I first had the idea of freezing water and photographing the crystals thus
formed in 1994. Since then, several books have come out on my work,
featuring both visual images of water crystals and the insights that I’ve
gained from my research. These volumes have been translated into many
languages, and I regularly travel all over the world to give lectures about
my experiences with water. And every time, I’m touched anew by how
people can intuitively relate to the images of the water crystals.

For both my colleagues and myself, this last decade has involved years of
intensive development and research. Although the technique of water-
crystal photography has to be further refined to meet the strict demands of
the scientific community, it’s inspiring to witness the interest with which
the pictures are examined and the immediate understanding of their
meaning at a lay level. We hope that you, too, will gain a new awareness of
the wonderful and miraculous world of water.

Masaru Emoto

WATER: THE HEALER IN US

Why are we so fascinated by water? Since the beginning of time, it has
been seen as a symbol of the soul and regarded as the prima materia, the



prime substance, of the universe. Life itself developed out of the sea, the
human fetus is surrounded and protected by the amniotic fluid, and our
body consists of at least 70 percent water—the examples could go on and
on.

Water as a physical substance possesses some of the features that made
life possible on Earth. We all learned about its anomalies in our physics
classes. For instance, frozen water is lighter than the liquid. Without this
quality, rivers would freeze completely from top to bottom in winter; but
because a lighter, protective layer of ice forms on the surface, creatures can
still exist underneath.

Water also has the ability to levitate. It can flow against gravity, as in the
case of artesian springs and wells. The healing power of water from these
sources, for both external and internal use, has been known for generations.

In my book Die Antwort des Wassers (Water Knows the Answer), I
described the amazing journey of one drop of water. I’d like to look at this
journey once again, but from a different point of view, using it as an
analogy for human life.

EVERYTHING IS IN A STATE OF CHANGE

In Buddhism and Shintoism, two religions that have significantly
influenced our way of thinking in Japan, reincarnation is an absolutely
integral component. This idea of cyclic development, of spiraling,
corresponds well with the journey of a drop of water. A drop might start its
journey as water, then evaporate, changing its form. It’s still water, but it’s
not the same as before. However, the same knowledge, the same
information, is still there. The same applies even when it’s frozen.

I would say that the process of evaporating is equivalent to dying. Then
we, too, change our shape, our form. The body dissolves, but the
information that the soul has acquired—all the experiences and everything
that we’ve learned—is maintained. Now the soul sets out on its own
journey. It develops further and matures until it’s time for it to incarnate
again on Earth—just as the water drop rises as steam, falls back as a
raindrop out of a cloud, trickles away into the earth, and after a very long



time (100 to 1,000 years), appears again on the surface of the earth as an
artesian spring.

We don’t know exactly what processes a drop of water goes through
inside the earth before the astonishing power of levitation finally sets in and
it rises up hundreds of feet. But we do know that artesian springs have
enormous healing power.

WATER-CRYSTAL PHOTOGRAPHY

For many years now I’ve been studying the healing power of water. I was
the first scientist in Japan to use a device that made it possible to transfer
vibrations into this substance. Thanks to this water, which was charged with
“healing” information, many people who came to see me in my practice
were restored to health.

Water has played a central role in my life for a long time. I’ve often
noticed that as long as we’re receptive and open, we can often uncover very
valuable clues in even the smallest things around us. This happened to me
one day when I read: “No two snow crystals are the same.” Of course, I’d
learned that as a child in school. I knew that each snowflake was unique.
But at that very moment, the sentence had a completely new meaning to
me. Suddenly I realized that the snowflake state revealed the individual face
of each water drop, and that it might be possible to take photographs of it.
My hypothesis was that the ice crystals would give me information about
the state of the water. This idea gripped me—I wanted to freeze water and
then try to take pictures of the crystals. So I rented a high-resolution
microscope and started some experiments with the assistance of a young
researcher from my company.

Two long months went by with no results whatsoever, but one day my
radiant co-worker presented me with the first photo of a water crystal.
Looking back now, it seems a miracle that we even managed to get pictures,
considering the conditions under which the experiment was first carried
out!

We started by putting a single drop of water in each of the 50 petri dishes
we’d prepared. We then froze them at a temperature of –13° F and took



pictures under the microscope of the crystals that had formed. The
temperature in the laboratory where we took the photographs was
constantly kept at 23° F; even so, the average lifetime of a crystal under the
microscope was just two minutes because of the light that was needed—this
had a warming effect, which melted the subject.

In my other books, I’ve already explained that we normally chose just
one out of some 50 pictures. Usually we decided on one that was
representative of the shape that appeared most frequently.

THE MEMORY OF MEMORY

When Water freezes, its molecules systematically connect and form the
nucleons of a crystal; it becomes stable when it has the structure of a
hexagon. Then it starts to grow and a visible crystal appears. This is the
natural course of the procedure. However, if unnatural information is forced
upon it, it’s not able to form a harmonic hexagonal crystal.

Above: This is how the crystal pictures are produced. The temperature is kept constant at -5° C in the
laboratory. The photo must be taken very fast, because the beautiful crystal structure only lasts for

two minutes.

Once our initial hypothesis had been confirmed by the data, I started to
investigate water from different places. Our experiments went well and we
managed to produce reliable pictures. The question we asked ourselves was:
Do water crystals look different under different circumstances?



All my expectations were surpassed. The photographs clearly showed
that depending on its origins (that is, whether it came from a natural spring
or from the kitchen tap), water would take on a completely different shape.
This was visible proof that not all water was the same—it reacted to the
“experiences” it went through during its journey and stored that
information. Water from a spring formed breathtakingly beautiful regular
hexagons, while water from the lower course of a river or from a dam
hardly achieved a complete crystal. The most shocking results came from
chloride-ridden drinking water. It can be really painful to see water that has
been mistreated in such a way if you know what marvelous crystals natural
water can form. . . .

This picture shows a water crystal, which was “given a soul” by labeling it with the word thanks. The
result is this beautifully formed crystal.



This crystal was formed after the water has seen the picture with the jumping dolphins. The dolphin
has a similar—or even higher—intelligence than the human being, and it’s said that dolphins can heal

us.

In light of these experiments, we can say that water has a memory. Each
molecule of it carries some information, and when we drink it, that data
becomes part of our body. Looking at these pictures, ask yourself: “Which
information do I want to take in?”

WATER LISTENS TO MUSIC

One day, Dr. Ishibashi, the chemist and scientist who took the
photographs of the water crystals, came to see me and asked, “What if we
played some music to the water?” I found the idea terrific and that’s how
some of the most impressive pictures came into being (see the following
photos).



Schubert’s interpretation of “Ave Maria.” This picture shows a very beautiful, symmetric crystal,
which radiates deep love.

Water listens to Swan Lake by Tchaikovsky and a crystal is formed with delicate branches,
reminiscent of swans’ necks.



This water listened to the CD Message from Water. If you look into the center, you can see another
small crystal trying to form itself.

Crystals responding to the Four Seasons music.



Above: Spring: The plants starting to sprout.

Right, top to bottom: Summer: They reach full blossom, Autumn: The seeds have developed and start
to drop from the plant, Winter: The seeds rest hidden away in the winter. It’s the time for retreat and

silence.



The Beatles, “Yesterday”: A beautiful crystal has formed. The structure of the turtle shell shows that
this music strengthens the immune system.

“Edelweiss” from The Sound of Music: Edelweiss means “precious white.” In correspondence with
this name, a very clear white crystal has formed. The center seems like a mirror.

The method was fairly simple: A small bottle of distilled water was
placed between two loudspeakers, and music was then played. We
discovered that if we knocked gently on the bottle before and after playing
the music, we got clearer pictures.



We chose classical music for our first attempts and later on used popular
contemporary music. Our choices ranged from Gregorian chants and
Buddhist sutras to heavy metal. We also experimented with healing
melodies. We discovered, for example, that some pieces of music supported
the immune system. Sound is vibration, so we now know that water is able
to react to vibrations and can store them in its own very specific way. You
can find out more about this in my other books.

When we started to act on the idea of playing music to water, we
abandoned our role as passive observers for good.

IS WATER ABLE TO READ?

This question seemed absurd at first. However, I had the idea of showing
some Japanese characters to water. In Japan, we think that every single
word possesses a soul. I’ll try to explain this by means of an example. Let’s
take the word gratitude. When I say it, I haven’t just given sound to a string
of phonemes, but have expressed a meaning and a feeling. We believe that a
word possesses this power of transmission because it has a share of the
word soul and is its messenger or, more accurately, its representative. By
saying “Thank you,” I step into resonance with this word soul and vibrate in
unison with it. And, as I’d expected, water shown a range of different
Japanese characters formed completely different crystals.



THE WORD SOUL AND MORPHOGENETIC FIELDS

I’m always fascinated to see how ancient wisdom is being rediscovered
by some brave scientists of our time. Biologist Rupert Sheldrake speaks
about a morphogenetic field, in which all information is stored in the shape
of vibrations. The morphogenetic field for “Thank you” is increased if
somebody says the words—or just even thinks them. The stronger a
morphogenetic field, the easier it becomes for everybody else to say those
particular words and the more likely it is that this will happen.1



An example of this is the phenomenon of the hundredth monkey, as first
observed in the late 1950s on a northern Japanese island. A group of
behavioral scientists observed that monkeys on the island would wash their
potatoes before they ate them. It’s likely that one of them started it by
chance, and then others copied its behavior. They must have found out that
the taste of a washed potato was far better than one that hadn’t been
cleaned. Eventually, there were 100 monkeys on that island who were
eating in this fashion. Then something fascinating happened: Suddenly,
monkeys on another island started to wash their potatoes; but they didn’t
start one by one, as had been the case on the first island, but all at once, as if
the animals on the first island had told them about their discovery.
However, there had been no contact between the two groups.

This phenomenon can be used to explain the theory behind the
morphogenetic field. Through the behavior of the first group of monkeys, a
field of vibrations was created that contained the information “Washed
potatoes taste good.” At a certain critical mass (the hundredth monkey), the
field developed an intensity that allowed others to have a share in this
information.

Above: This water was given a label with the word demon. Judge for yourself how this word affected
the water.



Right, top to bottom: Om Namah Shivaya is a Sanskrit mantra. This beautiful crystal looks like a
mandala. Next: This crystal was formed using a label with the words “This is really beautiful.” One

can wholeheartedly agree! Last: Power: Here you can see that power on its own can’t achieve
anything—no ordered crystal structure has formed.



Soul: This crystal grew very fast and shows a spectacular play of colors.



Water with the label “bad luck.” A very weak crystal has formed, which is trying unsuccessfully to
bring itself into balance.

Lucky: This is perfect beauty and harmony. Like a fine-cut diamond. Maybe harmony is a necessity
for luck. . . .

In the same way that actions originate a morphogenetic field, so do
words; and each word makes its own individual contribution. We can
imagine this as similar to a hologram in which every single piece describes
the whole picture.



A professor from Yale University wanted to test Rupert Sheldrake’s
theory. He put together a range of Hebrew words and a similar number of
meaningless, invented words. He then mixed these two sets and showed
them to some students, one word at a time. (None of the subjects could
speak Hebrew.) He asked them to try to guess the meaning of each word
and didn’t tell them that some of them were totally meaningless.2 With the
Hebrew words, there was a statistical approximation of the correct meaning,
while it was obvious (by means of the statistical distribution of the answers)
that the students had used guesswork on the words without any meaning.
This was a confirmation of Sheldrake’s theory of the morphogenetic field,
or what I described as the “word soul.”

I believe it’s this word soul, this vibrational information, that the water
reads and tunes in to. The results of this tuning in are then visible in the
different water crystals. Actually, we can see the pattern of vibration of the
specific word soul, and it feels to me as if a window opens up and we can
get a glimpse of the universe.

THE POWER OF THE WORD SOUL

When we’re thinking a thought and give it energy by imagining it as real
or speaking it, we’re storing the pattern of vibration in the water of our
bodies, and it shows as the corresponding vibration all around us and
further out, beyond our physical selves. In this way, we influence our
surroundings and others react to it, so we receive the appropriate feedback
that again reinforces both our vibrations and the morphogenetic field. This
shows how important it is to think and speak with purity of intent.

My esteemed teacher Dr. Nobuo Shioya made me aware of this a long
time ago; and now, thanks to the water-crystal images, we can actually see
it in solid form. In his book, Der Jungbrunnen des Dr. Shioya (Dr. Shioya’s
Fountain of Youth), Dr. Shioya describes the three “correct states of mind”
that can help each of us live a happier life. Although very ill from birth, he
developed a breathing technique that he combined with visualization. This
method of “creative power thoughts and correct breathing” made it possible
for him to live a healthier and longer life. From his 60th birthday onward,



he really started to rejuvenate. For example, he won a golf tournament at
the venerable age of 100 years.

The healing hands of the mother: This powerful crystal shows a slight pink coloring. Pink is assigned
to love and the energy of friendliness, which comes from the heart. It’s also said that this color helps

activate the life energy.

Giving birth: This picture shows that giving birth is more than simply delivering a baby. It feels as if
a decision has been made to weave its own pattern of life. This picture shows a dynamic, developing

movement.



DR. SHIOYA’S THREE GOLDEN RULES

Dr. Shioya’s three correct states of mind are fundamental attitudes that
are easy to adopt and can bring about an enormous change in our everyday
life. Their meaning and use will become even more apparent in the light of
our knowledge about the power of the word soul.

Dr. Nobu Shioya: With the help of his simple method of “creative power of the thoughts and the right
way of breathing,” it’s possible to rejuvenate the body and mind.

1. Be positive. It’s proven that positive thoughts influence our physical
health. For example, they can strengthen the immune system. This
state of mind isn’t an instruction to lead a “better” life (in a religious
or moral sense), but a powerful aid to maintaining good health in both
body and mind. By having a positive attitude and being open to all
situations, we’re prepared to recognize opportunities and take them.
This has nothing to do with superficial politeness or trite “seeing life
through rose-tinted glasses”—quite the opposite, actually. Instead of
focusing just on the negative, we look at both sides of the proverbial
coin. By doing so, we learn to recognize the possibilities available to
us.

2. Don’t forget to say thank you. Gratitude can be a core feeling, and it’s
important to always remind ourselves of it. Awareness generates



energy. If we’re consciously grateful, we send out corresponding
vibrations and attract similar vibrations. This means that we’ll find
ourselves in more and more situations where we have a good reason to
give thanks. Anyone who lacks this basic attitude should turn their
attention to things they can be grateful for, however small they are.
Some people might claim that there’s absolutely nothing in their lives
that falls into this category, but actually we can give thanks that we are
alive every day.

3. Don’t nag. If we find fault with everything instead of being grateful,
these thoughts and feelings become vibrations that are sent out and in
turn attract situations that will lead to more nagging. Thoughts such as
I’m in trouble, I don’t like this, I can’t do it, This is hard, or This is
laborious will attract difficult, unpleasant, hard, and laborious
situations.

The water-crystal images show us the effect on water of, for example, the
word fool or a phrase like “We have done this really well.” The same
vibration is created when we say to somebody, “You are a fool.” This isn’t
just a statement per se; by uttering the words we create, or rather reinforce,
the negative vibration, and thus the very pattern of behavior. These
disharmonic patterns of vibration are “stamped” on water in general and on
the bodily waters of the person in question.



This is the effect of the word fool. Water can’t form a crystal structure if words are hurtful and
belittling.

The main reason why I always argue that we should praise our children
(and friends and colleagues) is because we thereby reinforce their positive
qualities. I’m certain that we’d all benefit from this kind of consciousness in
speech and thought, especially as words and thoughts that are aimed at
somebody else always have an impact on us first. If I were to give out the
word fool into the world, my own system would be filled with this vibration
first and would come into step with its disharmonic content.

The time-honored principle “Do unto others as you would have them do
unto you” acquires a completely new meaning in the light of the theory of
the morphogenetic field. Even the most self-centered person has the ability
to speak, act, and think considerately—and should do so, because it should
be clear by now that we are responsible for what happens to us.

Another mental habit that hinders self-development is the practice of
running ourselves down, both verbally and internally. Every one of us has
the ability (and perhaps I should also say the duty to ourselves) to speak and
act in such a way that nurtures, rather than poisons, our microcosm. I’m
always saddened by the realization that so many people invest so much of
their inner energy running themselves down both verbally and internally,
just because something didn’t happen in the way that they’d hoped. By
doing this we don’t create the flow of positive energy that can help us learn
from our mistakes. If we look at water crystals, the message is clear: We
poison ourselves with all this negative chatter.

The time is now ripe to put this realization into practice and break the
habit of a lifetime. It’s not my intention to preach here: Water itself speaks a
distinct and clear language. Life isn’t really that complicated, and we all
carry that knowledge inside ourselves; we just have to rediscover it. The
pictures of the water crystals can help us in the search for our own truth.
They can guide us.

THE NEW HEALING POWER: THE DIALOGUE WITH WATER



The healing power of water and its ability to carry information has been
known for centuries, and many therapies have been based on this
knowledge. What’s new is that these “hidden” properties can now be made
visible. The information carried by the water can be seen as a picture, and
this changes our view of it from a mere chemical molecule into a living
creature.

In former times there was nothing unusual in holding conversations with
nature and nature spirits, even in the Western world. Nowadays, our
increasingly mechanistic view of things prevents us from acknowledging
these organic perceptions, even if they come into our consciousness.
Nothing can be what it’s not allowed to be.

The water-crystal images act as mediators between those of us who are
still caught in this mechanistic view of the world and the holographic
reality. By “holographic” I mean that you can see the whole of the picture in
every part. The images of the water crystals are ambassadors, giving us an
insight into the real connections of the universe.

People want to feel safe—that’s why a clear philosophy of the life of the
world was developed. A new age has now come into being. We can no
longer close ourselves to a broader philosophy of life, and we can now find
that longed-for safety at a higher level. If we learn how to tune in to this
elevated vibration, we can become one with it.

Water is a very honest mirror. The pictures of the water crystals show
clearly the effects that different environmental factors have on living
systems. But what these images show as well is that we’re not helplessly
exposed to these negative influences. Through love and gratitude, we have
the ability to improve our world. By thinking and feeling “love and
gratitude,” we can actively put a healing process into motion.

When we look at the water-crystal pictures of negative ideas, the
numinous fear that most of us feel disappears. Instead, we empathize with
the malformed water. It didn’t choose to suffer in such a manner. In this
way, a new state of mind comes into being inside us. We want to do
something good for the water and, consequently, for ourselves. We’re not at
war anymore with the pollution of negativity. Conflict just produces more
harmful energy, which in turn gives rise to more adversity. We don’t want to
close our eyes to the negative—on the contrary, we’re visually and



intellectually aware of it—but we use love and gratitude to transform it in a
positive way.

From this it follows that we have the ability to take an active part in the
creation of our world. This realization gives us not only power but also
responsibility. We are no longer helpless “playthings.” What kind of
existence do we want to create? What do we want to put into being? Each
of us is called on to answer this basic question in thought, word, and deed.
If I yearn for peace but nag and scold and condemn all the time, then how
can my dream come into being, either in myself or anywhere else?

The pictures of the water crystals stimulate our imagination. We’re so
controlled by the left side of our brain, but images affect the right side, and
many have the effect of mandalas. I would have preferred to show only
beautiful photos, but I thought it was also important to give the left part of
the brain some good stuff to ponder, and therefore to question old thinking
patterns. In this way the pictures of the water crystals have an effect on our
whole mental structure. Simply reading something is one-sided, as is just
looking at pictures. It’s only from the combination of both that new
realizations can grow and be put into practice in our everyday lives. These
images carry a message that reaches us at the mental, soul, and physical
levels through the water in our bodies that vibrates in harmony with them.

Like children going through the “Why?” phase of development, we, too,
can ask water everything that’s important to us. In this way we can gain an
insight into reality as it truly is. Water is a messenger— it brings us
information about the world and the universe.

LIFE IS MOVEMENT

Ancient wisdom shows itself clearly in the crystals. Water from a free-
flowing river creates incredibly beautiful shapes. If we examine the
formations from the stagnating area of a dam, we don’t find any crystal
structures—the pictures here are similar to looking through a hole dug in a
swamp. By not being allowed to flow, water loses its vitality, its charisma.
It’s cut off from the river of life. And the same applies to us as human



beings: It’s vital for us, too, to move with the universal current. Each
stagnation brings a dying off.

We know this at a physical level. For example, when the blood becomes
too thick and clots form in our arteries and veins, the risk of a heart attack
or stroke increases. We know this at an emotional level, too. If a person is
holding on to a feeling—say, grief—he or she will one day stiffen with the
pain. The same happens mentally, as there are those who become rigid with
fear, dogma, and prejudice. The water crystals show us very clearly how we
should live—what’s good for the water in nature is also good for that
element in our bodies. Being in constant motion at all levels contributes
significantly to our well-being.

By doing this, we’re not only helping ourselves, but also water in
general. By giving the water in our bodies the necessary attention, we honor
the water of Earth, too, because everything is connected. We’re aquatic
beings, and I can’t stress enough the importance of becoming aware of it.
The consequence should be that we treat the gift of the universe respectfully
and attentively and honor its wisdom.

OFFERING LOVE AND GRATITUDE TO WATER

I firmly believe that it’s our duty as human beings to contribute to the
healing of the earth and its waters. For many of us this has been a need for a
long time. Now we know that together we can make big things happen, as
the law of the hundredth monkey teaches us.

One of the most important messages that we receive from the water
crystals is that each of our thoughts, words, and actions represents
information that we send out. Our consciousness has a real influence on
water, which becomes particularly powerful when many of us become one
and aim for the same goal. In this lies the power of joint prayer. Let’s use
this energy to give love and gratitude to water.

Let’s declare July 25 of each year a “World Day of Love and Thanks to
Water.” We’ll start this event with a ceremony to send out our feelings to
the life-giving liquid and in this way gradually raise our consciousness.
Take part in it on your own or with others, and direct your thoughts and



prayers to water. Every single person counts; each loving word matters. All
drops that are treated with love and respect carry those vibrations out into
the world.

To increase the power of the message, I suggest sending out the
vibrations three times during the day, say at 7 A.M., 1 P.M., and 7 P.M.
(your local time). Please direct love and thanks to water at one or all of
these times and pass this information on to all those who are interested.

How you arrange the ceremony is completely up to you. You can say
prayers from your own religion, or you can do a visualization. I, for
instance, imagine silver/golden light filling water and the earth and flowing
out of the heart of each and every person.

In addition to this World Day of Love and Thanks to Water, let’s send out
our affection and gratitude at the same times on the 25th of each month. By
doing so, you’re also benefitting yourself: You’re lifting your own
vibration. And by thanking the water that, for example, runs over your
hands while you’re washing up, you’re appreciating the same substance in
your body, in your cells. In that way you’re contributing actively to your
own well-being.

The health of each and every person is one of my most heartfelt wishes.
But an even more important desire is for healing the natural world, Earth,
and humanity as a whole. My dream is one of world peace, and I know that
I’m not alone in this.

NOTES
1. The morphogenetic field, or morphic resonance, is a name given to a

form of action at a distance proposed by Rupert Sheldrake. However, the
idea that vision is a two-way process has been held by a great many minds
in the past. The theory states that things of the same “form” tend to
“resonate” with each other, so that, for example:

When crystals of a newly synthesized chemical substance, for example a new kind of drug,
arise for the first time they have no exact precedent, but as the same compound is crystallized
again and again, the crystals should tend to form more readily all over the world, just because they



have already formed somewhere else. (Rupert Sheldrake, The Presence of the Past, HarperCollins,
1988)

This concept defies, among other things, the theory of special relativity—
all crystals, all over the universe, regardless of distance in space/time, will
be affected.

The theory of the morphogenetic field, first conceptualized by
developmental biologists (beginning in the mid-1980s), seems to be
accumulating evidence that it’s closely linked to the quantum gravitational
field:

A. The field pervades all space.

B. The field interacts with all matter and energy, irrespective of whether
or not that matter/energy is magnetically charged.

C. And, most significantly, the field is what’s known mathematically as a
“symmetric second-rank tensor.”

All three properties are characteristic of gravity, and it was proven some
years ago that the only self-consistent nonlinear theory of a symmetric
second-rank tensor field is, at least at low energies, precisely Einstein’s
general relativity. Thus, if the evidence for A, B, and C becomes validated,
we can infer that the morphogenetic field is the quantum counterpart of
Einstein’s gravitational field.

2. See the Website www.co-intelligence.org/P-
moreonmorphgnicflds.html for more information on Gary Schwartz’s
experiment with Hebrew words.

http://www.co-intelligence.org/P-more




PART I

SCIENTIFIC PERSPECTIVES



INTRODUCTION

Anyone who can remember their science lessons—whether in chemistry,
physics, or biology—may recall that water was largely ignored or taken for
granted as an inert, simple substance with the formula H2O. Of course it
had a few other properties, such as a boiling point of 100°C, and a unique
way of expanding and contracting as it froze and unfroze. We knew it as
central, not only to all life on Earth, but also to the planet’s many geological
processes. The unspoken message was: That’s just the way things are—no
need to ask why!

In recent years, a few brave scientists, risking ridicule and ruin, have
been pioneers in discovering a whole new world with respect to the
properties of water. Among the first of these was the French immunologist
Jacques Benveniste, who attempted to prove that water had memory and
could retain information about complex chemicals, even if there was no
trace left of them. This was seen as scientific heresy, and for his trouble,
Benveniste was dismissed from his job, and his laboratory was closed
down. He died in 2004, but his conclusions proved so intriguing that many
claim to have successfully repeated his experiments.

Other scientists followed in his footsteps, and some of the most
distinguished of these have contributed to this book. In most cases, the
authors have done much to simplify technical papers so that lay readers can
follow them, and it’s well worth a little extra time and effort to digest the
contents. Having done so, you, the reader, will see something amazing—the
beginnings of a whole new understanding of the world and life on it, going
far beyond the limitations of the current materialist scientific era. In this
new vision, thought and consciousness profoundly affect not only the
structure of water, but also many other substances, even playing a critical
role in the way DNA decodes itself in new life. We stand at the dawn of a
new era, one that will profoundly change not only science, but also our
spirituality, and indeed our whole culture.



I’m profoundly honored that my own books have been able to reach out
to a wider readership around the world, demonstrating the power of
thought, prayer, and intention to change water for the benefit of us all.

— Masaru Emoto



CHAPTER 1

PSYCHOENERGETIC SCIENCE:
EXPANDING TODAY’S SCIENCE TO

INCLUDE HUMAN CONSCIOUSNESS

by William A. Tiller, Ph.D.

Psychoenergetic science is an expansion of today’s conventional science,
which for 400 years has dealt with the following metaphorical reaction
equation:

Psychoenergetic science deals with this expanded reaction equation:

Experience shows that human consciousness readily manipulates
information of all kinds (numbers to sums, language letters to make words
and sentences, jigsaw-puzzle pieces to make maps and pictures, and
symbols to make equations) to produce order out of disorder(1-5). From our
psychoenergetics research, which is outlined in the first part of this article,
we have discovered a second, unique level of physical reality that is quite
different from our normal electric atom/molecule level. This new level
functions in the physical vacuum within the “empty” space between the
fundamental particles that make up atoms and molecules. The stuff of this
physical vacuum consists of magnetic information waves; and we’ve
observed that the physics of this new level is modulatable by the human
mind, intentions, and consciousness in general.



About eight years ago, we discovered a reliable, repeatable procedure for
lifting the electromagnetic symmetry state of a room or other large space
higher than that of our normal atom/molecule level to one wherein
commercial instrument measurements became capable of accessing these
two unique levels of physical reality. In addition, this procedure allowed us
to tune this large space so that a specific intention could be manifested in
that place via the physics of this vacuum level of physical reality. From our
research, we have found that a specific material property consists of two
parts: one from the electric atom/molecule level of physical reality (which
is all our normal world can presently measure), and one from the magnetic
information wave level of physical reality. The instrumentally accessed
magnitude of this second contribution depends on the magnitude of a
special coupling coefficient material connecting these two levels. This
coupling coefficient can be of negligible magnitude, as in our normal level
of physical reality, or, via utilizing the aforementioned intention procedure,
can be caused to be of large magnitude. We have utilized this new
procedure to:

1. Substantially change the pH of the same type of water in equilibrium
with air either up or down by one full pH unit (~100 times our
measurement accuracy)

2. Increase by ~25% (p < 0.001) the in vitro thermodynamic activity of a
specific human liver enzyme, alkaline phosphatase

3. Increase by ~20% (p < 0.001) the in vivo [ATP]/[ADP] ratio in the
cells of fruit-fly larvae so that they would be fitter and have a much
shorter (~20% at p < 0.001) development time to the adult fly stage;
here, ATP is the energy storage molecule in all cells while ADP is its
chemical precursor

In addition to the foregoing, we’ve discovered that humans, and perhaps
all vertebrates, have their acupuncture meridian/ chakra system at this
higher electromagnetic symmetry state, so humans have the basic capability
to do what our intention-device does—though perhaps not to such a
significant degree unless they’re at a master or avatar level of self-



development. We hoped to be able to convert our detection device into a
stand-alone engineered system for use as an individual or group
biofeedback device to enhance individual (or group) self-development to
higher and higher levels of inner self-management.

Finally, in the second part of this article, I provide a brief theoretical
overview of what controls ice-crystal shape during the freezing of water,
both without and with the application of human intention.

PART I: KEY BACKGROUND EXPREMENTAL DATA

References 7 to 9 cover my psychoenergetics research books over the
past 35 years. In the first contribution,7 the work clearly showed that
human consciousness could enhance the radiation spectra of the human
biofield sufficiently to have a robust impact on a wide variety of physical
processes. Table 1 provides a summary of these key experimental findings.
The second contribution8 covers the period from 1997 to 2001, and Table 2
provides a summary of our key experimental findings during that period.

TABLE 1: SUMMARY OF KEY EXPREMENTAL FINDINGS
FROM “SCIENCE AND HUMAN TRANSFORMATION”

1. A highly developed human biofield can alter the properties of
materials and the functioning of devices so as to reveal deeper levels
of nature not anticipated from our normal, everyday observations.
The radiations from such levels of nature pass through materials that
are optically opaque to EM radiations in the visible range.

2. Non-EM emissions from the biofields of normal humans, when
modulated by their attention and directed intention, can enhance or
not enhance electron microavalanches in a simple gas discharge
device, depending upon the actual focus of the humans’ intention.

3. Some humans emit bursts of subtle energy from various body
chakras; and via a subtle energy/electrical energy conversion process



involving the acupuncture meridian system, large voltage pulses
appear both on the body and at sites remote from the body.

4. When focusing on the heart with loving intent, the human EKG
becomes harmonic at the baroreflex frequency, 0.14 hertz, where the
heart entrains the brain, and simultaneously all the other major
electrophysiological systems of the body. In this heart-entrainment
mode of functioning, body-chemical production becomes healthier,
and focused intent can psychokinetically influence molecular
structures both inside and outside the body.

5. Most young children perceive both EM and subtle energies. Lens
and prism experiments indicate that the latter travel at velocities,
v>c, the EM light velocity, and speed up on entering denser matter.

6. Dowsing is a natural human body response mechanism for those
who give it meaning, wherein the unconscious communicates
valuable information to the conscious via involuntary small muscle
movements or the creation of localized heat patterns.

TABLE 2: SUMMARY OF KEY EXPREMENTAL
FINDINGS FROM “CONSCIOUS ACTS OF CREATION”

1. Human consciousness, in the form of a specific intention, can be
imprinted into a simple, low-tech electronic device from a deep
meditative state by highly inner self-managed humans. Such a
device, now called an IIED (intention imprinted electrical device),
can act as an effective surrogate to robustly influence a unique target
experiment in physical reality.

2. The four unique target experiments studied involved (a) an inorganic
material (water) with property changes 100 times larger than
measurement accuracy, (b) an organic in vitro material with property
changes of ~20% at p<0.001, and (c) a living in vivo material with
property changes of ~20% at p<0.001, both of the latter having a
built-in control.



3. A unique intelligence was present in an IIED after imprinting so that
the measured material property changes were (a) always in the
direction of the IIED’s intention imprint and (b) always specific to
the particular IIED utilized.

4. An unshielded IIED in the electrically “off” state, and physically
separated from a UED (unimprinted electrical device) in the
electrically “off” state by ~100 meters, still has a communication
channel available to it for transferring the imprint statement to the
UED within a week. Thus, the carrier for such information exchange
is not conventional electromagnetism.

5. This new field, although not EM, can be dissipated through EM-
leakage pathways. Thus, wrapping an IIED in aluminum foil and
storing it in an electrically grounded Faraday cage prolongs its
lifetime of effective use (~3 months before reimprinting is required).

6. Placing a specific IIED in a room and turning it on “conditions” the
room to a state wherein Item 2 in this table naturally manifests.
Without the presence of this “conditioned” state in the room housing
the target experiment equipment, these material property changes
don’t occur.

7. One characteristic of a “conditioned” space is that a DC magnetic
field polarity effect on the pH of water occurs. Such an effect is
thought to require the accessing of magnetic monopoles, a property
usually associated with a higher EM gauge symmetry state than our
normal, everyday reality. Such a higher EM gauge symmetry state is
also a higher thermodynamic free energy per unit volume state.

8. Another characteristic of a “conditioned” space is the spontaneous
appearance of material property oscillations of very large amplitude
(air and water temperature, pH, electrical conductivity of water, etc.)
that are (a) global throughout the room, (b) all exhibit the same
Fourier spectral components, and (c) all are in the frequency range
~10-2 to 10-3 hertz.



9. A third important characteristic of a “conditioned” space is that it’s
sensitive to the presence of an active IIED at separation distances of
at least ~150 feet. Oscillations generated in the locale of the IIED
spontaneously appear (at high correlation coefficient) in a
“conditioned” space but not in an unconditioned space.

10. If the degree of “conditioning” in a space is low and the IIED is
removed from the space, the “conditioning” decays slowly with a
time constant of ~1 month. If the degree of “conditioning” in a space
is sufficiently high, the IIED can be completely removed from the
space and stored properly and the level of “conditioning” in the
room doesn’t appear to change (at least for 1–2 years).

11. The cause of the air temperature oscillations in a “conditioned”
space near an apparent source was shown not to depend upon
movements of the air molecules in the space, but rather thought to
depend on changes at the vacuum level of physical reality.

12. Removal of the apparent air temperature oscillation source revealed
that this vacuum level “phantom” source had a very slow relaxation
time (~1–2 months) back to zero amplitude.

13. While in the phantom temperature oscillation source mode of reality,
abrupt changes in the orientation of a large natural quartz crystal
placed in the initial source region showed abrupt changes in overall
oscillation wave shape, amplitude, and frequency. Thus, a quartz
crystal appears to be a type of “tuner” for this vacuum-source
behavior.

14. In a “conditioned” space, spontaneous and abrupt shifts in computer
monitoring behavior of a random number generator (RNG) occurred
from time to time for no apparent reason.

15. Experimenter effect, specific materials effects, and specific device
effects appeared, in the short term, to alter the “tuning” of the
oscillations in a conditioned space.



This particular body of work showed that human consciousness, in the
form of a specific and detailed intention, could be imprinted into a very
simple electronic device from a deep meditative state and then this
processed device (now called an IIED, intention imprinted electrical device)
could act as a surrogate for the specific intention and thereafter robustly
influence a specifically designed target experiment in full accord with the
intention imprinted therein. Figure 1 illustrates the general behavior for four
distinctly different target experiments.

Figure 1: QM (some generalized physical measurement) vs. IIED processing time (length of time a
space experiences a process leading to enhanced coupling)

Surprisingly, it was found that placing this IIED ~100 meters from a
physically identical but unimprinted device, with both in the electrically
switched-off state, didn’t inhibit transfer of the specific intention imprint
from the IIED to the unimprinted device within less than a week. This
implies that a new information channel, other than conventional
Maxwellian electromagnetism (EM), is present in nature for such an
information change to occur. This new information carrier appears to be one
that’s modulatable by human intent. The basic process of electrically
turning on an IIED in a given laboratory space causes this space to be
“IIED-conditioned” in such a way as to allow the instrumentation present in
that space to access another level of physical reality after an ~3 month



period of such space conditioning. The particular material property targeted
by the specific intention imbedded in the device varies over time according
to Figure 1 and the following equation:

In Equation 2, QMis the total instrumentally measured value of the
property, QP1is the normal value, QM0, in Figure 1, QP2 is the expectation
value for this second level of physical reality while ∝eff is the coupling
coefficient between these two unique levels of physical reality. Relative to
Figure 1, ∝ eff QP2 is (QM1 – QM0), the intention magnitude of property
change imprinted into the particular IIED. A fully IIED-conditioned
laboratory has been observed to exhibit several characteristic signatures:

1. QP2(t) is responsive to the polarity of a DC magnetic field placed
close to the pH-measuring instruments; i.e., QP2 (north-pole up) –
QP2 (south pole up) ≠ 0 as it should for our normal reality (QP1)
because there only magnetic dipoles are present. To yield such an
experimental result, magnetic monopoles must also be present and
instrumentally accessible.

2. Temporal material property oscillations of very large magnitude
appear for pH(t), σ(t), TW(t), and TA(t), (where σ = electrical
conductivity, TW is water temperature and TA is air temperature) are
(a) global throughout the room, (b) all exhibit the same Fourier
spectral components, and (c) all components are in the frequency
range ~10–2 to 10–3 hertz.

3. The TA(t) oscillations (magnitude ~3°C) were shown, via a forced
convection experiment, not to be due to any natural convection
process in the room’s air and remained for weeks to months after the
supposed source of the oscillations had been removed from the
experimental space.



4. For these phantom TA(t) oscillations, it was observed that when a
large natural quartz crystal was placed with its c-axis pointing upwards
in the initial “source” location, it just increased the TA(t) amplitude
slightly and sharpened the spatial TA(t) profile somewhat. However,
when the crystal was rotated 90° so that its c-axis was in the horizontal
plane and aligned with the row of thermistors, there was an immediate
inversion of the wave shape with reduction of the wave amplitude by a
factor of ~2–3 and an increase of the wave frequency by a factor of
~3–5.

From these four main experimental observations, it was deduced that
such phenomena weren’t associated with the electric atom/molecule level of
physical reality, but rather the coarse physical vacuum level of reality; i.e.,
from within the space unoccupied by the nucleons making up the atoms and
molecules. Further, it was deduced that magnetic monopoles were
intimately involved with the material nature of this coarse physical vacuum
level of reality.

Reference 9 was our third major psychoenergetics contribution, and its
contents cover the period ~2001 through 2004. Table 3 provides a summary
of the key experimental findings collected in reference 9. This work largely
focused on replication by others of the ΔpH = +1 units experiments at
several laboratories in the U.S. and Europe. Initially, three laboratories
(Payson, Missouri, and Kansas) with such IIEDs were utilized; and each
had a control site, containing identical pH-measurement equipment plus a
UED (no IIED), located within ~2 to 20 miles of the IIED site. This
experimental replication of the original Minnesota results3 was successfully
achieved. At these three sites ΔpH(t) grew exponentially with time to levels
significantly above the normal theoretical value. However, at their control
sites, the same type of behavior occurred, indicating that a macroscopic,
room temperature information entanglement process occurred between the
IIED sites and their UED sites.

Next, the Baltimore and Bethesda sites were initially used as control sites
for the three IIED sites; and within ~2 months, the same large increase in
ΔpH with exponential time-dependence for pH(t) occurred at these sites.
Finally, the U.K. and Milan site (three months later) were initially used as



control sites for the system; and within three weeks for the U.K. site and
one week for the Milan site, pH(t) was exponentially increasing with time
and ΔpH reached ~1 pH units. Now the information entanglement process
between sites had been proven to reach ~6,000 miles.

TABLE 3: SUMMARY OF KEY EXPREMENTAL FINDINGS
FROM SOME SCIENCE ADVENTURES WITH REAL MAGIC

1.The original Minnesota water pH results have been substantially
replicated by others.

2. At all remote IIED sites, the digitally recorded pH for purified water
in equilibrium with air increased exponentially with time, with the
ΔpH increasing cycle by cycle of water change until it reached ~1.0
pH units.

3. At all control sites (non-IIED sites), the same type of pH-behavior
was observed via an information entanglement process except that
(1) for below-ground sites, ΔpH achieved ~1.7 pH units and (2) for
well-above-ground sites, ΔpH achieved only ~0.8 pH units.

4. This information entanglement process between IIED and non-IIED
control sites of the overall experimental system occurred over
distances from ~2 miles to ~6,000 miles. The carrier wave for this
information transfer couldn’t have been electromagnetic.

5. A litmus paper pH-detector only responded to the purely chemical
level of the H+ content present in the water, while digital pH-
detectors responded to both this level plus an information level
associated with the H+ content.

6. All sites, both IIED and non-IIED, exhibited substantial values of
ΔΨ'H+ = Ψ'H – ηH+ after a short time, indicating a raised
thermodynamic-free energy per unit volume for all sites.

7. The time required to reach ΔpH ~1.0 pH units appears to be less for
below-ground control sites than for aboveground control sites and



also appears to be relatively independent of distance.

8. Strong experimenter and equipment potentization effects were noted.

9. The optimum reimprinting time for an IIED presently appears to be
~3 months.

10. Mu-metal screening does not shield water from this new information
entanglement field.

11. For humans, and perhaps all vertebrates, bioelectromagnetism is
quite different from Maxwellian electromagnetism, because the
human acupuncture meridian system is observed to be at an EM
gauge symmetry level where magnetic monopole charge is
experimentally accessible.

12. A laboratory space and equipment raised to an EM gauge symmetry
state wherein magnetic monopole currents are experimentally
accessible is found to be a very sensitive detector of subtle energy
emissions by humans (subtle energies are defined as all those beyond
the energy aspects of the accepted four fundamental forces).

13. Large bursts of subtle energy emissions during healing steps in
humans located in a “conditioned” laboratory act analogously to
earthquakes with reverberating aftershocks that last for a long time.
Thus, the detailed character of the laboratory’s energy signature is
significantly altered for a long time (greater than three months).

For those remote sites at ground level, the experimental data yielded
ΔpH∞ = +1 pH unit; for those remote sites located three stories above
ground level, only ΔpH = +0.8 pH units occurred; and for those remote sites
below ground level (in a basement), ΔpH = +1.7 pH units occurred.
Whatever this new type of energy is, it prefers to travel through the ground
rather than through the air, in opposition to EM energy, which prefers to
travel through the air.



During this replication experiment, we discovered both a theoretical and
an experimental procedure for measuring QP2(t) in Equation 2 for the
hydrated proton and labeled it the magnetic monopole contribution to the
magnetoelectrochemical potential energy for the hydrated proton ΔΨ'H+.4

Continuous values for this magnetic monopole contribution were
determined for all sites, IIED and control, in the overall experimental
system with initial magnitudes in the ~±5 me V to ±40 me V range. By
mid-2005, some of these values had grown to the ~80 me V range.

Finally, to close out this section, simple physical chemistry instruments
located in an IIED-conditioned laboratory appear to be very sensitive
detectors of biofield emissions from humans; and via kinesiological testing,
various muscle groups were all shown to exhibit DC magnetic field polarity
effects. This indicates that in all humans, and probably in all vertebrates, the
acupuncture meridian/chakra system is at a significantly higher EM gauge
symmetry level than the rest of the body. This means that human
bioelectromagnetism is different from Maxwellian EM. This also means
that the human mind can modulate this higher EM gauge state carrier wave,
which is probably what is presently called Qi (Chi), and this in turn can
thermodynamically drive all varieties of processes at the electric
atom/molecule level of the physical body.

THEORETICAL MODELING
The current formal description of quantum mechanics (QM) is

completely inadequate to account for any psychoenergetic phenomenon.9
However, if one assumes the simultaneous existence of particle and wave
properties for physical matter, all QM phenomena can be quantitatively
calculated and yield good agreement with experiment. Simultaneous QM
and relativistic behavior calculations for the de Broglie particle/pilot wave
concept yield the following10:

Here, vP= the particle velocity, vW is the velocity of the wave
components making up the total pilot wave, and c is the velocity of



electromagnetic (EM) light. Since relativity theory requires that vP< c,
always, Equation 3 requires that vW> c always. In order to avoid
complications with relativity theory, these superluminal velocity wave
components were dubbed “information waves” because it was thought that
such waves could not transport energy. However, Equation 1b and the
surrounding discussion indicate that this isn’t correct. Adding item 7 of
Table 2, we’ve labeled these waves as “magnetic information waves,”
which leads to the conundrum of how slower-than-light electric particles
can interact with faster-than-light magnetic information waves to create the
particle/pilot wave entity, a major cornerstone of QM. My resolution to this
conundrum has been to postulate the existence of a substance called
deltrons, from a domain beyond spacetime, that can travel both more slowly
and more quickly than c. The slower-than-c portion of the deltron spectrum
can interact with the electric particles while the faster-than-c portion of the
deltron spectrum can interact with the magnetic information waves. This
situation is illustrated in Figure 2, where one sees that meaningful
interaction can occur across the light barrier via deltron-deltron interactions.

Figure 2: Illustration of deltron sheaths around both v < c and v > c moieties. Deltron-deltron
interaction produces the coupling between such moieties.



Thus, the simplest component in physical reality is the electric
particle/deltron/magnetic information wave complex. This is proposed to be
the basic building block for all physical substances. The proposed new RF
for meaningfully viewing such substances is (1) a duplex RF consisting of
two reciprocal four-dimensional subspaces (one of which is spacetime) that
is (2) embedded in the three higher dimensional domains of emotion (9D),
mind (10D), and spirit (11D and above). Two illustrative representations of
this new multidimensional RF are presented in Figures 3 and 4. The
deltrons of the revisited de Broglie particle/pilot wave concept are proposed
to be a natural moiety of the emotion domain, and they also constitute the
coupler substance between the two levels P1and P2 of physical reality.

Figure 3: A structural representation of our RF with the duplex space in the center. Counting the
duplex space as a unique member of the general 8-space, our RF is eleven-dimensional.



Figure 4: An energy-level diagram embracing both classical physical substances and “unseen”
vacuum substances.

Using this proposed multidimensional RF, Figure 5 is the proposed
mechanism for explaining how an IIED both (1) conditions a space so that
∞eff' in Equation 1, is of a significant magnitude and (2) tunes the space so
that a specific material property of Level P2 changes in magnitude to
conform to the specific intention.

Figure 5: An intention imprint from the domain of spirit imprints a pattern on the domain of mind
which, in turn, via a diffraction process, is thought to both activate deltrons and imprint a conjugate



pattern on reciprocal space. The deltron enhancement couples this intent pattern to drive the
atom/molecule processes in this level of physical reality.2

Here, the specific intention is generated at the level of spirit and is
imprinted as a specific pattern on the domain of mind which, in turn, via a
diffraction process, is proposed to both activate deltrons and imprint a
conjugate pattern on reciprocal space. The deltron activation couples this
intent pattern to drive the electric atom/molecule processes at the P1 level
of physical reality. This has been a very, very brief overview of our recent
psychoenergetic science perspective; an order of magnitude of additional
material on this subject can be found by perusing references 7 through 9.

PART II: SOME CONVENTIONAL SCIENCE, WITH REGARD TO
CRYSTALLIZATION FROM AQUEOUS SOLUTIONS

To illustrate what fields of science and what general knowledge must be
brought to bear for a reliable analysis of a crystal growth problem, a brief
overview will be given here to indicate what controls a crystal’s shape
during unconstrained crystallization of water. For a more expanded view,
the reader should explore references 11 to 13. For this “overview,” we will
be satisfied with a phenomenological description of the most important
simultaneous processes involved in terms of “lumped” material parameters.
Table 4 indicates the different areas of study necessary to be considered
with the minimum number of involved materials parameters, macroscopic
variables, and system constraints.

TABLE 4: CRYSTALLIZATION VARIABLES AND PARAMETERS



ΔH is the latent heat of fusion, T0 is the melting temperature of solvent, k0 is the solute distribution
coefficient, mL is the liquidus slope, N0 is a parameter related to area of nucleation catalyst surface,
ΔTC is a parameter related to potency of nucleation catalyst, ki is the interface partition coefficient,

D is the solute diffusivity, v is the kinematic viscosity, γ is the solid-to-liquid interfacial energy, ΔS is
the entropy of fusion, γi

f is the fault energy, Ni
f is the number of faults of type I, μ is a parameter

related to interface attachment kinetics, K is the thermal conductivity, and α is the heat diffusivity.

The conventional macroscopic variables that one either sets or controls
are (1) the water chemical composition, C∞, (2) the water cooling rate,  ,
and (3) the shape of the container holding the fluid. Let us proceed with the
process description by stages.

1. As the liquid is being cooled, we need to know the magnitude of the
thermodynamic driving force for solid formation ΔG at any bath
temperature T. This can be expressed as



where f1 refers to the appropriate mathematical functional relationship
between the latent heat of fusion, ΔH, and the liquidus temperature
TL(C∞). Thus we see that phase equilibria data is one prerequisite.
The material parameters needed for this area of study are listed and
defined in Table 4.

2. As the bath undercooling, ΔT, increases with time, t, we need to know
the undercooling at which particles of solid begin to form and also
their density. Thus we must evaluate the nucleation frequency I, which
can be most simply expressed as

where f2 represents the appropriate functional relationship, N0 is the
number of atoms in contact with the foreign substrates that catalyzes
the nucleation event, and ΔTC is a parameter that defines the potency
of the catalyst (the undercooling at which solid formation is initiated).

3. When the crystal illustrated in Figure 6 begins to grow at some
velocity V, solute partitioning will occur at the interface since the
equilibrium concentration of solute in the solid CS is different from
the concentration in the liquid at the interface.

Left: Illustration of a crystal growing from a super-cooled liquid. Right: The important temperatures
in a growth process. The magnitudes of the temperature differences indicate the degree of solute

diffusion, capillarity, kinetic, or heat transport control.



Thus the concentration of solute in the liquid at the interface Ci must
be determined and can be represented by a functional relationship of
the form

where ki refers to an interface solute partition coefficient that is
generally different from k0 the phase diagram value, D is the solute
diffusion coefficient, δC refers to the solute boundary layer thickness
at the crystal surface, and S* refers to the shape of the crystal.

4. In order to evaluate δC in Equation 4c, it is necessary to consider the
hydrodynamics of the fluid. The fluid will generally exist in some
state of motion, whether the driving force is applied by external means
or arises naturally due to density variations in the fluid. We can
consider the fluid far from the crystal-liquid interface to be moving
with some relative stream velocity u∞ due to the average fluid body
forces. The fluid motion will aid in the matter transport of solute away
from the crystal into the bulk liquid and cause a lowering of Ci . We
find that δC can be expressed as

where v is the kinematic viscosity of the fluid.

5. The portion of the total undercooling consumed in driving the solute
transport ΔTS is given by:

Because the growing crystal is small in size, has curved surfaces, and
often contains nonequilibrium defects, the solid contains a higher free
energy than the solid considered in generating a phase diagram that we
use as our standard state in the overall treatment. Thus the equilibrium



melting temperature for such a solid is lowered by an amount ΔTE
compared to that for the equilibrium solid. We find that the portion of
the total undercooling consumed in the production of nonequilibrium
solid ΔTE can be expressed as

where TE(Ci) is the equilibrium interface temperature for interface
liquid concentration Ci, γ is the solid-liquid interfacial energy, ΔS is

the entropy of fusion, γif is the fault energy for defects of type i, and

Nif is the number of type i. (See Figure 7.)



Figure 7: Solute and temperature distributions plus key temperatures for (a) unconstrained
crystallization and (b) constrained crystallization.

6. Next, because the crystal is growing, a departure from the equilibrium
temperature ΔTK must exist at the interface in order to produce a net
thermodynamic driving force for molecular attachment to the growing
solid. At sufficiently large departures from equilibrium, the molecules
can attach at any interface site and lower the free energy of the system.
However, at small departures from equilibrium, molecular attachment
at random interface sites generally leads to an increase in the free



energy of the system; and thus, such interface attachment will not
occur as a spontaneous process. Rather, in such an instance molecules
become a part of the solid only by attachment at layer edge sites on the
interface, and one must consider the various mechanisms of layer
generation on the crystal surface. The portion of the total undercooling
consumed in driving this interface process ΔTK can be expressed as

where Ti is the actual interface temperature and where µ1 and µ2 are
lumped parameters needed to specify the interface attachment kinetics
for the various attachment mechanisms.

7. Finally, since the crystal is growing, it must be evolving latent heat
and the interface temperature Ti must be sufficiently far above the
bath temperature T∞ to provide the potential for heat dissipation to the
bath. That portion of the total undercooling consumed in driving the
heat dissipation, ΔTH' can be expressed as

where K refers to the thermal conductivity and α refers to the thermal
diffusivity. The foregoing has been a description of the subdivision of
the total bath undercooling, ΔT, into its four component parts, i.e.,

Equation 4i is called the “coupling equation” and illustrates the fact
that these four basic elements of physics enter every crystal growth
situation and are intimately coupled through this constraint. However,
for different materials, certain components of Equation 4i tend to
dominate the phase transformation. In the growth of metal crystals
from a relatively pure melt, ΔTH ~ ΔT so that this case is largely
controlled by heat flow. During the growth of an oxide crystal from a
melt of steel, e.g., ΔTS ~ ΔT, so that the growth is largely diffusion-



controlled. During the growth of a polymer crystal from a well-
fractionated polymeric melt, ΔTK ~ ΔT and the growth is largely
controlled by the kinetics of interface attachment. Finally, during the
growth of a lamellar eutectic crystal, ΔTE ~ ΔT/2 and the growth is to
a large degree controlled by the excess free energy of the solid (due to
the formation of α/β phase boundaries).

By considering Figure 8, which is a plot of crystal growth velocity as a
function of time, we find that at small times ΔTE in Equation 4i dominates
the crystal’s growth and thus plays an overriding role in its initial
morphology.

Figure 8: Schematic of particle growth velocity V versus time t, illustrating the regions where
various mechanisms are dominant.

At large times ΔTS and ΔTH in Equation 4i dominate the crystal’s
growth and lead to very different morphologies. At intermediate times
all four factors play significant roles in the shape adopted by the
crystal.

There is little doubt that crystal morphology plays a significant role in the
resultant crystal perfection, and that this morphology is largely determined
by the subtle interplay of the factors already discussed. However, the
prediction of crystal shape with time is a problem that only recently can be
solved in any general way. This arises because the problem thus far stated
is, in general, not completely specified. Knowing V and S*, Ci and Ti can



be completely determined in terms of C∞ and T∞' respectively; and ΔTS'
ΔTE' ΔTK' and ΔTH are completely determined in the general
mathematical sense. However, we don’t know either V or S*. If S*(t) is
specified, Equation 4i can be used to determine V(t). We are in need of an
additional condition to completely specify the problem and thus provide
simultaneous prediction of both V(S) and S*(t).

We shall find that our extra condition is generated by considering the
response of the growing crystal to shape perturbations. It can be easily
shown that the various elements of the interface will always be subjected to
fluctuations in ΔT and in its component ΔTi’s. Thus, given sufficient time
we should always expect that shape distortions will have a finite probability
of forming on the crystal surface and that the crystal will evolve to that
shape which is most stable in the environment that allows such
perturbations. With the addition of our perturbation response equation in the
general form

the most stable crystal shape, S*, and the corresponding growth velocity at
various points on the crystal surface, V*, may be evaluated from equations
4i and 4j. From the experimental side of the picture, unconstrained
crystallization of water containing various solutes has been well studied via
the conventional variables since the late 1950s with cinemaphotography
used to see the ice- crystal morphological changes depending on the
variable changes invoked. In particular, the entire range of crystal
morphologies shown in reference 6 has been observed for constant ΔT and
.T by adjusting both the concentration and type of added solute and ΔTC'
the undercooling at which the ice-crystal nucleation is initiated. Thus, one
can conclude that, in reference 6, one is dealing with the normal
crystallization process perturbed perhaps somewhat by the human
consciousness invoked.

In the first section of this chapter, our IIED-experiments clearly
confirmed robust effects of human intention on various processes of
physical reality. Some of this psychoenergetic effect has been shown to be
directly correlated with the raising of the thermodynamic free-energy state



of the system when the two unique levels of physical reality, P1 and P2'
become significantly coupled together. In addition, a quantitative measure
of this change has been demonstrated using an H+ ion probe.14 If such a
coupled system was generated in the Emoto experiments, then this would
alter the thermodynamic driving force, ΔG, up or down for the water-
crystallization process; and one could expect significant changes thereby.
However, before jumping to such a conclusion, there is an experimental
difficulty that first must be resolved.

In the Emoto experimental protocol,6 one starts with a cold chamber at
0°C – ΔT∞ where ΔT∞ is presumed to be sufficiently large that most if not
all of his water samples are well below their liquidus temperature and thus
should eventually freeze. However, one can’t be completely sure of this
because he doesn’t specify C∞ and the solute type/types. Nevertheless, let
us presume that ΔT∞ is sufficiently large that ΔT∞ is greater than {0°C –
ΔT∞ (C∞) – ΔTc} so his samples will all freeze. Let us suppose that he
uses a tray with 25 water-sample holders at room temperature well above
0°C and places them into his cold chamber. The water samples will begin to
lose heat to the chamber so they cool at a rate , which slows down with
time. At a melt undercooling of ΔTC' they begin to nucleate ice crystals,
probably on the top surface of the water (because the heat transfer rate is
greatest there). These small crystals will float, because water expands upon
freezing; and the value of N0 becomes important here in determining the
ultimate crystal size and perfection. To determine if there is a significant
correlation between ice-crystal morphology and a written intention message
pasted on the tray, one would need to see more than 20 of the 25 cups
providing the same crystal morphology, and in a repeatable way. If this
level of replicability or better isn’t achieved, one shouldn’t take the result to
be a very significant one. As a more refined experiment, one should start
with purified water and add a specific solute to a concentration, C∞' and let
this be the sample water for the written messages. In addition, between
uses, the sample tray should be heated to a temperature well above room
temperature and vacuum dried so that all previous ice fragments are
removed from microscopic crevasses in the tray.



CONCLUSIONS

1. Information is the connecting bridge between energy and all forms of
consciousness.

2. Experiments associated with IIED conditioning of laboratory spaces
have led to the discovery of a second unique level of physical reality
beyond our normal electric atom/molecule level of physical reality.

3. Experiments carried out in an IIED-conditioned space allow digital
measuring instruments to gain accessibility to this new magnetic
vacuum information wave domain, so that any material property
measurement magnitude is now given by Equation 2 of the text.

4. If ∞eff in Equation 2 is negligible, then these two domains of physical
reality are uncoupled so the property magnitude is unchanged from
that given by standard experimentation in an “unconditioned” space. If
∞eff is of significant magnitude (~0.1< ∞eff <1), then applied human
consciousness can modulate a physical property magnitude either
upwards or downwards relative to that observed for an
“unconditioned” space.

5. The human acupuncture meridian/chakra system is experimentally
found to be at the same EM symmetry state as an IIED-conditioned
space, so focused human intent can either temporarily or continuously
increase the magnitude of ∞eff into the significant range.

6. Standard science of crystallization theory for our normal electric
atom/molecule level of physical reality shows that all ice-crystal
morphologies displayed in the Emoto research have been reproduced
earlier by others.

7. For similar research carried out in an IIED-conditioned space, a new,
additional, contribution labeled “the magnetoelectrochemical potential
contribution” needs to be added to the thermodynamic free-energy
driving force, ΔG, for the water-to-ice phase transition, which will, in



turn, alter the form of the dominant ice-crystal morphology observed
during this phase transition.

8. This author has not yet seen in the Emoto research clear proof of a
strong correlation between a written intention statement and specific
ice-crystal morphology result.
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CHAPTER 2

THE STRUCTURE OF LIQUID WATER:
ITS RELEVANCE TO HOMEOPATHY,

ULTRADILUTE SOLS (OR COLLOIDS),
AND IMPRINTED WATERS

by Rustum Roy

ABSTRACT

Water is the single most important material for the existence and support
of human life and health. It has been almost totally neglected by post–
World War II biochemical medicine, in spite of the latter’s incredibly
generous research budgets. The signal failure of such research—as
demonstrated daily in its outcome statistics and the U.S. healthcare system’s
unenviable track record as the leading vector of death among all illnesses—
is in no small measure due to the peculiar shortsighted focus on organic
biochemistry, which has no place in the study of the role of water in human
health.

This unique relationship—water and health—has been emphasized in
many concrete and symbolic ways in virtually every ancient tradition. The
scientific study of water has been carried out so far by the chemistry
community, with an approach emphasizing the molecular level of structure.
According to a recent major review, physicists and materials scientists find
water to exist in a nearly infinite set of structures, which are uniquely labile,
changeable among themselves.

The core argument of this paper is that the materials-science literature
establishes that common highly covalent liquids, including water, exist in
many, many very different structures, even thermodynamically stable ones.



The paper establishes the plausibility of causing structural changes in water
—imprinting it, so to speak—by many common vectors, which include not
only temperature and pressure, but also epitaxy, succussing, electric and
magnetic fields, and the like, and possibly human intention. Among these
are three specific vectors used in the preparation of homeopathic remedies:

1. Epitaxy, a phenomenon very little known even by scientists but used
daily worldwide in materials technologies, which involves the
transference of structural information (not any composition
whatsoever) from one solid (or liquid) to a liquid

2. Succussing, which can generate substantial pressures that are known
to change the structure of similar liquids

3. The creation of nanobubbles, which would be distributed as in a
colloid (like milk) and definitely change the structure

This argument demolishes the 150-year-old argument used against
homeopathy—that since the compositional dilution is beyond the Avogadro
limit and has excluded any of the original molecules of the additives, there
can be no difference between the succussed remedy and the original water.
Water can be changed in structure without any change in composition.

INTRODUCTION

The entire field of water-structure research by scientists—so far,
conducted essentially only by chemists—has focused largely on its
composition and, within that, the composition and structure of “molecules”
or small oligomers, and often not even on liquid water at all. There has been
almost no state-of-the-art research on the 3-D structure or arrangement of
the units in space. This has resulted in a neglect of the most directly
connected science of (inorganic) materials and physics. In addition, of
course, insofar as the structure of water relates to human health, it has also
led to the total exclusion of the human mind and spirit (an absolute part of
the reality of a whole person).



A new and comprehensive view of the structure of water from the
materials-science perspective was published only in December 2005 by
Roy, Bell, Tiller, and Hoover (RBTH). This paper is the major source of
data for this essay and contains dozens of useful references to which the
reader is referred. This essay attempts to point out the links, in less
technical terms than that paper, to various procedures or interventions
involving water in whole-person healing. It does not provide any research
or data to validate any particular approach or healing procedure related to
water.

HOW THIS REDUCTIONIST SCIENCE FITS INTO THE WHOLIST
PERSPECTIVE OF THIS BOOK

This book is concerned with a vast range of observations on healing by
various procedures, agencies, practices, and so on— especially those
involving water. Regrettably, in an era dominated by fundamentalism
(defined very accurately simply as the conviction that only my way leads to
truth), some in the scientific community have taken on the coloration of the
religious fundamentalists whom they vigorously oppose. But science is the
very antithesis of a guarantee of the permanent truth of our current views.
Its accurate motto is, of course, that taken from the Protestant Reformation:
semper reformanda (“always changing”). As scientists, we know that our
truth may always be improved upon or incorporated into a larger truth with
some new discovery. Indeed, every topfl ight scientist hopes to achieve
exactly that: to replace or improve a major paradigm by their new insights.

Let me start by citing my own experience to show how pervasive within
communities of science—much closer to the heartland of real science than
statistical medicine—this proto-fundamentalism is. In the late 1940s, my
department head in geosciences at Penn State warned me not to be misled
by the American geological establishment. This entire body, he warned me,
had rejected Alfred Wegener’s nearly 20-year-old proposal of continental
drift. With all the fervor of Southern preachers, the gurus of American
geoscience derided Wegener’s view as absurd. Yet, slowly but surely, over a
decade or two, their views were totally washed away by the tidal wave of



more and more facts. Without any fanfare or public mea culpa, one
“certainly correct” theory was abandoned and another one installed!
Scientific “truth” changes, and true scientists worldwide celebrate its ability
to do so.

Here’s another example: Within the next decade, the controversy was all
about the volcanoes on the moon. When my graduate student Frank
Dachille wrote a rather simple, rambling book, Target Earth, proposing that
the moon was actually pockmarked not by volcanoes but by craters caused
by meteor impact, I was advised by leaders of the nation’s major geological
professional society to dismiss him from the university! Such a believer in
the absurd, they advised me, should not be allowed to get a degree, even
though his research with me was totally unrelated to the moon. Ten years
later, meteorite impacts on both moon and Earth were a very hot research
topic of—yes, the very same orthodox scientists. Sic transit!

One community within science, inorganic chemistry, has monopolized
the study of the “structure” of water. The biomolecular medical
establishment has paid no attention to it. Hence essentially zero scientific
work has been done on healing and water by the conventional medical
establishment. On the other hand, those intimately involved with human
beings in healing—such as Florence Nightingale with her insistence on
cleanliness and washing, and Hahnemann and his nearly pure water
remedies—have had profound effects on large populations, even on the
medical establishment in the case of Nightingale! Today, it’s finally
possible to revive more objectively the question of the efficacy of various
water-based healing vectors suggested by traditional practices.

In my 60 years of work at the cutting edge of materials science, I’ve
always worked with one common approach: Find the most interesting
observations, “wild facts,” as William James called them, or “useful truths,”
in the words of Ben Franklin (see the Bibliography), which are
unexplainable by current theories and hence spurned by almost all
scientists. Go after those areas. I did, and I ran across several key data that
had this in common: They were all involved with water.

I’ll start here with the most provable data, testable by normal medical
procedures: the extraordinary antibacterial (and antiviral) effects obtained
with ultradilute metallic sols (or colloids), especially of silver. A sol is
merely a permanent suspension, just like, say, milk, of very fine particles of



a different solid or liquid. For anyone advocating the possibility of
producing profound health effects with (essentially) pure water, the easy
demonstration of such effects is the use of such a silver sol or colloid (easily
found in any health-food store) made up of roughly 1 ppm (or one part per
million atomic concentration) of metallic particles in the 10 nm range. This
is the best proof or “existence theorem” for attention-focusing by the less
informed. In any assemblage of petri dishes containing the usual range of
test bacteria, the antibacterial effects of these ultradilute sols can be
demonstrated in minutes and compare favorably with the best antibiotics.
How can essentially pure water do this?

The range of these effects has been and is being demonstrated worldwide,
most relevantly these days in the battlefields of Iraq and Afghanistan. This
remarkable fact is never reported in the mass media. Most startling to this
author is the connection of this water and silver and electric current to some
of the most significant medical issues today: the regeneration of human
limbs (fingertips), as demonstrated by Becker and Flick many years ago.

If a sol of silver at a 1 ppm concentration can do this, can the structure of
different spa waters, and hence their health effects, be different because of
the influence of the structurally different suspended particulate colloidal
mineral matter? Can radiation— whether electric fields from megavolt
overhead wires or microwave magnetic fields—change and even leave an
imprint on water? Detailed scientific papers from Japan present data on just
such possibilities. In contrast with the multitrillion–dollar sales power of the
pharmaceutical industry and a $30 billion annual research budget for
National Intstitutes of Health (NIH) alone, however, the research in this
area receives essentially zero funding.

It will be seen in the RBTH paper that there is no doubt whatsoever that
water near our ambient conditions has several different structures. By far
the biggest of the scientific issues remaining concerns the kinetics of change
of one such structure or large cluster to another.

THE ABSOLUTE IMPORTANT OF “STRUCTURE”



This book is about the relation of water to human healing. Water is the
largest component of the human body. But what is it about this liquid that
can make it a healing vector?

First, of course, water, being the amazing solvent that it is (because of its
extraordinarily high dielectric constant), does take into solution a great deal
of the other materials that come into contact with it. This fact has tended to
emphasize the composition—the “purity,” if you will—of the water as its
most important descriptor. That’s the problem. Composition, especially
slight changes of it, is rarely important in altering the properties of a liquid
or solid. One reason is that all such variations are incremental, continuous,
and slight. But changes in structure can be dramatic. One example will do
to make my point: The element carbon exists in many solid forms,
including graphite and diamond, meaning that the nearly softest and the
hardest (so far) materials on the planet have an identical composition. Here
we have exactly the same composition of matter, easily transformed from
one structure—in milliseconds—to the other, with this incredible difference
in properties. So if you’re interested in water, you’ll have to pay attention to
its structure.

The paper and this essay start by distinguishing the way materials
scientists and chemists define the term structure. Essentially, all previous
literature on water structure has been dominated by chemists, who equate
the term with the identification of the molecular species present in the
vapor, in the liquid, at its surface, or in some specific environment. Literally
dozens of such molecular species have been identified, calculated, or
inferred. For hundreds of precise illustrations of proposed structures of the
H2O molecule and the assumed dimers, trimers tetramers, and on and on,
the gold standard of references is the Website maintained by Professor
Martin Chaplin in London (see Bibliography).

Since nearly 100 percent of the literature deals with the size and shape of
the building blocks of the condensed matter (liquid), what’s studied very
little is the materials scientist’s approach to the structure of condensed
matter—the arrangement of these building blocks in 3-D space. The two
views can be sharply distinguished by using this analogy: Consider the
radical differences between the structure of the building blocks and the
building itself. One doesn’t describe the structure of Notre Dame or the Taj



Mahal by saying that they consist of limestone, sandstone, or marble blocks
and giving details of the size and shape of these blocks. We know that the
structure of these buildings is of the whole, not of the parts. Or consider the
pieces or blocks in a Lego set (= molecules) (the chemists’ approach) and
the “structure” of the house or car or plane (= clusters) that a child builds
with the same blocks.

This materials-science approach to the structure of a liquid— any liquid
of course—is extremely difficult here, simply because water is a liquid.
That means that the units or building blocks do not repeat in any periodic
manner in their 3-D arrangement. This periodic-arrangement state is the
property of virtually all of Earth’s inorganic matter—99.99 percent of it!
The units are crystalline. The aperiodic state—the noncrystalline state, also
called, imprecisely, the “glassy state”—which is the common structure of
all liquids, poses a nearly insuperable barrier to the main scientific tools for
determining structure—all the diffraction methods, x-ray, electrons,
neutrons—and water’s low viscosity doesn’t help. Of course there are other
techniques—spectroscopies of all kinds—but they are poor substitutes for
diffraction. Also, there are enormous resources available by analogy from
the extensive 100-year research on the structure of glasses and other
liquidlike phases, especially those of SiO2, with its close similarity to H2O.
The nearly ubiquitous structural heterogeneity in similar covalently bonded
liquids, even of elements (such as S, Se, Te, and the like), is also a major
hint of the possibilities for a variety of structures in water, however long
they last.

Very useful lessons can be learned about the structure of water from the
enormous literature on SiO2 and silicate minerals and glasses. These are
slowly being rediscovered. The first major learning is that most common
glasses are highly heterogeneous in structure, consisting of 5–50 nm
clusters with different structures. Another little-known example is the effect
of pressure on liquid structures such as the thoroughly studied SiO2-glass,
which shows the change of properties and structures with pressure in SiO2
and related glasses. (These data are largely from my own laboratories in the
1960s and 1970s and the references are all in the Roy, Bell, Tiller, Hoover
2005 paper.)



In the same vein, by the 1980s the most experienced analysts of the
structure of glasses had concluded that they nearly all exhibited a mixture
of different structures at the few nanometer level. Most glasses—especially
those containing SiO2' with its close similarity to H2O—therefore were
nanoheterogeneous, consisting of islands of different structure. Glassy
water exhibits a whole range of properties very similar to glassy silicates.
There is little reason, therefore, to doubt that liquid water carries at least
some of the vestiges of this fundamental nanoheterogeneity.

THE KEY ARGUMENT LINKING STRUCTURE TO HEALTH VECTORS

What’s presented here simply points out the unchallenged fact that the
criticism—nay, ridicule—heaped on homeopathy and “structured” water by
chemists is, in fact, itself based on an egregious error caused by a simplistic
understanding of the properties of liquids. The critics’ argument is, in sum
total: The only way to change the properties of water is to add some solute.
It is assumed that water can only be changed by controlling the nature and
concentration of the solute. This is, of course, sheer heresy to materials
scientists, and known to be inaccurate by all informed scientists. The central
principle of materials science is that properties are determined largely by
structure (at every level, from nano to macro) and not composition, as
described above and illustrated by the diamond/graphite example. This



phenomenon is true of virtually all solids, though not with such spectacular
differences as diamond and graphite.

EFFECTING STRUCTURAL CHANGE

We have thus disposed of the 200-year-old mistaken argument; it remains
only to establish that even in H2O it’s possible and plausible that such
structural changes can be effected. That’s what the Roy, Bell, Tiller, Hoover
paper attempts. It makes no contribution at all to whether or not
homeopathic or ultradilute sol remedies work in the clinic or not.

Three well-known phenomena in materials research are utilized to
demonstrate the plausibility of structural change in water: (1) epitaxy, (2)
pressure, and (3) nanobubbles.

EPITAXY
A key insight from common experience in materials science that may be

relevant to understanding the structure of water and what can affect it easily
is “epitaxy.” This term doesn’t appear even in most technical dictionaries,
but the phenomenon is very well known, studied, and used in dozens of
everyday technologies in materials science. Yet, besides the plausible
differences in nanostructure, it has never been invoked directly in the
literature on the various healing traditions, including homeopathy, or in the
use of different healing spas, which may have waters with suspended (not in
solution) mineral matter.

Epitaxy is the transmission of structural information from the surface
(hence epi) of one material (usually a solid) to another (usually a liquid).
Subtleties of terminology appear in various papers, but it’s the template of
the structure—that is, the information— that’s definitely transferred. Recent
examples of the subtleties of information that can be so transferred can be
found in the literature cited at the end of this essay. No matter is transferred
in this “imprinting.” Hence, the traditional hackneyed criticism of
homeopathy—the discussions of “concentrations of solutes above or below



Avogadro’s limit”—are totally irrelevant. By providing a specific structure
as a template (usually solid but sometimes liquid), one can induce an entire
body of liquid to precipitate or crystallize in that preselected structure or
morphology. The seeding of clouds is caused by epitaxial growth of
crystalline ice or water on a substrate of AgI, which has the same crystal
structure. Seeding and epitaxial growth of semiconductors are universally
practiced in major modern technology. Information and “memory” are
transmitted from the seed or substrate to the liquid phase, which can
completely control the structure of what’s formed from it. No chemical
transfer whatsoever occurs.

In homeopathy, a specific active agent is added to the liquid (water or
water + ethanol). The relevant question is, in what ways can the active
agent change, affect, or imprint the liquid? Those unfamiliar with materials
science assume that it is only by its presence in solution (as atoms, ions, or
molecules) that an “active agent” can affect a liquid. They’re wrong. Here
again we return to the structure, not the composition, for explanations.
Obviously, the structure of water can be influenced by that of solids with
which it’s in contact.

These, then, are the first well-established learnings from materials
science—structural nanoheterogeneity within liquids and the role of epitaxy
in propagating structural information without involving composition. In
addition to the above, materials scientists deal extensively with other
phenomena which are certainly possible, and probably major, factors in the
structure of water.

SUCCUSSING: GREATING HIGH PRESSURE AND
NANOBUBBLES

Pressure, after temperature, is of course the most important of the
intensive thermodynamic variables in deciding what structure is stable
and/or will form. Pressure is well known to have profound effects on
crystalline H2O. Some 13 different crystalline H2O structures are known in
modest p-t space. In a series of papers in the 1960s, we’ve already shown
that it’s well known that all glasses (frozen liquids) change structure (and



their density and refractive index properties) continuously with pressure.
Such densified structures survive easily in the oxides studied, which are
much more viscous. A reasonable extrapolation will show that under the
“normal” succussing procedures, very respectable pressures (say in the 10
kbar range) will be generated on the very small size water droplets that
must form. Reasoning from analogy with similar (that is, covalent) liquids,
there will, quite reasonably, be many different structures of water formed
both by pressures generated in succussing and possibly others in some
combination with the epitaxy on any additives.

Finally, the succussing process must necessarily also produce a range of
sizes of bubbles in the liquid. The size distribution of the bubbles will
certainly include some nanobubbles—that is, nanosize inclusions of
gaseous O2, N2, CO2, possibly the active ingredient, and so on. Some of
these bubble sizes will no doubt be well below the colloid range, and
therefore a colloidal suspension of water + gaseous (or liquid) inclusions
would be formed. These could be quite stable for very long periods and
would certainly affect the structure of the liquid water.

OTHER VARIABLES RELEVENT TO STRUCTURED WATERS
AND SOLS

In addition to these major important variales, which can affect the
stability and determine the structure of water, there are the other very
common variables: magnetic and electric fields. While such fields
contribute very little to the stability of most materials, they become
profoundly important when these effects can interact with or be “locked
into” a material in, for example, ordered domains or regions that are present
in very common ferroelectric or ferromagnetic materials. Indeed, our own
very recent work has demonstrated the most spectacular changes in, and
even destruction of, the crystal structures of common inorganic phases by
magnetic fields of a few gauss at microwave frequencies (see
Bibliography). These results were totally unexpected and are still
unexplained by the world’s leading theorists.



MATERIALS SCIENCE DATA FROM HOMEOPATHIC LITERATURE

These data and insights from the physical sciences are followed by the
increasing data from several researchers in the homeopathic literature,
adducing evidence on the effects of various materials-science variables,
including weak magnetic fields, which fit very well with our models.

The book by Bellavite and Signorini (see Bibliography) summarizes
much of their own work and that of others who have already approached the
same problem from the stance of homeopathy. Various investigators have
previously proposed a model for the structure of water involving formation
of aggregates of water molecules or water clusters, possibly seeded by—but
not requiring—the continued presence of molecules from the original
source substance (for example, zwitterions or clathrates). Others have
proposed the involvement of a coherent electromagnetic radiation field
within the solvent that contributes order to the molecular motion. Emerging
data on the structure and thermodynamics of water provide a rationale for
revisiting the role of the solvent in storing and transmitting the information
of homeopathy-prepared agents. The reader is referred again to the paper to
avoid overloading on jargon.

SUMMARY OF THE CURRENT VIEW OF THE STRUCTURE
OF WATER

The short description of the structure of water that emerges today is that
H2O liquid is indeed a nanoheterogenous statistical- mechanical
distribution mainly of several molecular species including both oligomers
and polymers and a minority of monomers. The structure is easily affected
by epitaxial effects, pressure during succussing, and also the formation of
colloidal nanobubbles. This distribution is very labile; and all the intensive
and extensive variables, including magnetic and electric fields, can cause
substantial changes in the distribution, and hence the structure, and hence
the properties. In simple terms: Liquid water consists of a changing
aggregate of islands of different size and shape in an arrangement that can
easily be changed.



CONNECTIONS TO HUMAN INTENTION ON HEALING

So, finally, what of the possible effects of human intention on water, such
as those of Dr. Emoto? The huge amount of solid data on the amazing
reality and importance of the expectation effects (EE) (inaccurately labeled
by the mystifying and wholly unnecessary term “placebo”) in all human
healing transactions, including the highest high-tech procedures, certainly
entitles any scientist to hypothesize about the possibility of various modes
of human-intention effects on healing.

Dr. Emoto’s work appears to confirm this possibility in a graphically
attractive way, as does Stephan Schwartz’s work on water in healer’s hands
using I-R spectroscopy. The Qi Gong master Dr. Yan Xin’s classic
demonstration of the change of the structure of water as measured in a
Raman spectrometer from a distance of hundreds of meters to 7,000
kilometers is part of this database. With the amassing of a wide range of
data from different fields, it’s certainly fair to conclude that our
understanding of the healing potential of water is, to use the title of a book
by the really great physician-healer Lewis Thomas, today’s Youngest
Science. We know it has a bright future. What we need now is to pursue it
—carefully, bearing in mind the power of human intention, and with the
goal of fairness.
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CHAPTER 3

WATER: ITS CLINICAL
AND SCIENTIFIC DEPTHS

by Cyril W. Smith

SUMARY

Coming from a background in radar and physics, and while working on
electromagnetic effects in enzymes and living systems, I became involved
in the diagnosis and therapy of patients hypersensitive to their
electromagnetic environment. This led to research on the physics of water,
its memory for frequencies, and the use of dowsing as a scientific
instrument; the results led to a basis for homeopathy and acupuncture.
Frequency was the relevant parameter throughout. Acupuncture meridians
have characteristic frequencies naturally present on them. Where there’s a
connection to the autonomic nervous system (ANS), additional frequencies
characteristic of the ANS appear. The presence of these frequencies in the
whole body field of a person indicates which systems are under stress. A
study of techniques for writing, reading, and erasing frequencies in water
gave results of practical value. Logic-gate operations with frequency were
shown to be possible in spatial arrangements of water and sensitive enough
for nerve impulse trains to control biocomputing. Theoretical work cited
predicts domains of phase coherence as a normal property of water.
Measurements involving these suggest that the Emoto ice-crystal patterns
may start on coherence domains and indicate frequency patterns within.

INTRODUCTION



Since 1973, I’ve been involved in experimental research on the
interactions of electromagnetic fields with biomaterials and living systems.
This included my cooperation with the late Professor Herbert Fröhlich,
FRS, a theoretical physicist at Liverpool University whose centenary was
celebrated recently. One early conclusion from this work was that there
were unusual magnetic field effects in water and in living biological
systems and that these were only explicable in terms of 20th-century
physics, not 19th-century physics. These effects involved highly complex
systems that could become interconnected through sharing frequencies that
had become synchronized in phase (that is, become coherent). This could
happen over distances that might span many molecules; but, as we were
dealing with quantum systems, distance might be an irrelevance.

HYPERSENSITIVE PATIENTS
My involvement in the diagnosis and therapy of patients hypersensitive

to their electromagnetic environment began in 1982 at the request of Dr.
Jean Monro in London. Working with her electrically hypersensitive
patients and those of Dr. W. J. Rea in Dallas, Texas, gave me an insight into
the extremes of sensitivity and speeds of reaction of hypersensitive patients
whose regulatory systems had failed, particularly when they were exposed
to electromagnetic fields and frequencies.

Such patients have a long history of ongoing hypersensitivities to many
chemicals and/or foods and particulates. They may react within seconds to
something in their surroundings to which they happen to be hypersensitive.
This includes their electromagnetic environment; and here, frequency is the
important factor. Any frequency (from circadian rhythms to light) may be
clinically significant.

One important result from this clinical work was finding that the effects
on patients of environmental electromagnetic fields, chemicals, or
homeopathic potencies could be reproduced with frequency-imprinted
water. For example, water in flame-sealed glass ampoules was imprinted
with frequencies through the glass with no possibility of any chemical



contamination. Patients reacted to this even if the water was frozen. This
showed us that the basis of homeopathy must be frequencies in water.

The frequencies that affect these patients are often those that occur
naturally on the acupuncture meridians. These are rather like microwave
links running through the body originating as coherence between adjacent
cells in the embryo. Enough water remains in a specimen of a tissue even
after staining and fixing as a microscope slide for frequency measurements
to be made, and these correlate well with the natural frequencies found on
the acupuncture meridians (and chakras) regarded by Traditional Chinese
Medicine as connecting to these organs. Chemicals (except 100 percent
halogen-saturated ones) have a characteristic frequency signature resulting
from their interaction with traces of hydrogen-bonded water.

THEORETICAL

Preparata and Del Giudice at the University of Milan did a theoretical
investigation of the properties of coherence in condensed matter—which is
anything that’s not a gas. Their model for water is the same as for all other
coherent condensed-matter systems. Namely, there are two parts: one
incoherent, comprising water molecules oscillating at random (as in steam,
but more densely packed); and the other coherent, consisting of domains of
coherence, within which all the water molecules oscillate synchronously (in
phase) with the frequency of a very large electromagnetic field that
develops spontaneously within the domain. This resembles what happens in
the laser, but it doesn’t need any energy “pumping.” Predictions from their
theory are in good agreement with the experimentally determined values for
physical constants of liquid water.

The “classical electromagnetic field” is the basis of electronics and radio;
it describes oscillations whose phase is well defined (coherent) but for
which the number of particles (quanta, photons) carrying the energy is
undefined. A “quantum field” has uncertainty in both its phase and the
number of particles involved, and this uncertainty is determined by the
Heisenberg Relation. The more the uncertainty is taken up by fluctuation in
the number of particles, the more perfect the phase coherence becomes.



For any wave, its velocity of propagation equals its frequency multiplied
by its wavelength. Within a coherent system such as water, the range of the
coherence (coherence length) becomes the constant quantity instead of the
velocity. This makes frequency proportional to velocity apparently without
restriction, so long as one remains within the coherence length. Such a
system can support many velocities (even greater than the velocity of light)
with frequencies in proportion; and because these no longer have absolute
values, the system has become fractal. The same patterns and effects can
occur in many different parts of the electromagnetic spectrum. It’s this that
connects frequencies characteristic of chemical, technical, and biological
systems together. If there weren’t a duality between the chemical bond and
frequencies, spectroscopic analysis would be impossible. This is why a
pattern of frequencies can mimic a chemical exposure for hypersensitive
patients and trigger their reactions.

IMPRINTING, READING, AND ERASINGN

Clinically significant information can be imprinted into a vial of water by
succussion, which is sharply banging it on a surface. This is what creates a
homeopathic potency. Frequency information from a patient’s body can be
collected similarly, and this often reveals stress on acupuncture meridians.

IMPRINTING
Imprinting can occur through the glass of a vial containing water by

immersing it in frequency-imprinted water. Otherwise, water placed near a
source of frequencies (an oscillator and coil, or a chemical or a potency)
can be imprinted by a strong magnet or a toroid (ring) of a ferrite material.
A sequence of seven voltage pulses will also make an imprint; a mobile
phone may do this on dial-up.



READINGD
William Tiller has described work with memory chips imprinted by

healers. Although healing can be imprinted, it is also possible to imprint
stress. When I visited the laboratory of Jacques Benveniste shortly after the
Nature inquisition had left, I was able to find by dowsing all the glassware
(in a box on the top shelf of the store), the bench, and the incubator that had
been used through the stress left behind. It’s easy for a person who has the
capability of a healer and knows how to do so to affect sensitive living
systems such as those Benveniste was using. I told him to trash everything
or treat it as if contaminated with radioactivity in order to get his laboratory
clean again.

I’ve shown that the basic arithmetical operations can be performed on
frequencies imprinted into water and that the basic reversible logic gates
and their operations can be implemented. Nerve impulses should be able to
control computing operations in living systems, making biocomputing a
possibility.

ERASING
A water imprint is erased by briefly shielding it from the Earth’s

(geomagnetic) field, such as by placing it inside a steel box. Heating
imprinted water alters the imprint, which may become “hidden.” It can be
recovered by the application of certain frequencies, which include those of
the heart acupuncture meridian and chakra. The heart meridian frequency is
on the Schumann Band, a geophysical resonance in the upper atmosphere
under which life evolved. Another such frequency is the microwave
resonance of molecular hydrogen. Medications can be made acceptable to
sensitive patients by canceling their chemical signatures.

WATER’S FREQUENCY MEMORY



Frequencies in water and living systems present a very great
measurement problem. Clinically, they may be anywhere in the
electromagnetic spectrum. These aren’t frequencies of “classical” electric or
magnetic fields, but rather frequencies of “quantum” fields, which must be
converted to the former for measurement with instruments. Information is
carried as the frequency of the A-field component, which was originally a
mathematical necessity arising from the fact that a magnetic field was found
in closed loops. Eventually, it was shown theoretically by Aharanov and
Bohm and later experimentally that this component of the magnetic field
(called the magnetic vector potential) did actually exist and could produce
interference effects.

DOWSING
To measure frequencies in water, I had to develop the dowsing

techniques I’d initially devised for the diagnosis of reactions in very
hypersensitive patients—persons incompatible with technology, period!
This was the only technique able to cover the frequency range and
sensitivity required. I later extended it to the detection of resonances in
water, allergen dilutions, and homeopathic potencies. I’ve detected the
frequency signature of salt (sodium chloride) to a concentration of about 0.3
ppm by weight in water.

My dowsing measurements agree with instrumentation where this has
been possible. Their internal consistency is good. Mind-body interactions
make “double-blinding” difficult, if not impossible. The dowsing reaction
must involve the heart or pericardium acupuncture meridians; if either is
joined to a wire, all dowsing response is lost. A magnetic A-field reverses
the dowsing response as it does for the Aharanov-Bohm effect. Since a
frequency can be measured in less than the time for a single cycle, its
measurement must involve a phase comparison between the left and right
arms. (See also Chapter 8.)



FREQUENCY MEASUREMENTS
There are several possibilities for objective frequency measurements.

Electrodes immersed in water and connected to the input of a very sensitive
amplifier or signal analyzer can detect an imprinted frequency in the
kilohertz region if the water is excited by that frequency. A possible
physical mechanism for this is that charges entering coherent water from an
electrode must do so as charge-pairs; this reduces the number of charges at
the water/electrode interface, thereby increasing the electrical resistance.
The small “offset” current that flows into an amplifier detects this as a
voltage.

Gariaev, in Moscow, has developed a special laser in which two beams
are polarized perpendicular to each other. The beams interact with
molecular structures, which produce optical rotation, resulting in the
emission of radio frequencies. In his experiments with homeopathic
potencies, a control solution showed no bio-information, while a D12
potency of platinum gave him peaks at 2.2 kHz and 4.5 kHz. Subsequently,
I prepared a D12 potency of platinum and measured by dowsing the three
frequencies: 2.301 kHz, 4.455 kHz, and 2.57 MHz. The last was obviously
his radio frequency, and the others its modulation. I’ve detected similar
resonances imprinted on water using light from an LED.

Elia and co-workers in Naples have carried out an extensive study on
aqueous solutions subjected to successive dilutions and succussions. The
heat of mixing with acids or bases differs between untreated water, dilute
solutions, homeopathic potencies, and frequency-imprinted water. Although
his microcalorimetry can confirm a single frequency imprint, it is at present
too slow to measure a whole spectrum of frequencies.

IN THE FAR-INFRARED
When working toward a theory for “memory” effects in water, I looked at

my measurements of the chemical hexane; this is a more volatile relative of
the octane used for gasoline rating. With at least 14 ppm of water present,
hexane gave a chemical frequency signature. Since it only has a spectrum in
the far-infrared (FIR), this was the only region in which water could interact



with it. Furthermore, I noted that of the very many water lines in this
region, just a few [28 µm (357 cm-1), 47 µm (213 cm-1), and 78 µm (128
cm-1)] could become coherent enough to use in a water-vapor laser. I
concluded that these should be able to provide the necessary coherence for
water “memory” and was able to calculate hexane frequency signatures
from these spectra.

When the same calculation was applied to pairs of these FIR lines in the
absence of any hexane, this gave the measured frequencies of water. When
a frequency was imprinted onto water, the FIR frequencies were replaced
by two sidebands proportional to the imprinted frequency. Because of
coherence, this is a fractal effect, and corresponding sidebands appeared in
many parts of the electromagnetic spectrum.

A THEORETICAL BASIS FOR POTENTIZATION
When water was imprinted and then serially diluted, the original

frequency disappeared, to be replaced by that frequency multiplied by the
dilution ratio; but not all dilution ratios would do this. Some gave no
frequencies. This provided a theoretical basis for the potentization of
homeopathic remedies, which I demonstrated as follows. Water was
imprinted with the complete pattern of frequencies previously determined
for thyroxin of potency D15. This was further potentized by conventional
serial dilutions and succussions. The frequencies measured for each
synthesized potency were exactly the same as those for the potencies
prepared from the “mother tincture” of thyroxin. Yet, my synthesized
potencies had started from nothing but water. Importantly, there was no
discontinuity at potency D24, which is the dilution at which not one
molecule of the original substance should remain (Avogadro’s number).
This is where the chemists have to give up!



SHIELDING AND ERASURE
As already mentioned, it was during attempts to measure frequency

imprints in water by instrumentation and in work with electrically
hypersensitive patients and with homeopathic potencies that it was found
that a potency or a water imprint would be erased if the geomagnetic field
was shielded from it briefly with a steel box. Erasure must occur when the
thermal energy is able to break up order due to magnetic energy. The water
erasure threshold is about 1 percent of the Earth’s magnetic field; the exact
numbers imply a domain of phase coherence 53 mm in diameter. This
threshold is independent of the imprinted frequency over at least the 13
decades from 10-4 Hz to 10+9 Hz. One microliter of water (acid or neutral)
is needed to take up the imprint of a single frequency; but, if the water is
alkaline, more is needed. The concentration of coherent domains in random
water can be estimated from the number of imprints possible; the pH
(acid/alkali) effect supports the involvement of protons.

In 1983, my laboratory showed that living systems can respond to
magnetic resonance (NMR) conditions at geomagnetic field strengths. This
high sensitivity allows one to speculate that a frequency might be retained
in water if the magnetic resonance precession of the protons can be
synchronized to any applied frequency and that they can generate an
internal magnetic field that exactly satisfies the proton NMR conditions
locally within their coherence domain. This condition turns out to be
independent of the frequency to be remembered. Such a process would be
stable unless a domain was thermally broken up by reducing the stabilizing
geomagnetic field.

A 53 mm diameter domain contains more than enough protons to
generate the magnetic field required to satisfy NMR conditions. The
statistical fluctuation in the number of protons involved determines the
bandwidth of the frequency imprint. This comes to about one part in a
million (1 second at 1 MHz or 12 days at 1 Hz) and is consistent with the
time needed for imprinting a frequency onto water by contact.



Change of pH on Frequency Imprinting: This chart recording shows that the pH of a solution of
sodium hydroxide at pH 8.01 increased to pH 8.05 at memory saturation, which occurred after 377

separate imprinted frequencies. Erasure returned the pH to the initial value. An increase in pH
corresponds to the removal of H+ ions and the generation of an equal number of OH- ions. The

number of protons involved in this pH change for a single frequency imprint is sufficient to generate
a local magnetic field to satisfy proton-NMR conditions independent of the imprinted frequency.

Thus, imprinting a frequency into water may create a proton coherence that is sufficient to store that
frequency. (Chart speed: 10min/div)

ICE PATTERNS

The ice patterns obtained by Dr. Masaru Emoto are reported to have been
taken at magnifications of 100–200, where the microscope’s field of view
would be about 200–100 µm. They have a size and symmetry consistent
with originating from a segment of the surface of a coherence domain about
50 mm diameter, the size I calculate from the water-memory erasure
condition. These ice patterns are consistent with being a representation of
frequency patterns within a domain. In 1989, we found that water frozen in
a static magnetic field showed distinctive ice-crystal patterns directed at
right angles to the magnetic field. There were also frequency-dependent
effects from alternating magnetic fields. Therefore, ice-crystal patterns
nucleated by coherent frequencies within a coherence domain remain at
least a possibility.

CONCLUSION



Details relating to the contents of this chapter are to be found in the
books I’ve listed in the Bibliography.

Finally, I’d like to recall the myth of Achilles and the tortoise, in which
the choice of the wrong paradigm precluded the possibility of ever finding a
solution to the point at which Achilles overtook the tortoise. For water, the
appropriate paradigm is quantum physics. Ignore it, and make progress at
tortoise speed.
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CHAPTER 4

WATER: NATURAL’S MIRACLE —
BEYONDS SCIENTIFIC EXPLANATION

by Dolly Knight and Jonathan Stromberg

A part from the many well-researched properties of water, which make it
unique as the life supporter of this planet, there is one ability of water that
mainstream science has tried to ignore and deny: the “memory of water”
phenomenon. This phenomenon lies beyond the accepted level of scientific
inquiry, and little effort has been made by conventional research institutes
to understand it. However there are exceptions, and an exciting new
understanding of the marvelous properties of water is emerging.

VIBRATIONAL IMPRINTING

Various researchers, such as Professor Jacques Benveniste, Dr. Wolfgang
Ludwig, David Schweitzer, and Masaru Emoto, have provided clear proof
that water acts as a liquid tape recorder and is able to receive, store, and
transmit electromagnetic vibrations. Because water molecules have a
positive and negative pole, they behave like little magnets. They attach
themselves to their neighboring molecules and form clusters of several
hundred molecules. These clusters are very sensitive structures and are
impressionable by vibrational influences. This is what gives water the
ability to store information.

This is closely linked to homeopathy, where a substance is diluted so
many times that eventually there’s virtually no molecule of the original
substance left, yet it still has an effect. Homeopathy works because of the



cluster ability to store vibrational imprints. Every substance and element
has its own individual vibrational pattern, a bit like an energy blueprint. If
one carries out the homeopathic process of diluting and succussing, the
vibrational pattern of the remedy material becomes locked into the cluster
structure of the carrier water. When you take this homeopathically prepared
remedy, the cluster structure is transferred to the body, and you react to the
vibrational pattern of the original substance from which the remedy was
prepared.

This phenomenon was shown to occur under rigid scientific conditions
by Jacques Benveniste in France in the late 1980s and was confirmed by
researchers at five different universities. It caused quite a stir and
subsequently a cover-up by the mainstream scientific community.

If water is this susceptible to vibrational imprinting, does it also take on
the imprints of environmental pollutants and chemicals with which it has
been in contact, and transfer them to us when we drink it?

Unfortunately, this seems to be the case. In Germany, Wolfgang Ludwig
has carried out tests that show that not only does the physical pollutant have
a damaging effect, but so does the water that has been exposed to the
pollutant, because the cluster structure has taken on the vibrational imprint
of the pollutant.

This has huge ramifications for us. Basically, conventional water and
sewage treatment systems are not adequate. They may remove the physical
pollutants and produce tap water that’s chemically clean. However, the
cluster structure of the water is completely unaffected by the treatment and
will still convey the vibrational pattern of toxins and chemicals to the
human body.

IMPLOSION

However, all is not lost, thanks to the intriguing work of the Austrian
forester Viktor Schauberger (1885–1958). He had ample opportunity to
study the workings of nature in unspoiled Alpine forests. Being an
extremely intuitive man, very much in tune with the natural world, he soon
developed ideas and theories regarding nature, and particularly water, that



were in conflict with conventional scientific understanding. Early on, he
discovered that there was an underlying principle governing all natural
processes. He called this “implosion.”

Schauberger became a prolific writer and inventor. His inventions were
linked to water supply, natural river regulation, agriculture, propulsion, and
energy generation, and were all based on implosion. He’s very important to
us in that he pointed out a new way of looking at nature and exciting new
possibilities—if nature’s true workings could be really understood and
copied in a technological sense.

Implosion is a suctional process that causes matter to move inward, not
outward, as in the case of explosion. This inward (centripetal) motion
doesn’t, however, follow a straight (radial) path to the center, but a
spiraling, whirling path. This is called a vortex and is the secret of nature.
Bathwater, when emptied, flows through the plug hole in this spiraling
vortex fashion. Water will always try to follow the path of least resistance.
This is what the vortex is enabling it to do. It’s reducing resistance by
curving inward more and more, thereby avoiding the confrontational
resistance of straight motion.

The vortex motion, which also causes a drop in temperature and increase
in density, is paramount for water to stay healthy and disease free. Natural
water courses are naturally spiraling and meandering, and the water in them
forms whirls and eddies, which are vortices. In nature there are virtually no
straight forms; and whenever possible, vortices, spirals, and curves are
produced to reduce resistance. Yet in conventional technology, explosion,
combustion, and straight motion are employed, all of which increase
resistance and temperature and are fundamentally against nature.
Realization of this caused Schauberger to proclaim emphatically: “Our
technologists are moving matter incorrectly. Their technologies and
interference with nature are detrimental to us and our planet.”

RE-ENERGIZING WATER

After researching Viktor Schauberger for a couple of years, we were
convinced that he had something very important to impart to humanity.



Sadly, not a lot of work has been carried out in the last few decades on
developing practical applications for his ideas. So we started full-time
research in September 1997 and developed an implosion machine. In this
machine, water is made to form very powerful vortices. We found that
water undergoing this process of implosion was developing a rhythmically
pulsating field of energy, which comprised the full spectrum of etheric
colors. During this process, it was brought back to its natural vibrant
energetic state and regained its life force. This energetic charge turned out
to be permanent and didn’t diminish after the implosion process was
completed.

We further discovered that when filled into particular shapes, this
imploded water transferred its energy to samples of ordinary non-energized
water until they reached the same level of charge as the imploded water.
The imploded water was resonating ordinary water in a similar fashion to
the way one tuning fork picks up the vibrations of another, the difference
being that on the etheric level, the vortical dynamics and vibrations are
perpetual.

After building the implosion machine, we developed a spiraling copper
device called the “Vortex Energiser,” in which we filled our imploded
water. We found that placing this Vortex Energiser onto the domestic water
mains resonated the tap water flowing past, thereby charging it up with life
force or etheric energy. The benefits of energizing ordinary tap water in this
way are varied: The clarity and taste of the water improve—the water is
more palatable and less hard; the taste and smell of chlorine are much
reduced or even eliminated; lime-scale deposits become soft and are
eventually removed; bathing in energized water is a reviving experience,
leaving skin supple and soft; fresh food and cut flowers washed with or
placed in the water last longer.

Perhaps most important, by reclustering water and at the same time
energizing it in this way, we believe that we’re superimposing a natural
vibrational pattern onto a pattern of man-made contaminants, thereby
deleting the memory of the water’s abused past.
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CHAPTER 5

SNOW, IT HAS SIX EDGES

by Maximilian Glas

It was deep in the winter of 1611 when the mathematician and astronomer
Johannes Kepler crossed over a bridge in Frankfurt and fine snowflakes
drifted down onto him, “all in the form of the hexagon with feathered rays,”
he wrote. “It is always like this when it starts to snow—snowflakes always
form hexagonal stars—and there must be a definite reason for it. If it
happens by chance, why don’t they form heptagons or pentagons. . . .?”1

Around 400 years ago, nobody knew how matter was constructed, how
crystals grew, or what inner laws the formation of crystals followed. Kepler
was the first person in the modern age to seriously think about the subject
and to develop a coherent model. It would be another 300 years before the
Munich physicist Max von Laue proved this model correct. Fortunately for
us, Kepler wrote down his reflections in 1611. He not only handed down a
pioneering thought, but one that made it easy to understand why all snow
crystals (and respectively ice or water crystals) form symmetries based on
the number 6, and this leads us to the fascinating pictures from Masaru
Emoto.

Kepler dedicated his Latin script De nive sexangula (About the
hexagonal snow) to Counsellor Knight Wackher von Wackenfels, a well-
known philosopher, as a “New Year’s gift.” He wanted to delight the
enthusiastic nihilist with a present that came as close as possible to
“nothingness”: just a little star formed out of snow, along with a few
thoughts about it. In these thoughts, Kepler pondered on how the little star
could have grown and concluded that it would have very slowly condensed
out of the steam in the air.



THE MEANING OF FORM

Kepler’s thoughts regarding form were: “Only that which forms a
boundary in itself has a form, because the boundaries shape the forms.”

That is clear, but why a hexagon of all forms? Kepler continued:

It needed further consideration as to what was at work here. Was the form innate or produced
from the outside? Was the hexagonal figure necessitated by the material out of which it was
formed, or by its own nature, which was either the prototype of beauty which lies in a hexagon or
due to the aim of this figure.2

So, inner or outer necessity—a clear, beautiful train of thought! After
this, Kepler developed the concept of the construction of “solid bodies”
from minute units, which ideally should possess a spherical form. That
means that he had the first vision of what’s today called an atom. He also
had an understanding of the order of the spheres. He assumed that the order
was level, and there were layers over layers, which is what formed the
crystal. This is still the current view. He concluded that at least two
possibilities existed: that the order of the spheres formed a square (A) or a
triangle (B). He even illustrated this:

In a second sketch, he showed the spatial construction: Layer A (with a
sphere) is placed on layer B, and this then on C, and so on. Finally, a
pyramid is formed by four equilateral triangles—therefore a tetrahedron—
which shows threefold symmetry, and that has to be the architectural basis
for constructing “snow stars.”



Obviously, Kepler didn’t know the construction of water molecules at
that point and so wasn’t able to foresee the necessity of the sixfold (not
threefold) symmetry, but in any event it can be derived from the threefold
symmetry.

All in all, this was a stroke of genius! Kepler had described the
construction of snow crystals in nearly the same way that it would be today.
And all this 400 years ago, without the model of an atom, without
developed crystallography, and without the help of technical instruments.
Crystals are still described today as a three-dimensional spatial grid made
up of spherical particles (atoms). And, as mentioned at the beginning, Max
von Laue was able to confirm the structure of crystals through x-ray
experiments in 1912.



In the case of water, the crystal structure is determined by the shape and
form of the H2O molecule. Contrary to what Kepler expected, the spherical
density is less than he showed in his second sketch, but is formed of a
looser group of molecules, which are ordered as a tetrahedron and combine
to form little rings of six:

The sketch shows a small section of the crystal structure of ice and puts it
in the context of the hexagon. It also explains why ice has a bigger volume
than water and consequently is lighter and able to float on water: As ice,
there’s relatively a lot of space between the individual components; in the
fluid state, water is denser. Around two to four million water molecules of
this structure are needed to be able to build around 0.039 inches (1
millimeter) of one edge of an ice crystal. The connection of the H2O
molecules in the crystal grid is made through hydrogen bridges, which also
play an important role in the formation of clusters.



IT BEGINS WITH A SEED

As easy as it might seem to understand the inner structure of ice crystals,
in the living process of growth many different things can occur; and those
change and shape the outer form of the finished crystals. Ice crystals can
look completely different depending on what happened during the growth
process.

At first this starts very simply. As Kepler discovered in 1611 on the
bridge in Frankfurt, water begins to condense at some point. That means
that steam forms fine droplets, which slowly crystallize and harden in low
temperatures according to the “construction plan” already described.

In order for a crystal to be able to form, a “seed” is needed: a tiny unit of
the grid on which the water molecules can settle, layer upon layer. Such a



seed can come from pure water, which in low enough temperatures
develops spontaneously into a droplet and afterward into a crystal seed with
a regular internal construction. But fine floating dust particles in the air can
also trigger the formation of an ordered crystal structure.

Once such a seed has been formed, there’s nothing to stop it from
growing. Layer upon layer of water molecules settle on it in all directions—
but not in all directions to the same degree. Depending on pressure and the
temperature of the atmosphere, this can be very different. If the process is
taking place at great heights and in low temperatures, most of the crystals
assume an elongated form, often appearing as very long, fine ice needles,
but always with a hexagonal cross section. On the sketch (see Figure 4), this
is the top part. The upper end of the crystal is able to develop even more
surface area.

More is shown in this sketch. If the conditions aren’t very icy, but there’s
still thick frost, six mainly flat lateral slabs will develop; below, one can see
an ice-crystal cup, a form that can be seen in the ice caves of the Alps
(sometimes at enormous heights). The last form is a snowflake as we all
know it. These are just the simple basic forms—what nature creates out of
these is unique.

ENORMOUS FREEDOM OF CREATIVITY

Every single ice crystal is unique. Even with millions of crystals, no two
will be identical. A pair might look like identical twins, but they’ll never be
exactly the same. This is because every single one comes from heaven to
Earth in its very own way. On their journey, these crystals pass through
different layers of air, each with different pressure, temperature, humidity,
and pollution; and the falling snowflakes react to every small change.

Let’s consider how a clean crystallized hexagonal ice-slab leaves the
clouds and starts its journey down to Earth. If it passes through a warmer
layer of air, the edge of the slab will get loose; if it goes through a colder
layer, new crystal layers may be taken up. Sometimes this can happen
quickly, sometimes slowly; sometimes the growth phases are long,



sometimes extremely short; sometimes there’s more humidity in the air,
sometimes less.

We all know from experience how different these crystals can turn out to
be. In the never-ending process of growth and dissolution, the most bizarre
shapes can form. Everything is possible. If at one point it gets too warm, the
crystals will dissolve completely before reaching Earth, and it will start to
rain. Sometimes the droplets will cross layers of ice and become fine
hailstones, and so on. There are no limits to nature’s imagination.

This variety has always been a source of fascination and several people
have tried to “collect” these ice crystals. This is much harder than with
other minerals, due to the temperatures involved, although it’s just possible
with the help of photography. The craziest collection belonged to the
American W. A. Bentley. He built himself a special slab-camera and spent
winter after winter on a mountain in Vermont, taking pictures of thousands
of snow crystals. In 1931 a book of 2,453 of his ice-crystal pictures was
published.3 A selection of these follows.

Snow-crystals photographed by W.A. Bentley.





So much for the rather conventional scientific descriptions of the
development of ice crystals. These are always related to pressure,
temperature, and other outer conditions. Masaru Emoto’s research has
introduced a new aspect, a mental and spiritual one, as he has shown that
the subtle energies and vibrations of thoughts, words, and sounds obviously
have an impact on the growth of crystals— quite a radical thought for the
more orthodox mineralogist. The path of progress here, as in science
generally, has been toward investigating ever-smaller sizes and ever-finer
energies. It would be wrong to think that this path isn’t being blocked by
outdated dogma. But maybe these ice crystals will inspire us, as they did
Kepler 400 years ago, to revise our concept of the world.

NOTES
1. Johannes Kepler, De nive sexangula, 1611: p. 92.

2. Ibid.

3. W. A. Bentley and W. J. Humphreys, Snow Crystals, New York: Dover
Publications, 1931, reprinted 1962.





PART II

HEALTH AND
HEALING PERSPECTIVES





INTRODUCTION

The scientific section of this book described the remarkable properties of
water as discovered by scientists in recent years. This portion takes these
discoveries and builds on them, showing how we can use water in many
ways to maintain our health and fight disease. It will be seen that water does
this in two interconnected ways: through its well-known physical
properties, and through its more hidden spiritual qualities.

The human body is composed of around 85 percent water, which
performs many life-sustaining tasks. For example, it supports complex
biochemical reactions, provides structural support for cells, and is the major
component in blood and all other body fluids. Also very important, it
eliminates dangerous waste products from every part of the organism.
These processes all rely on water’s physical properties. From my own and
other scientists’ work with water and water crystals, I’m convinced that
there’s a profound interaction between our thoughts (and perhaps those of
people around us) and the water in our bodies. Positive thoughts affect the
molecular structure of bodily water, and thus the health and well-being of
the entire organism. This theme is central to all the papers in this section.
They advance original and important insights into the value of water for
healing, and have all been written by experienced health practitioners who
have been pioneers of new ideas and information.

An important paper here is on dowsing—the use of divination to find
water. This ancient technique, still in constant use around the world,
demonstrates yet more of the astonishing powers of water—in particular,
the ability to make itself felt from a distance, and from under many layers
of rock.

I hope that you’ll make use of the ideas and suggestions in these papers
for your own well-being and for that of your friends, family, and
communities.





CHAPTER 6

WATER AS A SOURCE OF HEALTH

by Petra Bracht, M.D.

Water is essential to our well-being, but its powerful beneficial effect on
our health can all too often go unacknowledged. Because all metabolic
processes need fluids, it’s of huge importance that the “primeval sea” in
which the cells swim is always in sufficient supply. To get a better
understanding of the crucial role water plays in our health, it’s important to
consider the physiological processes behind illness and well-being.

WHAT MAKES PEOPLE ILL?

Most people think that illness comes from outside and out of the blue,
almost as if an enemy is there lying in wait for the right opportunity to
launch an attack. In the Middle Ages, evil ghosts and demons were blamed.
Today these have been replaced by fungi, viruses, and bacteria. Contrary to
orthodox medical belief, however, each illness has its origin in our psyche;
hence, its nature isn’t material. What manifests at the physical level (that is,
the symptoms) is the body’s effort to fight illness; and it’s at this level that
we can positively influence the “dis-ease” process, as the physical self has
infinite potential to secure the support of its 80 billion cells.

All simple illnesses can be seen as the body’s attempt to dispose of
“rubbish” (for example, through a cold or skin impurities) or to kill
undesired substances through increasing the body temperature. It’s only if
the body has been abused for many years or if extremely toxic substances
have made their way into it that this maintenance mechanism breaks down.



Then we start having problems with our health and illness breaks out, and
in time it might become chronic.

Although germs are present all the time in the body, they very rarely
trigger noticeable symptoms if there’s a healthy immune system. This
process is similar to cancer in that in nearly every human body cancer cells
arise repeatedly on a daily basis. Yet some people get cancer, while others
don’t. Why is this? Here too the immune system plays a decisive role. So
the question is, how can we strengthen our immune system?

First of all, if our metabolism is functioning properly, it will guarantee
optimal support for all our cells. An optimal metabolism also means
optimal elimination of waste material and harmful substances. But how can
we exert a positive influence on our metabolism? What can we do to ensure
it helps maintain us in the best of health?

MEGALOPOLIS, THE CITY OF THE BODY

Can you imagine a crowd of 80 billion people? A megalopolis, a
concentration of several big cities into one megacity? Probably not. There
are some six billion people alive on our planet today, but nearly 80 billion
cells in the body are in communication with each other every single second.
A protective wall—the skin—encloses our city, where “people”—cells—of
all kinds live together. Food and other materials are mainly brought in from
outside, although some food is produced within the protective wall by the
body’s own chemical factory.

Transport within the city is provided by water. The main part of the
incoming material is delivered by a river that runs through the city, then this
cargo is unloaded and distributed. The waste material is loaded onto ships
farther down the river, which leave the city with the current. A very clever
distribution system within the city ensures that everything arrives where it’s
needed. An equally well-thought-out disposal system carries everything
that’s no longer needed outside so that there’s no accumulation of toxic
waste.

So how, in such an organized city, can people still die of starvation,
buildings collapse, or stinky wastelands (germ beds) develop and threaten a



whole quarter? The answer is very simple: If you supply this city with
inferior building materials or block its main transport routes, you basically
turn off its water supply. However, as long as the city is provided with
everything that it needs and enough water is available, everything will work
smoothly.

Each person is such a perfectly functioning city. We all have the best
infrastructure that anyone could ever design. None of the most modern
supercomputers can match it, but far too few people are aware that it’s only
through the continued supply of good-quality water that all these processes
run smoothly.

INNER MOVEMENT

Everything, even the smallest process inside us, is based on movement.
That’s why we function best when in motion. This is true for our immune
system, the inner organs, the cardiovascular system, the musculoskeletal
system, the nerves, the lymphatic system, the brain, and the emotions. We
can influence a whole range of metabolic processes through movement.
Let’s have a closer look at what happens during these metabolic processes.

The raw materials and tools that the body needs to function properly are
carbohydrates, fat, protein, vitamins and enzymes, trace elements, minerals,
and fiber. These have to be taken in and transported to the part of the body
where a specific process happens. At this “building site,” new cells are
constructed, as are hormones, enzymes, protein, certain vitamins, and much
more. All these are produced in the body’s own laboratories. Old cells,
meanwhile, die off and are recycled. Waste material is produced, which is
discharged with the help of special detoxification organs (kidneys,
intestines, skin, and lungs). Now you start to get an idea of how much is
going on in your body every second of your life.

The means of transport that makes all this possible is water. Our body has
a very complex network of “pipes”—blood vessels— so that every cell can
be supplied with the necessary materials. Obviously, the efficiency of the
system depends on the condition of the network. Many factors have an



impact on the smooth running of the organization, but there’s one that’s
fundamental: movement. This is the primary secret of life.

Movement is life; stagnation is death! The driving force behind all
movement is our muscular system. The muscles ensure that blood, lymph,
and all other bodily fluids are transported throughout the body and support
the work of the heart. Moving the body is therefore beneficial for the heart.
Movement stimulates circulation; and as a result our pipes are “flushed
out,” all the cells are supplied with oxygen, all the nutrients reach their
“place of work,” the detoxification organs run at top speed, and all the
necessary hormones and enzymes are produced.

When everything is moving along so well, something phenomenal
happens: Our body starts to notice that the pipes could actually be bigger
and that more pipes would ensure an even better supply, or perhaps that
certain areas have not been supplied at all. The body gives immediate
instructions to begin the necessary building work. The existing vessels get
bigger, new ones are added, and the network is extended. The bones get
stronger, and the cartilage and vertebrae get thicker so that they’re able to
take the additional strain. The organs are refurbished so that they can work
more efficiently. The improved supply also explains why the bones of a
person who does physical exercise heal more quickly than those of someone
who doesn’t. Just to give you an idea of the scale of the process, muscles
that move have a circulation rate 200 times higher than those that remain at
rest. This means that those cells will be 200 times better supplied with
building materials and oxygen, and waste will be discharged 200 times
faster.

It’s hard to imagine, but if all the body’s blood vessels were laid end to
end, they would be about 60,000 miles in length and would circle the Earth
more than twice. These vessels are our body’s highways.

We could look around the “building site” of our body for hours and find
endless new adjustments being made, all triggered by our movements.
These can only take place, however, if there is enough water, in the form of
blood, to flush through the 60,000 miles of blood vessels.

Movement in our body is better described as “perpetual motion.” Once it
has started, the system responds by moving more and more. If it’s activated
every day, this will trigger a dance of joy in the body. Outer activity will
also bring about easier inner movement. If there’s no movement, the heart



will simply maintain its most basic rate—sadly, a condition that most
people live with today, without even knowing it. The system that’s most
affected in this case is the body’s oxygen supply. If you don’t lead an active
life, your body is just getting an emergency supply, and your cells are
“gasping for breath.” Many important illnesses—such as circulation
problems, headaches, impotence, and insomnia—arise through a poor
supply of oxygen. And for a proper amount, you need water.

A HUMAN BEGIN IS A WATER BEGIN

Movement, satisfaction, and good food are the main prerequisites for
health, which goes hand in hand with beauty. Natural, healthy beauty starts
inside the body. If everything is in good order on the inside, it will be on the
outside, too. Your skin will be healthy, because there will be no need for
waste products to be brought to the surface for elimination. Therefore, the
condition of the skin, the outer loveliness, mirrors the inner beauty. If your
body contains enough water, for example, your skin will be smooth and
elastic and your eyes bright. Your body will be functioning at its optimal
level. The water content in babies is often as much as 75 percent, but this
will continually decrease with age. Unfortunately, it’s not unusual to find
levels of under 50 percent in adults. Even young people show low levels of
water.

WATER AS TRANSPORT

Water is the mein means of transport not only for all the materials that are
required by the cells, but also for all the cells’ waste substances. If the
transport network isn’t functioning properly because of a lack of water,
waste isn’t taken away, but left behind. In medical terminology, this is a
“deposit.” Physicians talk, for example, about the uric acid crystals that
trigger a gout attack, and a person is described as “calcified” when part of
their brain has become a salt deposit. Deposits may also collect in the blood



vessels over a period of time until one day they trigger a heart attack,
stroke, or lung embolism.

HOW AND WHAT SHOULD YOU DRINK?

Many people think that they have done their duty by drinking four pints
of water per day. But only a few individuals manage to accomplish this; and
those who do drink the recommended amount of water often do so in a way
that’s very ineffective, because pouring several pints of water into the body,
say, twice a day, once in the morning and once in the evening, isn’t a very
sensible thing to do. Such a large amount can’t be used properly and will
just pass through the body. It’s far more sensible to drink water throughout
the day. This then has enough time to trickle through the blood vessels into
the spaces between the cells and from there into the cells themselves.

The water we drink should be as soft as possible. Nobody would expect
their washing machine to use hard, calcified water. Just as soft water is
more effective for washing clothes because it can penetrate more deeply
into the fabric, so it’s more effective for our body, as it can reach even the
most remote corners. Therefore, you should drink still, soft water with only
traces of calcium and minerals.

This is contrary to current opinion, which recommends exactly the
opposite. Ads for “healing” waters particularly emphasize the high
concentration and number of different minerals they contain. The
culmination of this is fitness drinks with a high mix of minerals. However,
more and more therapists now agree that too much of a good thing can have
a negative effect. They share the opinion that minerals that haven’t been
taken in through the biological bond can’t be used to optimal effect, which
means they’re actually not available to the cells. On the contrary, it’s often
impossible for the body to dispose of these surpluses, and so they
accumulate in the space between the cells. In the longer term, this may
result in a system overload and the metabolic processes becoming
dangerously restricted.



Above: Fresh spring water that originates at the bottom of a mountain. A shining vibrant crystal has
formed, which expresses the original power and beauty of nature.

PURE WATER FOR A LONG LIFE

There’s an old Chinese phrase that’s often found in ancient texts: “water
of long life.” This kind of water was collected, with immense effort, from
the high mountain region and was only available to the upper classes. It was
either rainwater or “dew-water” from melted snow. It was pure, having been
cleansed naturally through evaporation or rainfall. Unfortunately, this
process can no longer take place—today there are many particles in the
atmosphere that pollute rainwater.

According to traditional Chinese wisdom, the health benefits of pure
water were far-reaching. Although this belief is easy to understand from a
biophysical point of view, it meets with resistance from conventional
medicine.

Two arguments are often put forward against the consumption of pure
water. The first is osmotic pressure. This is demonstrated by putting animal
cells into pure water in a reagent glass. The cells blow up till they finally
burst, because fluids with different part concentrations have the tendency to
reach the same concentration. So more and more water goes into the cells
until the cell wall isn’t able to cope with the growing pressure and bursts.
The opponents of the pure-water theory assume that the same would
actually happen in the human body. This is of course a mistake, as the
conditions aren’t the same. Water begins its journey in the mouth; and right



from the start, it’s no longer pure. Furthermore, the deeper it goes into the
body, the more polluted it becomes. This cleansing effect is what gives the
result the Chinese describe: a longer life.

The second argument against the consumption of pure water is that it
washes precious minerals out of the body, causing a deficiency. Earlier on,
however, we saw how water with a strong mineral or calcium content
created deposits in between the cells, hindering the metabolism. Flushing
these deposits out of the body is exactly why we need to drink pure water.
Furthermore, the body measures precisely the levels of minerals it
discharges—it doesn’t give up those that it needs. If necessary, it will go so
far as to take back through the skin minerals that have been dispersed
through perspiration. (This was discovered by Japanese scientists who were
examining athletes.) This means that the argument against drinking pure
water is actually the very reason why it’s beneficial for health.

If only it wasn’t serious, this might even be funny—in the U.S. and in
many Asian countries, pure or distilled water is on sale in supermarkets,
and in Thailand it’s even marketed with the slogan: “This water is good for
your health!” At the same time, in Germany and other European countries,
medical students learn that it can be dangerous, perhaps even life-
threatening.

In my own family, we’ve drunk pure water for more than ten years for
the good of our health; my husband consumes nearly six pints a day. He’s in
good health and very fit. By the way, did you know that coffee and tea
made out of distilled water taste much better, and that it also makes good
beer and baby food?

WHERE CAN I GET PURE WATER?

If you live in a country where you can’t buy pure water, then you can
make it yourself. To do this, you can either filter or distill water through
evaporation. In fact, evaporation is the way nature itself cleanses water. The
only difference is that in nature it’s cold distillation, and at home it’s hot
distillation.



In the hot-distillation process, water is heated to the point of evaporation
and then spirals its way back down into liquid form. The impurities are left
behind in the container in which the water has been heated. This is actually
a good test for your tap water. Fill a big cooking pan from your faucet, and
let it evaporate. Afterward, have a look at the residue in the bottom of your
pan. If you live in a congested area or somewhere with very hard water, this
experience should be enough to make you start drinking pure water
immediately!

In the steam-distillation process, the order of hydrogen and oxygen
molecules in the water is changed, and as a result it can lose its beneficial
“information.” To counteract this, it’s a good idea to put the distilled water
out in the sun, shake it, stir it, or even play it pleasant music. In this way
you load it with positive intent.

The alternative is filtering. There are many ways to do this, but all of
them have the same problem as vacuum cleaners: On one hand, the filter
must be fine enough so that no dirt can get through, but on the other hand it
must be coarse enough so that it doesn’t get blocked by the dirt it picks up.
A lot of the filter systems on the market claim to have struck such a
balance, but who knows what, if any, minerals are getting through? And
water without any minerals at all would be what they call “dead water”—
that’s why the filters on our taps don’t remove all the minerals.

What are the criteria for “living” water anyway? Is water from fruit
alive? Is fresh spring water alive, because it forms beautiful crystals? We
can certainly say that it isn’t the existence of minerals that determines the
vitality of water, but the information that’s contained in the water. And this
can’t be viewed on the material level alone. We should consider the etheric
energy of water here, not just the way impurities and minerals are filtered
out of it.

Those who want to purify water thoroughly, however, can do this through
the reverse-osmosis procedure. Here water runs through a very fine filter
membrane. The pores of this are so small that the purity of the water is as
good as when it’s distilled. Reverse-osmosis filters can be connected to the
main pipes from under the kitchen sink. Then, to revitalize your distilled
water, you can use one of the methods described earlier.



Above: Distilled water that has been shown the movie Life. The water seems animated and formed a
beautiful crystal.

EATING WATER IS BETTER THAN DRINKING IT

The best possible way for the body to get water is out of fruits and
vegetables. In this way, all minerals, trace elements, and vitamins are easily
available, as well as all the other plant substances that have benefited
humankind for millions of years. Water that’s consumed in this manner
reaches the blood more slowly and evenly and at the same time that the
minerals are offered in the biological bond. Therefore, the body is able to
use both water and minerals much more effectively. Thus, the best way to
provide your body with water is to eat it.

It’s not difficult to do. The water content of most fruit and vegetables is
over 90 percent. For melons, oranges, and grapes, it’s as high as 98 percent.
Therefore, “eat” water whenever you can—that way, “drinking” becomes a
real pleasure. A fruit salad or an apple makes a delicious snack and helps
you stay healthy as well.

Cooking and frying dehydrate food, so the best way to eat fruits and
vegetables is as fresh as possible. Fish and meat also lose water when
cooked; and the higher the temperature, the greater the water loss. That’s
why we should try to cook our food at the lowest temperature possible. This
has also the advantage of improving the taste.



Above: Eat fruits that are as fresh as possible.

AND DON’T FORGET—DRINK A LOT!

If for the last decade you’ve been drinking far too little water, or have
drunk it in such a way that your body hasn’t been able to use it properly, the
consequences will become more and more apparent in the second half of
your life. The very sad fact that older people often don’t cook for
themselves anymore and tend to rely on ready-made meals, which often
have minimal water content, also contributes to the water shortage they
experience.

So why not turn this around and make a positive change? The older you
get, the more water you should drink and the more fresh food you should
eat. This will help keep you physically and mentally agile well into old age.

COLONIC IRRIGATION: CLEANSING AND DETOXING WITH WATER

Thousands of years ago, enemas were used to enhance the healing
process. Today the same process is used, but with a completely different
technique. Colonic hydrotherapy, which was developed for U.S. astronauts,
is able to clean the colon thoroughly and hygienically. The flush effect
enables the removal of all the old decaying material—fecal matter—which
can lead to recurrent poisoning. Through the osmotic process, it’s also



possible to reach and remove toxic substances beyond the colon quickly and
easily, without any side effects. This process can have dramatic results—in
some cases, hay fever and migraines have disappeared completely after just
one treatment. Former smokers also experience fewer withdrawal
symptoms.

The colon has a huge (approximately 3,230 square foot) interface with
the interior of the body. With colonic irrigation, metabolic residues and
toxic waste matter can be taken up by the water that has been introduced
into the colon, and thus eventually leave the body through the rectum. If
your lifestyle needs to be healthier, having this “internal shower” once or
twice a year will give you a much-needed opportunity to cleanse yourself of
metabolic residues and enable you to experience the healing power of
water.



CHAPTER 7

WATER: THE FUSION
OF SCIENCE AND SPIRIT

by Dr. Darren R. Weissman

Conscious living, I’ve learned, begins with understanding the true power
of water, as documented through the research of Dr. Masaru Emoto. The
power of water exists in its ability to flow effortlessly, no matter what its
environment. Water takes on the shape of its container, moves continually
in swirling motions, or is effortlessly guided by the banks of a river. As life
itself, it’s always moving, changing from one state to another, vibrating and
resonating at different frequencies. It has the potential to carve a path
through a mountain, squeeze through the smallest opening, and, when
heated, evaporate into thin air. Water is as mysterious as the infinite
universe itself. It holds the secrets of all life. One drop may contain the
blueprint for the cure of every disease known to humankind.

The human body is estimated to be between 70 and 90 percent water.
Each cell, organ, and system of the body consists of specific percentages of
water; and the flow of that water determines whether the body expresses
itself in optimal health or in symptoms of imbalance or disease.

The late F. Batmanghelidj, M.D., a renowned physician, researcher, and
author of Your Body’s Many Cries for Water, discovered the profound
benefits water has on the physiological functions of the body. He wrote:

From the new perspective of my 22 years of clinical and scientific research into molecular
physiology of dehydration . . . I can safely say the 60 million Americans with hypertension, the
110 million with chronic pains, the 15 million with diabetes, the 17 million with asthma, and the
50 million with allergies . . . all waited to get thirsty. Had they realized water [was] a natural
antihistamine and a more effective diuretic, these people would have been saved the agony of their
health problems.



This article will outline the healing power of water and how the
subsequent fusion of science and spirit gave birth to The LifeLine
Technique.

DR. EMOTO’S WORK AS A CATALYST

It was the groundbreaking water-crystal research of Dr. Emoto that
demonstrated the essence of water’s power—its consciousness— and the
instantaneous impact our thoughts, words, and actions have on its molecular
structure. Because every element, cell, organ, and system of the human
body is composed of water, we now understand that emotions affect the
health of the body in the same way that the water in the crystal research was
affected.

Dr. Emoto’s work was the catalyst for The LifeLine Technique, which
makes it possible for us to understand what the body is saying when it
speaks to us in symptoms. Incorporating aspects of 14 natural healing
modalities, The LifeLine Technique is based on the ancient arts of Chinese
and Ayurvedic medicines, as well as on years of empiricism, documented
research, and biomedical evidence. Through the use of a kinesiological
reflex (muscle test), a LifeLine practitioner is able to translate, harmonize,
and facilitate the release of emotions trapped within the subconscious mind,
thereby enabling the body to heal on a core level. Coupled with healthy
lifestyle choices—such as the quantity, quality, and frequency of water,
food, rest, and exercise and owning your power—The LifeLine Technique
awakens people to the power of living consciously.

My journey to awakening to The LifeLine Technique was the
culmination of every experience, teacher, and patient with whom I worked.
Each modality I learned and used provided another piece of the puzzle I
was constructing in an effort to find the link that would ultimately help my
patients heal at the deepest of levels. When it all finally came together, the
missing link turned out to be Dr. Emoto. His discovery of the secret life of
water forever changed my view of the body’s healing potential.

I want to share a portion of my journey with you. During the summer of
1998, my cousin Rob Morgan worked as an intern in my office in



preparation for becoming the first deaf chiropractor ever to graduate from
the Palmer College of Chiropractic. After a full day of observing patients,
Rob turned to me and held up his hand in what I was to learn meant “I love
you” in sign language.

“I love you.”

I was amazed by the warm, powerful, and peaceful feeling I experienced
as Rob held up his hand. Intrigued by this sensation, I asked him to hold his
arm up as I assessed different reflex points on his body using a muscle test.
(A muscle test uses an indicator muscle or involuntary reflex to evaluate the
balance or integrity of the nervous system. If the muscle becomes weak
when pressed, it’s signaling the presence of an imbalance within the body or
that its integrity is somehow being compromised.) I found a weak reflex
point when I checked Rob’s body, but when I held my hand in the “I love
you” sign mode, the reflex in his arm instantly became stronger. I didn’t
realize then the significance of that moment. It would take another three
years for all of the pieces of the puzzle to fall into place.

The breakthrough came in the form of an e-mail from a friend containing
a picture of one of Dr. Emoto’s water crystals—love and gratitude.



Dr. Emoto’s water crystal “Love and gratitude.”

When I saw that photograph, it was the first objective representation of
what I already knew in my heart to be true—that love and gratitude have
the power to heal. That picture became the catalyst for me to link together
the experience I had with the “I love you” sign mode and the 12 years of
experience I had as a holistic physician trained in ch iroprac t ic hea ling,
acupuncture, homeopathy, applied kinesiology (AK), total body
modification (TBM), neuro-emotional technique (NET), neuro-linguistic
programming (NLP), neuro-modulation technique (NMT), Chinese
energetic medicine, natural healing, and aspects of many other forms of
energy healing. The result was one unified system that I named “The
LifeLine Technique.”

Inspired and empowered by Dr. Emoto’s work, I’ve since conducted
experiments utilizing a dark-field microscope and live blood-cell analysis to
evaluate and document before and after treatments with The LifeLine
Technique. These experiments have conclusively demonstrated an
instantaneous change in the molecular structure of blood and a dissipation
or total elimination of the patient’s original symptoms.



Before: A nine-year-old boy with the symptoms of severe migraine headaches.

After: Using the power of Infinite Love and Gratitude released his subconscious feelings of anger
toward his parents because of their divorce.

Before: A 32-year-old woman with the symptoms of fibromyalgia.

After: Using the power of Infinite Love and Gratitude released the subconscious feelings of grief she
had internalized for three years following the death of her mother.



Before: A 40-year-old woman whose attempts to become pregnant had been unsuccessful.

After: Using the power of Infinite Love and Gratitude released the subconscious belief that her age
made it impossible for her to get pregnant. She had a baby 11 months later.

Before: A 42-year-old man with the symptoms of acid reflux.

After: Using the power of Infinite Love and Gratitude released subconscious thoughts of shame
related to a family situation.



Before: A 53-year-old woman with symptoms of insomnia.

After: Using the power of Infinite Love and Gratitude released subconscious fears about her future
provoked by the reorganization of the company where she worked.

THE TRIUNE BRAIN

While the catalyst for my awakening to The LifeLine Technique was Dr.
Emoto’s water research, its genesis incorporated the work of three other
renowned scientists: Dr. Paul MacLean, Dr. Candace Pert, and Dr. Bruce
Lipton, whose research further reinforced the hypotheses put forward by Dr.
Emoto.

There’s a direct link between the brain research of Paul MacLean, M.D.,
the former director of the National Institute of Mental Health’s Laboratory
of Brain Evolution and Behavior in Poolesville, Maryland, and Dr. Emoto’s
water research. The brain is nearly 90 percent water; therefore, its function
is directly impacted and influenced by the makeup of that water.

More than 50 years ago, Dr. MacLean, considered to be one of the
world’s greatest neuroscientists, hypothesized that the skull held not one
brain, but three. He referred to this as “the triune brain theory.” He noted in
his research that the three brains operated like “three interconnected
biological computers.” He referred to these three brain centers as the
neocortex, the limbic system, and the reptilian brain. MacLean believed that
each of these was connected by nerves to the other two, but each seemingly
operated as its own system with distinct capacities. He considered the
harmonious flow of “the triune brain” to be of primary importance for the
optimal functioning and health of an individual.

Let me give you a brief description of the function of the triune brain:



• The neocortex is the storehouse of higher cognitive functions such
as rational thinking and creative expression. This is the part of the
brain that separates human beings from other species. It houses our
free will, our ability to choose or take action in any given moment.

• The limbic system is a storehouse of short-term memory, emotion,
attention, instincts, feeding, fighting, fleeing, and sexual behavior. It
will trigger a hypnotic state/reptilian response as a means for
survival when an overwhelming experience occurs.

• The reptilian brain’s purpose is purely survival. It’s rigid,
obsessive, compulsive, ritualistic, and paranoid. It maintains and
regulates all bodily functions ranging from heart rate and
respiration to metabolism, immunity, and hormones. There’s no
conscious choice when a function of the reptilian brain is occurring.

According to the triune brain theory, unification of the three brains
enables the electrical frequency of thoughts, feelings, and beliefs to be
integrated into behavior. It had previously been assumed that the neocortex,
which was believed to be highest level of the brain, dominated the other,
lower levels. However, Dr. MacLean’s research demonstrated that the
limbic system, which rules emotions, had the tendency to hijack the higher
mental functions whenever necessary for survival, inhibiting emotions from
being processed by the neocortex.

In each and every moment, the body receives its instructions for
adaptation and regulation from the reptilian brain. These functions are
governed via the law of cause and effect. The reptilian brain doesn’t have
the capacity to learn, only survive. This process is purely mechanistic, and
the body isn’t able to differentiate between reality and imagination. When a
trauma is triggered that’s trapped within the limbic brain, a reptilian
reaction causes the body to respond as if it were experiencing the situation
for the first time. Dr. Emoto’s research helps us appreciate how certain
emotions can create a physical breakdown in the molecular structure of the
water comprising each of the cells within the body. This makes it difficult
for the physical life force to flow efficiently.



The body won’t break free of reacting in a survival-like fashion until the
trauma is processed consciously. From my work with The LifeLine
Technique, I’ve concluded that the limbic system serves as a stopgap,
preventing traumatic or shocking experiences from being processed by the
neocortex. Instead, the traumatic experience waits to be released, nudging
and reminding the body of the unprocessed emotions by “speaking” with
symptoms.

Healing and transformation occur when traumatic experiences and
emotions are processed to the neocortex, which occurs during sleep, while
the eyes are going through rapid eye movement (REM) cycles. This signal
of information to the neocortex facilitates a short-term memory to be
processed into long-term memory, enabling a person to learn a lesson from
a traumatic experience and consequently to live in the present moment.

The LifeLine Technique uses aspects of eye movement desensitization
and reprocessing (EMDR) to break limbic-reptilian holding patterns. Using
The LifeLine Technique Flow Chart, which has laserlike accuracy, the
process is a fast, safe, and non-content way to reconnect to and process
emotions. The beauty of the technique is that a person doesn’t need to
express openly the painful, scary, or challenging emotions; they need only
think them. When they do, the cells in their body are impacted in the same
way that Dr. Emoto’s work has demonstrated that water is influenced by its
environment.

PROCESSING EMOTIONS ON A MOLECULAR LEVEL

How the body processes emotions has also been studied on a molecular
level by Candace Pert, Ph.D. Dr. Pert, a noted researcher and
pharmacologist and the author of the books Molecules of Emotion and
Everything You Need to Know to Feel Go(o)d, has proven that
neuropeptides—the specific chemicals triggered by emotions— are
thoughts converted into matter. Webster’s New World College Dictionary
defines emotions as “complex reactions with both mental and physical
manifestations” (emphasis mine). Dr. Pert’s research discovered that
emotions reside in the body and physically interact with cells and tissues.



Integrating Dr. Emoto’s research with Dr. Pert’s discovery of neuropeptides
demonstrates the connection between our emotions and our health.

My research has shown me that when emotions are expressed— which is
to say that the biochemicals that are the substrate of emotion are flowing
freely—all systems are united and made whole. When emotions are
repressed, denied, or not allowed to be whatever they may be, our network
pathways get blocked, stopping the flow of the vital feel-good, unifying
chemicals that run both our biology and behavior.

It’s interesting to note that emotions compete for the same receptor sites
as heroin. Just as heroin is extremely addictive, so the selectivity of
emotional receptors helps us appreciate the addictive quality that dramas
have in people’s lives. We begin to crave particular emotional experiences
as a way of feeding subconscious addictions. So our identity is created by
the “network pathways” of emotional addictions.

Just as detoxifying a person from heroin too quickly can be life-
threatening, so awakening a person to consciousness without the heightened
perception, functional tools, and simple strategies to face the pain, fear, and
other challenges of life can inhibit them from being open to change.

Using The LifeLine Technique, we’re now able to locate specific
neuropeptides blocking the network pathways. By targeting specific
traumatic events, limiting beliefs, and symptoms within the subconscious
mind and body, we’re able to recreate the exact environment of trauma.
Once targeted, the intention and frequency of Infinite Love and Gratitude is
used while the LifeLine practitioner holds their hand in the sign language
mode of “I love you.” This process harmonizes and releases the network
pathways within the mind and body by affecting the molecular structure of
water that makes up each of the cells within the body. Once harmonized and
released, the pathways are open, the mind is present, and the body’s self-
healing capacity takes over.

THE ROLE OF BELIEF

Dr. Bruce Lipton, a cellular biologist and the author of the book The
Biology of Belief, is the next link in the fusion of science and spirit. His



work documents the connection between perception and health. As a result
of the research of Drs. Lipton and Emoto, we’re now able to recognize and
document how the perception of our environment is created by our beliefs.
Furthermore, with The LifeLine Technique, we’ve been able to interpret the
exact meaning of symptoms and stress—the language of the subconscious
mind— to help us reconnect to what we at one time didn’t have the tools or
strategies to process. The genetic potential of being able to harmonize
limiting beliefs will forever change the way we view genetic processes.

Dr. Lipton set out to discover the brain of a cell. Interestingly, individual
cells are like mini-oceans, being composed primarily of water. Dr. Lipton’s
intention was to find out how perception impacted the function of a cell. He
began the process by studying deoxyribonucleic acid, more commonly
known as DNA.

DNA was discovered in the early 1950s. This scientific advance was the
result of the Nobel Prize–winning work of two scientists, Dr. James Watson
and Dr. Francis Crick, based on the initial research done by Dr. Rosalind
Franklin. Since that time, scientists have discovered many ways for using
the information gleaned from DNA, from genetic fingerprinting to
identifying criminals. At the heart of their work has been the belief that
DNA is the brain of a cell. According to this belief, if people have the
genetic makeup for breast cancer, inflammatory bowel disease, or bipolar
disorder, they’ll eventually develop that disease. As a consequence, some
women are having complete bilateral, radical mastectomies without any
physical sign of cancer due to a genetic evaluation of their DNA.

The tragedy, as Dr. Lipton’s research has documented, is that DNA is not
the brain of the cell. Dr. Lipton conducted tests in which he removed the
nucleus of a cell containing the DNA. He hypothesized that if DNA were
the brain of a cell, something very predictable would happen when it was
removed—the cell would die instantly, just as a person would die if their
brain were removed. Just the opposite occurred: The cell lived. Dr. Lipton
then began to remove the individual components of a cell one at a time until
he found the specific anatomical part that resulted in instantaneous death.
He discovered that the brain of a cell was its protein receptors.

Protein receptors are very thin membranes that function like a cell-phone
antenna, sending messages directly to the nucleus. They’re not only on the
outside of a cell and the nucleus, but also in our senses—that is, the rods



and cones in our eyes and the cilia (hairs) in our nose and ears. All of our
sensory receptors are made of protein. And in an antenna-type fashion,
protein picks up the vibratory frequencies of sound and light and sends the
signals to our brain. Depending upon the message, the brain then sends a
signal down the spinal cord to specific areas of the body.

When the protein receptors on the outsides of individual cells receive the
information via neuropeptides, they send a signal to the nucleus, where the
messages are encoded. From that encoding, the protein creates the DNA for
a specific cell so that it will adapt to its environment. The nucleus,
according to Dr. Lipton’s research, is in fact the reproductive system of a
cell—it is the center of a cell’s ability to regenerate.

Dr. Lipton’s exhaustive studies also sought to find out how a cell
responds to stimuli, in a similar fashion to the way the brain reacts to the
senses. He wanted to know how the liver, lungs, or intestines react to what’s
going on in the external environment. What he discovered, as explained in
his book, was the link between beliefs and the state of health: “Cellular
biologists now recognize that the environment (external universe and
internal physiology), and more importantly our perception of the
environment, directly controls the activity of our genes.”

When it comes down to it, we’ll only perceive what we believe, and our
beliefs have a direct impact on the molecular structure of the water that
makes up every cell, organ, and system of our body. Dr. Emoto’s water-
crystal research mirrors how the perception of the “external universe”
directly impacts the molecular structure of water, the same water that makes
up the “internal physiology” of the body.

The LifeLine Technique creates a conscious awareness of both the
“external environment” and the “internal physiology” by harmonizing and
releasing limiting beliefs trapped within the subconscious mind. Water’s
molecular structure is enhanced as our consciousness begins to expand. Not
until the subconscious is made conscious are we able to choose or take
action based on what we’re truly experiencing in any given moment. The
ramifications are infinite. Creating inner peace makes it possible to create
world peace.



INFINITE LOVE AND GRATITUDE

Using a symptom as the portal, the LifeLine practitioner is able to use the
LifeLine Flow Chart to discover the specific subconscious emotional
patterns of disconnection and instantly harmonize these imbalances with the
frequency of Infinite Love and Gratitude. As with Dr. Emoto’s water-crystal
research, these profound words have a direct influence on the molecular
structure of the body. Defining “Infinite Love and Gratitude” helps us
appreciate why.

From time and the cosmos to the cycle of the seasons and life itself, the
universe is infinite. It’s forever expanding and undefined. Therefore, as a
being of the universe, your mind possesses the nature and potential of the
infinite. The infinite universe and mind are the great frontier, the endless
entity of boundless mystery. Acknowledging your connection to the infinite
universe and the infinite mind is fundamental to understanding the
unlimited potential that you possess. This view is magnified to infinity by
the core truth that you’re a spiritual being having a human-being
experience. By “be-ing,” you experience the infinite essence and wonder of
life.

It has been said that there are only two true emotions, love and fear. All
other feelings are an extension of these two. However, love takes
precedence, for it’s only when love is absent that fear is present.

The experience of fear is a gift. True fear happens in a moment of danger
and then is immediately released. It’s a survival mechanism that’s governed
by the reptilian brain. The end result of living a life in a constant state of
fear is victimization and suffering. Louise L. Hay, the author of many best-
selling books, including You Can Heal Your Life, is the matriarch of
teaching people to love themselves. She has helped millions around the
world with this simple yet profound concept. She so eloquently states, “If
you change your thoughts, you change your reality.” As Dr. Emoto has
demonstrated, choosing to love, accept, and forgive unconditionally is
universally the most powerful healing energy.

We give thanks to individuals or experiences that we value. However,
what about the painful, scary, and challenging people and experiences in
our lives? By embracing them with the “attitude of gratitude,” we’re
acknowledging them as having worth. Value gives life meaning, and with



meaning we’re able to transcend victimization and suffering. The most
powerful people throughout all of history have endured the most difficult
situations. A belief structure that every challenge is an opportunity for
growth or a vehicle for spiritual awakening empowers a person to move
through life in a heroic fashion. We all have the capacity to be heroes—to
move through the painful and scary experiences of life with faith, courage,
and determination—and to trust that everything happens for a reason, even
if we don’t understand the meaning in the moment. It all begins with the
power of Infinite Love and Gratitude.

For the past five years, I’ve been teaching seminars internationally to
both laypersons and healing-arts professionals. The philosophy of The
LifeLine Technique is simple to understand. It combines the best of natural-
healing modalities into a unified system that transforms the core emotions
trapped within the subconscious mind. Just like the transformation of
distilled water into various crystals, the change occurs instantaneously
within the mind and body. We continue to document The LifeLine
Technique and the power of Infinite Love and Gratitude with live blood-cell
analysis and have repeatedly found that both a person’s perception of their
environment and the function of their internal physiology are transformed.

Let me share an example in which the documentation was provided by
the patient’s medical doctor, with before and after reports. In the summer
and early fall of 2003, a patient I’ll refer to as “Alice” began experiencing
uterine bleeding and abdominal pains. The lower area of her stomach was
also protruding. At first Alice, who was 51 at the time, thought she might be
pregnant. Instead, a gynecological exam and subsequent biopsies revealed
three ovarian cysts and a fibroid tumor the size of a grapefruit. The masses
were all found to be benign.

Alice came to see me shortly after the diagnosis. I knew that with The
LifeLine Technique we would be able to determine the root cause of why
her subconscious mind was using the symptoms of a fibroid tumor and
ovarian cysts to communicate. But to help facilitate the healing process,
Alice had to take responsibility. I discussed with her the importance of
following the Five Basics of Optimal Health—the proper quantity, quality,
and frequency of water, food, rest, and exercise and owning her power.

As we continued to work together, the abdominal bleeding and pain
ceased, and ultrasound and sonogram tests showed that the masses were



shrinking. Despite that, Alice’s gynecologist believed that they should be
surgically removed.

On the day that Alice was scheduled to have the cysts removed, the
operating room was overbooked. After waiting eight-and-a-half hours for
the surgical appointment, she chose to leave the hospital. She later told me
that she accepted the opinion of her doctor; however, she’d been to a
LifeLine seminar and knew in her heart that her body had the power to heal
itself.

During a subsequent treatment using The LifeLine Technique, Alice’s
subconscious mind revealed a limiting belief being held in her root chakra
dating back to the age of 12 and associated with the emotions of regret,
guilt, and fear. I asked her to pay attention to what immediately came to
mind when I said those words aloud. This is what she told me:

Immediately, my thoughts went back to the time I was awakened by an argument between my
parents. It was the first time I’d ever heard them raise their voices to each other. The next thing I
knew, my father was standing above me with a knife raised over my head. But when he looked me
in the eye, he stopped. He attacked my sister instead, stabbing her to death in front of me. . . .

I thought my father hadn’t hurt me because I’d looked him in the eye; and I believe that if I’d
awakened my sister, she, too, might still be alive. I always felt guilty that I survived and my sister
didn’t. Subconsciously, I felt remorse, guilt, regret, and fear for not having the courage and
presence of mind to wake her up.

Reflecting on my experience of the treatment with The LifeLine Technique, I came to accept
and appreciate the strength and purpose of lives such as my sister’s that were so unfairly and
suddenly cut short. As a result of the treatment, I’ve experienced an inner sense of peace and
confidence and now resolve to forgive myself, and commit on a much deeper level to my well-
being in all areas of my life and relationships.

Over the next nine months, Alice made conscientious efforts to follow
the Five Basics of Optimal Health and continued weekly treatments. In
August 2005, tests indicated that her uterus had returned to normal size and
that all of the masses were gone.

RECONNECTING TO OUR POWER

The LifeLine Technique consciously reconnects us to the power of our
thoughts, feelings, and choices. If you have the belief that everything is an



opportunity, no matter how challenging or difficult, your mind will send
that positive charge to the water that makes up the molecular structure of
the cells in your body.

It’s common to think, If I can just find the right person/job/other external
solution, then everything will be just fine. However, if we don’t change
ourselves, we’ll continue to repeat the same relationships, financial
challenges, and health issues over and over again. Not until we become
conscious of the limiting beliefs and the emotions that are trapped within
the survival aspects of our subconscious mind will we begin to recognize
that other choices exist. These patterns are the language of the subconscious
mind that can now be easily understood and transformed with The LifeLine
Technique and the power of Infinite Love and Gratitude. The LifeLine
Technique demonstrates the healing power of water and quantifies the
limitless potential all people possess to heal, find inner peace, and create
harmony in their environments.

The LifeLine Law of Transformation and Creation states: Emotions
transform energy; energy creates movement; movement is change; and
change is the essence of life. It’s the fear of change that keeps people stuck
in patterns of victimization and suffering. The process of healing is a
spiritual path, the evolutionary journey to awakening your spirit. Dr.
Emoto’s research has courageously paved the way for the fusion of science
and spirit.

FURTHER INFORMATION
For further information The LifeLine Technique, see:

www.infiniteloveandgratitude.com.

http://www.infiniteloveandgratitude.com/


CHAPTER 8

DOWSING FOR WATER

by Sig Lonegren

Today, dowsing is used for many different purposes—health, earth
energies, oil, archaeology, and many more. However, by far the most
important target for diviners is water. Until recently in Britain, a liter of
water cost more than the same amount of gas in the U.S.! Many feel that the
major battles of the 21st century won’t be over oil, but over an even more
basic commodity: water.

Hydrologists explain that all water comes from the sky as rain and then
goes through the well-known cycle of falling on the land, going into rivers
and flowing into lakes and oceans, where it evaporates up to the skies, only
to fall again as rain. This is called “secondary water,” because it’s used over
and over again. Dowsers find that in addition to this source, there’s another
one. It’s “primary water” that comes from deep in the earth and is the result
of the chemical processes going on down there. For example, when you mix
an acid and a base (especially under heat and pressure), you get a salt plus
water. And where does this primary or “juvenile” water go when under heat
and pressure? It moves away, toward the surface, through any crack it can
find. It gathers to form enormous underground rivers deep in the bowels of
the earth; and when it finds a crack in the ceiling, it goes upward again in
what American dowsers call a “dome” and British dowsers call a “blind
spring.” When it very occasionally reaches the surface, it’s called a
“geyser.” But in most cases, its upward journey is halted upon reaching an
impermeable layer (such as clay), and so it spreads out laterally as veins.
From above, this looks like a spider with an odd number of legs.

Most holy wells come from this primary water. In addition to H2O, many
of them have other elements mixed in as well. At the Chalice Well in



Glastonbury, England, for example, the water is called “chalybeate.” While
it runs clear, it’s full of iron. Across the road, the White Spring is full of
calcium [see Chapter 17].

Well above the timberline and only a short distance from the top of
Mount Katahdin in Maine, where the sun first hits the United States each
morning, is a spring of water. Above it is only hard rock. So where does
that water come from? It can’t be rainwater percolating down from above.
It’s primary water, and it comes from way below the base of that impressive
mountain. The message here is that while we’re facing a critical shortage of
secondary water around our planet, there are ample supplies of primary or
juvenile water that dowsers can find for us.

No dowser hits water 100 percent of the time, but there are water-well
dowsers in California who consistently have success year after year
between 85 and 95 percent of the time. Not only can they tell their clients
exactly where to put the drill bit in, but how deep they’ll have to go and
how many gallons a minute they’ll get!

Dowsing is a practice that enhances our intuition and can connect us to
sources of information that can’t be found through rational methods. Until
relatively recently in our history, diviners were burned at the stake. But one
form of divination was judged too important to include in this witch hunt,
and that was water dowsing. Despite sometimes being referred to as “water
witching,” it was just too valuable a skill to wipe off the face of Europe, as
happened with so many other uses of this ancient art.

It’s only within the past half-century that these other applications have
been rediscovered. And it’s amazing how many of them are also directly
connected to veins and domes of primary water. For example, domes of
primary water are found underneath all ancient sacred sites. This was first
noted by Reginald Allendar Smith, who worked for the British Museum and
in 1925 became the Trustee Representative on the Ancient Monuments
Board for England. After he retired in the 1930s, he was one of the first to
publish articles in the British Society of Dowsers Journal stating that he had
dowsed water under all of the ancient sacred sites that were also attracting
the attention of ley hunters. (One can commit any heresy after retiring!)
According to the theory of ley lines, the water is yin, and the energy leys—
six- to eight-foot wide straight beams of energy that cross at power centers
directly over the yin veins or domes of water—are yang.



Likewise, information about many archaeological sites can be enhanced
by seeing their relationship—or lack thereof—to water. For example, most
Bronze Age hut circles in Britain weren’t built over primary water.

In terms of health, German dowsers found in the 1920s that certain
houses had a high incidence of cancer—Krebs Häuser (cancer houses). And
under these houses, but not their neighbors’, they found crossings of
underground veins of water.

It seems that it is the flow rather than the water itself that’s associated
with many forms of degenerative disease. Drinking-water dowsers, who
open themselves up to these energies, can frequently be seen wearing
copper bracelets to help ease the pain of arthritis. Many alternative-health
practitioners find that all their work can be undone if their patient goes
home after a treatment and sleeps over underground water crossings. Again,
it’s the flow that seems to cause the problems. (Primary water, once it
reaches the surface of the earth, is usually perfectly fine to drink.)

So underground water plays an important part in many areas of dowsing.
It can contribute to contracting disease, and it can enhance the possibility of
connection with the numinous at sacred spaces; but it’s the ability to find
good sources of primary water that will be dowsers’ major contribution to
the 21st century.

RESOURCE RECOMMENDATIONS
Sig Lonegren, Spiritual Dowsing, Bloomington, Indiana: authorHouse,

1986, reprinted 2004. History of earth energies, healing and other uses of
dowsing today. A book for the spiritual pilgrim.

Sig Lonegren’s Website (lots of information about water and dowsing):
www.geomancy.org

If you want to learn how to dowse, check out:

• The American Society of Dowsers, www.dowsers.org

• The British Society of Dowsers: www.britishdowsers.org

http://www.geomancy.org/
http://www.dowsers.org/
http://www.britishdowsers.org/


• Dowsing organizations around the world:
www.britishdowsers.org/groups_2a.html

http://www.britishdowsers.org/groups_2a.html


CHAPTER 9

LISTENING TO WATER

by Miranda Alcott

Sharing water with the firefighters, EMTs, police officers, and chaplains at
what was left of the World Trade Center after September 11 created some of
the most sacred moments of my life.

What brought us all together was a few simple bottles of water available
at designated spots on the site. I wondered if anyone standing around the
flats of bottled water in exhausted silence was aware of the healing
properties of the liquid they were holding. They were replenishing what had
been lost due to extreme stress in their already fatigued bodies. They took
giant trusting gulps as we stood amid the rubble and body parts. Were they
drinking to quench their thirst . . . or to put out their emotional flames?

I’m a crisis responder, intuitive healer, and counselor with a master’s
degree in spiritual psychology. But most important, I’m a listener. Together
with my service hearing/crisis intervention canine, Whisper, in my daily
practice I work with people who are confronting some form of crisis in their
lives. They may have deep issues—recent or sudden deaths in their
families, exposure to mass critical incidents, diagnoses of terminal illness,
and life-direction decisions—or the simple yet overwhelming physical toll
of everyday stress.

My work allows me to experience many different energetics in places
and with those I go to help. Many of the things I observe aren’t visible to
most people. I’m able to experience, listen, and see energetic fields, colors,
frequencies, and vibrations that most others aren’t aware of.

I do this by using what’s currently referred to as a holographic paradigm,
which includes quanta, or small groupings of energy. These groupings in
turn make up atoms that resonate at individual frequencies. At an



infinitesimal level of existence, energetically, we’re all a part of the whole;
but each atom’s frequencies are so unique that every one of us carries a very
individual energetic “snowflake.” What I experience are the different
“signatures” that constitute the fields that permeate and surround each of us
and, in fact, all living organisms.

Some of these energetic “nets” of wavelike structures appear as
diaphanous forms that make themselves visible to me in a floating manner.
They can be created by many events—violent crime, a natural disaster, or
simply by the laughter of children. Some result from simple tones of music,
which put on a light show the likes of which can only be rivaled by the
aurora borealis. (There are more complete examples in my soon-to-be-
published book, An Extraordinary Journey Through an Ordinary World.)
Other energies I see are those that are working 24/7 to keep our bodies
running at top efficiency. “Looking” at these energetic forms and fields, in
combination with the energetic directives I receive, allows me to access the
information from which I work.

My conscious association with water has been going on for quite some
time. At two and a half years old, I watched one morning as a pool of water
reached up to help a bird rinse its feathers. And early in my life I noticed
that although most animals drank lots of water, there were some people who
didn’t drink much, if any. I didn’t understand this, and for a very long time
couldn’t imagine refueling my body without water’s presence. I watched
water around these individuals, but didn’t see any answers until years later
in my private practice, when I noticed that the people who spoke of the
mental, physical, emotional, or spiritual abuses in their lives were the same
ones who usually wouldn’t open the bottle of water I offer at the beginning
of each session.

In observing my clients’ interactions with the water offered, I saw that
there were some who accepted it as a social gesture, some who fondled it in
contemplative moments, and some who drank the entire bottle as soon as
they could get the top off. When I would ask how they felt about interacting
with the water, each of them seemed to hold the belief that drinking,
ingesting, or holding it would, at that moment, somehow intensify their own
issues. I also noticed that some would began their de-stressing processes
almost as soon as they were offered the water. From then on, I used water as



an active participant when called out into the field for my crisis-response
work.

One of my earliest experiences with water out in the field was during an
emergency response at our local airport. I saw a woman in physical distress
who had fields of faintly colored energy surrounding her body. These colors
were rapidly fading in and out. The closer I got to her, the more I felt my
blood sugar lower. She was holding a foam cup filled with what I assumed
was juice, as the energies rolling off the surface of the cup were of a pale
organic orange. As I got closer to her, I noticed that the cup was filled with
water. How could water, which normally emits many colors, be emitting
only one color? The woman’s energetic field was so faint and mottled that I
quickly called a nurse over.

Later that afternoon the nurse sought me out to tell me that the woman
was a diabetic and had been experiencing a diabetic collapse. The water had
been reflecting what she’d needed earlier: orange juice.

WATER AS HEALER

The effects of water’s presence in our lives are so obvious that many of
us take them for granted, yet we’ve all noticed how excited children
become when they interact with this substance. It also has its own character.
Have you ever noticed, when entering an empty room, that if there’s a
pitcher of water in it, you don’t feel alone?

We take water with us everywhere these days. When we’re hiking or
exercising, we carry bottles of it for regeneration and rejuvenation. We’re
created in water, bathe in it, cleanse wounds with it, and can die when we
don’t have enough of it. With roughly two-thirds of our planet covered by
water and our bodies containing similar proportions of it, is it any wonder
that it’s such an amazing conduit for our thoughts, energies, and healing?

Nature provides so many ways for us to live more easily if we can only
be more sensitive to what surrounds us, and animals can be such great
teachers for us all. Recently, I stood in the high mountains of New Mexico
while the lightning-filled charcoal clouds announced a coming storm. As
the ions increased, I watched a beautiful coal-black stallion prancing to



discharge the intensity of the electromagnetic energy. He did this by tossing
his head, arching his tail, and bucking himself off the ground, breaking the
build-up of static electricity. He instinctively knew what he needed to do in
order to release the accumulation of the converging energies. When the rain
clouds broke, he calmed, and water soothed his body.

I believe that we have a primordial relationship with water as our earliest
parent—one of the life forces from which we sprang. It can be so
comforting, while also having an uncanny ability to reflect emotions. The
reason for this, as I understand it, is that thoughts are energy, which creates
vibrations. These can have color and distinct forms, all of which I see.
There are also more hues than we perceive with our eyes, including what I
call “colorless colors.” When water’s healthy, I experience it as a glowing
liquid light that hums. Vibrations give me information, and once I have that,
I wait for an energy flow, or “energetic directive,” to see how I’m supposed
to help.

As a listener, I naturally pay attention to most beings. In April 2003, my
service dog, Whisper, reacted very strongly to the photographs of water
crystals that Dr. Emoto was displaying during one of his presentations in
Los Angeles. She reacted to both his crystal images and to the vibrations of
his tuning fork. Whisper is a healer in her own right, and she was deeply
affected by the communication that she saw in Dr. Emoto’s pictures. Her
reaction was one of surprise, as she looked at the huge images displayed on
the screen. I watched her as she stared at each slide, appearing to
communicate with some of the images. At one in particular, she sat upright
and was visibly moved. I was deeply touched by the photographs; and it
occurred to me then, after so many years of working with water, how
patient it is with us all.

Dr. Emoto gave me his card, and when Whisper and I saw him speak
once again in Santa Fe several months later, he asked us to participate in his
next book. We were thrilled!

The following December, Dr. Emoto came to one of my evening intuitive
presentations. I asked anyone wishing to work with me to choose one of the
bowls of water located in the back of the room. They were instructed to
place their most pressing issue or question, in thought form, into the
kindness of the water.



Above: Miranda with her dog, Whisper.

A red-haired woman of about 35 gave me her first name, handed me her
bowl of water and stood off to my side, motionless. After a few moments,
the vibrational patterns and colors in the water became apparent to me. I
watched as its energetic field made clear what she needed to know. The
surface of the liquid was acting like a screen, reflecting her inner confusion,
deep fear, and physical illness. I could see by looking at the energies
surrounding her body that this physical illness was manifesting itself as
tension in her musculoskeletal system: bones, muscles, and joints.

As I worked with her nonverbally, I could see that the energy, colors, and
vibrations emanating from her body were becoming more vibrant. I then
verbally relayed to her what was taking place currently in her life. As I
spoke to her about how she could dispel her physical issues, she and the
water began to take on more of each other’s properties, appearing more and
more similar. A woman and a bowl of water, which had started as two
distinctive elements, were now experiencing an energetic exchange.

Being hearing impaired, I use a sign language interpreter. With the lights
in my eyes I couldn’t see the woman’s face, so I looked at my interpreter to
see if she had any questions or needed to say anything. My interpreter had
no signs for me, so I continued.

I saw that the woman’s body was wrapped in fields of fearful emotional
energies. They were encasing her chest area and causing some restrictive
breathing patterns. In checking for any kind of genetic illness, I saw that the



tightness in her chest came from a current emotional situation, which was
the cause of her fear.

Happily, she remained receptive for the entire time I worked with her,
and I could see the colors and energies surrounding her body shifting.
Simultaneously, so were the energies and colors of the bowl of water. Her
innate self-altering processes were affecting the water inside her body,
which in turn was resonating with the water in the bowl. Even though she
was no longer physically holding the bowl, they were inextricably
connected. The water revealed that her life would be taking a new direction
and that her deep fear of this change was contributing to her physical
illness. I let her know that it was imperative that she understand that her
illness was very possibly of her own creation. She thanked me and wept as
she returned to her seat.

Several weeks later I crossed paths with the woman again. She told me
that she’d always been unable to deal with stress and had recently been
hired for a new job and was feeling very uncertain if it would end up taking
over her life. She said that after I worked with her, the pain in her joints had
stopped and the tension in the rest of her body had been released. She told
me that ever since that night, she has never looked at water in the same way.

At another one of my evening presentations, a man in his late 40s came
and stood next to me in silence and handed me his bowl of water. What I
saw in it was that he wanted to know what was wrong with his health. I
could see that he was incredibly tense, with ruddy fields of opaque energy,
which pointed to his health condition possibly being chronic. When I
suggested that spending time floating in water might help him, the look on
his face was one of disdain as he returned to his seat.

Several months later, in a local market, his wife introduced herself and
told me how grateful she was that they’d come that evening. She said her
husband had been going to doctors who’d prescribed several medications
and told him that unless he took them, he’d become very sick. The man
hadn’t listened to them and hadn’t taken the drugs. Although he was fairly
certain that water couldn’t help him in any way, either, his wife told me that
after my presentation, he’d gone home and spent considerably more time
floating in their pool. A few months later when he went for his next medical
appointment, the doctor was pleased to see that his blood pressure had
dropped significantly and commended him on finally taking the prescribed



medication. As his wife tells it, her husband just laughed and said,
“Actually, all I did was float in water.”

The “floating man” and the union between the red-haired woman and the
small bowl of water reminded me of the small bottles of water in the large
hands of those men at Ground Zero. But what was the water actually doing
for the people at Ground Zero? Watching as they used it to rinse the dust
from their masks and the grime from their eyes and tilted their heads back
to take a drink, I saw that each of them went into a place that was soothing
for them. Whether that was a precious memory of their family, a special
vacation, or their kids’ faces, water had become a portal to a rare moment
of reprieve from their horrific surroundings. Taking a simple drink had
created a sacred moment with a great healer.

EXERCISE TO FACILITATE LISTENING TO WATER

If you’d like to connect with the healing power of water, just sit quietly
for a moment and “hear” its sound. In your mind’s eye, see a form of water
that you enjoy experiencing: a breezy mountain lake, a reflection of fall
leaves in a puddle, a large rushing river, a beautiful city fountain, a salty
ocean, a desert monsoon sky, or a high-mountain snow pool. Watch these
images in your head. Can you feel the changes inside you as the water in
your body “recognizes” the vision of the water that you’re seeing? What are
you physically experiencing as these elements resonate with each other? Is
the rhythm of your body altering slightly?

In your stillness, what can you hear water telling you? Become quiet and
still and allow your entire body to “listen” to its whispers. Whatever it has
told you is very powerful guidance. What you do with this wisdom depends
on what your commitment to your life is.

Once you’ve received your gift, you’ll continue to hear the flow of water
as it gently takes a place in your heart. Don’t be surprised if your dreams
also bring you healing messages from water.





CHAPTER 10

THE WATERS OF LIFE

by Carrie Jost

Water is a mystery—a mystery we can feel when we yearn to be by the
sea, a river, or a lake when the weather is hot. Its presence balances the heat
and reminds us that all life began in water. It speaks to our bodies. Within
those bodies are the counterparts of the waters of Earth: the oceans of salty
water that bathe every cell; the rivers and streams, which direct the three
major fluids to the parts of the body that need them; the lakes and pools of
the organs, which hold the reservoirs and inform the senses. Just like Earth,
we, too, are 75 percent water.

Water is feminine. It curves and moves in spirals, vortexes, and figure
eights. It’s also in a state of constant motion. If it becomes still, it stagnates
and attracts the energy of decay and disease. The water within our bodies is
also in constant motion, moving in the same ways as that of the Earth.
Water is both life giving and life sustaining.

Water is able to grow and expand. It’s also able to dissolve and expel
solid particles. It’s important that it has the ability to cleanse and purify
itself. A lively mountain stream can expel the dissolved particles from a
rotting sheep within 150 yards.

ENERGY IN MOTION

We begin our lives in a sac of water, a warm ocean that’s constantly
rocking the new life within it. The fetus is at one with this sea, nurtured and
supported through the waters of the mother’s womb. This is the baby’s first
experience of receiving information, which is transmitted via the



surrounding waters and the fluids along the umbilical cord. It’s apparent to
me from my healing work with clients that the mother’s feelings are also
transmitted through this medium. Trauma and shock will unsettle the fetus,
while love, acceptance, and other positive feelings will nurture it.

Over the years, it has become clear that water is affected by the subtlest
of vibrations, including emotional states. Blessed water is at the heart of
many spiritual traditions and is known to have healing properties. Now we
have the findings from Emoto’s work to show us visually the direct effect
that emotions have on water—they change its structure. Positive thoughts
and feelings create the most beautiful of frozen pictures, while negative
ones result in distortion and discoloration. This is water receiving and
transmitting information at an emotional level.

Emotion, or “e-motion,” can be seen as energy in motion. Water in the
body—whether it’s the great ocean that bathes every cell; the rivers of
blood, lymph, and cerebrospinal fluid; the little streams of the capillaries
and minor nerves; or the great lakes of the stomach and the pools of the
eyes—can stop functioning optimally if there isn’t enough of it or if it
becomes too still. [See Chapter 6.] When our emotions are unacknowledged
or unexpressed, they, too, can become stuck and suppressed in a part of the
body. [See Chapter 7.] They may consolidate into thoughts or belief
systems, which then become patterns of thinking and behaving. From my
experience, this is likely to occur in the fluids of the body and may result in
disease, chronic conditions, and illness. We know from the work begun by
Louise L. Hay that many biochemical problems and disease states have an
emotional aspect that has often gone unrecognized.



DEHYDRATION

What happens when we become dehydrated? Dr. Fereydoon
Batmanghelidj says that in his experience, “It is chronic water shortage in
the body that causes most diseases of the human body.” When we lack
water, we lose our vital connection with this life-giving substance, and the
result is stress in our physical systems. All the fluids of the body become
affected, the information transmission is scrambled, and we no longer work
efficiently on all levels. Without sufficient water, we’re not allowing the
fluid intelligence of life to nurture and sustain us.

For example, when we’re learning new things, the brain uses up a lot of
water by connecting to what it already knows, adding the fresh information,
and attempting to make conscious what may at first be beneath
consciousness. Drinking extra water helps hugely in the learning process.
This has been tried in schools and other learning environments with great
success.

The nervous system, including the brain, operates in the cerebrospinal
fluid. If this part of the body is lacking in water, then the brain and nervous
system go into a stressed state. Anxiety, panic, tension, difficulty with
learning, and even clumsiness can result. Ironically, the stress itself can
cause further dehydration, as the nervous system needs more water to cope
with any new situation.

We can apply our understanding of water in a metaphorical way to the
fluids of the body. We can easily check if a person is dehydrated by using
kinesiological muscle testing. This can tell us the location of the problem,
how it’s affecting the system, and the trigger that set it off in the first place.
Old traumas, shock, ongoing emotional states, and other difficulties may all
trigger imbalances.

A young woman came to see me because she was suffering from anxiety,
panic attacks, and asthmatic breathing. I found that she wasn’t dehydrated
overall. She knew the value of drinking six or seven glasses of water a day.
She knew not to count tea, coffee, and fruit juice as water, since the body
treats them as food. Nevertheless, we found that her nervous system was
dehydrated. For some reason, her body wasn’t absorbing water in this area.
Using kinesiology, I tracked the source of the problem and we found that
the trigger was a trauma in her family some years before. She remembered



that her asthma had started then (this condition can be one of the signs of
dehydration in the body).

A potent approach to healing is to witness the trigger, accept it, and then
find the appropriate energy technique to restore balance, health, and vitality.
Here, we used energy techniques to restore the young woman’s nervous
system to a state of full hydration. She didn’t even need to drink any more
water than before. After the treatment, her anxiety and panic decreased and
her wheeziness disappeared. She was able to move forward in her life,
leaving the trauma behind her.

THE WATER ELEMENT

When water spirals, it’s making the movement of creation. All growth
takes place in a spiral. Watch a fern unfurl, a bean grow out of the ground,
or the petals of a rose unfold, and you’ll see this spiraling motion in
operation.

The DNA in the center of each of our cells is a spiral—a double helix
that carries our inheritance. Ancestral influences are passed on through it
and also through the water element, according to ancient Chinese tradition.
The emerging science of epigenetics is now showing us that we not only
inherit physical traits (such as size, eye color, and tendencies toward
particular diseases), but also emotional states. These are often held in the



water element and in particular in the kidney meridian, one of the paths of
energy that run through the body.

A young man came to see me wanting to be more confident and to take
the next step on his path in life. He found it hard to think positively about
himself and felt held back by his anxiety about change. We discovered that
his DNA and kidney meridian were low in energy. (Kidney energy
problems often manifest as anxiety or fear.) Muscle testing showed that
he’d inherited an emotional pattern from his father, and that it reached back
in his ancestry for 16 generations. The pattern was one of anxiety and fear
about change and moving on in life—exactly what he was experiencing. He
also recognized this in his father. An additional pattern from his mother,
who’d been anxious about giving birth to her son, was also affecting his
kidney energy.

By working with the energy of the kidney meridian, we were able to
restore balance to the DNA and the water element, and then hydration
became optimal in every system in the young man’s body. Now free of the
pattern of fear and anxiety, he found a spiritual teacher, made changes in his
way of life, and began to feel good about himself.

The water element in many ancient traditions is the one that relates to
nourishing and nurturing. In the Native American tradition, Father Sun
brings his love and passion to Mother Earth, who receives this; and together
they give birth to their daughter Water, a Goddess and the Spirit of the
plants, who brings life and beauty to the earth. It seems that we in the West
have forgotten the ancient stories and the beauty of honoring the balance of
nature that we can still see in other cultures.

The first acupuncture point on the kidney meridian on the bottom of the
feet is called “Bubbling Spring.” It’s a major point for energy input. When
we walk, this part of the foot acts as a pump and encourages the waters of
the body to move. It’s natural for them to circulate and, as already
mentioned, if they become too still, they turn stagnant. To encourage
movement, we can walk, run, or do whatever activity we enjoy. Figure
eights will spiral the body’s waters into motion and energize them. So by
circling the body, we can enhance our flexibility and the flow of our waters.
Belly dancers know this!

A woman who was having eye problems, with fuzzy sight and a slight
gritty feeling in her eyes, came to a seminar I gave about kinesiological



ways of working with water. I see the eyes as two of the lakes in the body.
For a lake to stay healthy, it needs a throughput of water. So we muscle
checked and found that figure eights would be a helpful remedy for this
woman. She rolled her eyes in a sideways “eight” movement, and then went
on to move both her eyes and her neck in this way for a short time.
Afterward, her sight became clear, her eyes looked brighter, and the gritty
feeling disappeared.

THE MEMORY OF WATER

“I know it in my waters” is an old saying. It may be accurate, when we
consider that water has a memory. It recalls what it’s like to be healthy and
strives for this state of perfection in its motion. It also remembers subtle
energies that have passed through it.

The memory is actually a vibration. This can be very powerful— when
information in the form of a vibration is introduced into the body, it can
bring about healing to the entire system. Homeopathy works in this way,
using the power of water to absorb and retain information that has been
shaken into it. Flower essences, pioneered by Dr. Edward Bach, work in a
similar manner, using the vibration of flowers in water to trigger self-
healing. [See Chapter 20.]

The waters in the body are always ready to receive information from the
environment. We continually receive and give out information through our
sensory organs and also through our chakra system (the word chakra from
the Sanskrit for wheel). These wheels of energy are vortexes, which are
linked to the nervous and hormonal systems. They act as gateways from the
subtle realms to the physical and from the body to the environment. In this
way, we’re connected to all life.

The common factor here seems to be water. As we bring information into
our bodies, our fluids pick up the data and send them to the relevant part of
the system. Messages will also be sent out to the world around us. This will
give us a particular kind of reception from the people we’re with. Within
the body, a similar system is in operation. Here, our waters are affected by
the signals we give ourselves. Messages of love, appreciation, or kindness



will affect us in a positive way, while negative feedback will eventually
cause problems with our well-being.

Over the years of working in the field of natural therapies, I’ve become
more and more aware of the importance of water. It’s an obvious factor in
creating and maintaining health and well-being. Increasing research,
including that outlined above, has pointed out that the way we treat water,
in the world and within our bodies, is significant both for our own health
and that of the planet.

We’re all looking for vitality, happiness, and good health; and we have an
ally: water. Once we acknowledge this and recognize its nurturing and
healing powers, we can begin to feel it working for and with us. Water ties
us all to each other and to every other life form on Earth. We could begin by
feeling connected to each part of ourselves.

WATER TIPS

• Drink six to ten day—more if you’re learning, and more if you’re
stressed.

• If drinking a minimum of six glasses a day, take some salt to
balance the water.

• Start the day with one or two glasses of water to flush the system
and bring new life to your day.

• Drink deeply to energize and feed the water element in your body.

• Sip slowly to detox and cleanse.

• Hold the water in your mouth for a few seconds to encourage
absorption.

• Dechlorinate tap water by letting it stand in a jug— the chlorine
will evaporate.



• Energize water by stirring it, blessing it, or using a water-energizing
device.

• Move your internal water pump: Run, walk, move your ankles, and
do any other foot or leg movement that you enjoy.

• Get a foot massage.

• Circle the body—move in figure eights with your eyes, head, hips,
and shoulders.

• Heal scars by moving your hand in a figure eight over them.

• Talk kindly to yourself (and your inner waters) with appreciation,
respect, and acceptance.

• Speak to others in the same way.

FURTHER READING
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Health Solutions, 1997.

Callum Coats, Living Energies, Gateway Books, 1998.

Candace B. Pert, Ph.D., Molecules of Emotion, Scribner, 1999.

Michel Schiff, The Memory of Water, Thorsons, 1994.

Peter van Oosterum, Tears: A Key to a Remedy, Ashgrove Press, 1997.
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PART III

SPIRITUAL AND
MYTHOLOGICAL 

PERSPECTIVES





INTRODUCTION

Water has been revered over thousands of years for its powerful spiritual
qualities. In the following chapters, we’ll see how this respect is a common
theme in many of the world’s religions, and how water is used both for
sacramental purposes and in stories for teaching the faith.

Animism is the oldest spiritual path, dating back to the earliest times, and
José Luis Stevens’s paper gives a glimpse into an era when the spirits of
local rivers, lakes, and seas were universally revered. Their help and
guidance were essential to early humans’ very survival in a dangerous
world.

Starhawk continues in a similar vein, with her deep understanding of
paganism and its rituals.

Other authors explore how water is central in many major religious
traditions, including Hinduism, Christianity, and Judaism. All have the
common theme of the powerful cleansing and purifying properties that
water possesses and its centrality in the processes of redemption and
forgiveness, as well as initiation into faith.

The spirit of place, especially important for understanding spirituality
and water, is also a concept that several of these papers have in common. In
many cultures, ancient and modern, the powers of water are believed to be
especially strong in certain locations—such as the sacred river Ganges in
India, one drop of which is said to cleanse the soul of all karma. In the same
vein, Doreen Virtue describes the goddesses and presiding female saints of
Lourdes and other holy places, Richard Beaumont writes about the Roman
spa of Bath in England, and William Bloom explores the Chalice Well of
Glastonbury.

Maril Crabtree’s essay ends this section (and the book) practically and
inspiringly, with a range of ideas and rituals for readers to try themselves,
from simply drinking a glass of water or taking a shower with awareness
and appreciation, to techniques for healing illness.



What’s most astonishing about this collection of essays is the remarkable
unity that so many diverse traditions display in their perception of water
over countless ages. Surely this alone would be enough to provoke
scientific inquiry into the nature of water. In fact, science itself has recently
added its own vast body of discoveries about water and its centrality to the
life of this planet.

It should now become clear that the scientific and the spiritual qualities
are simply two sides of the same coin. So, for example, just as water can
store memories and be influenced by thoughts and feelings, so it’s also able
to use this absorptive property to remove and cleanse negative emotions and
their effects from people and leave them prepared to move on in their lives.
This is an aspect widely used in religion; the indigenous cultures of South
America use waterfalls to this end, while the Hindus of India bathe in their
sacred rivers, especially the Ganges.

We can hope that in time, all modern societies will come to honor water
and its spirit as much as ancient traditions have done through the ages.
That’s certainly my desire and intention.



CHAPTER 11

WATER IN CHRISTIANITY

by Alan Walker

The Bible begins and ends with images of water. At the beginning of
creation, “darkness was upon the face of the deep, and the spirit of God
moved upon the face of the waters” (Genesis 1:2). At the end of time there
will be a new heaven and new Earth. There will be no more sea, but “a pure
river of water of life, clear as a crystal” (Revelation 22:1) will flow from
God and quench the thirst of all who drink from it (Revelation 22:17).

In the mythological worldview of the Old Testament, water stands for the
primeval chaos that God must overcome to begin His work of creation. The
sky (or “heaven”) is a “dome” in the midst of the waters, separating the
ones above from those below (Genesis 1:6–8). Then the waters below are
gathered together in one place so that dry land might appear, and so the sea
and the earth are created (Genesis 1:9–10).

We hear echoes elsewhere in the Hebrew scriptures of a primordial battle
between God and sea monsters: “You divided the sea by your might; you
broke the heads of the dragons of the waters. You crushed the head of
Leviathan” (Psalm 74:13–14).

God’s work of creation, therefore, hasn’t destroyed the primeval chaos,
but pushed it back. The sea is set limits, and the waters are ordered to stick
to them (Proverbs 8:29); but they still pose a threat. Humans are aware that
their lives are, as it were, suspended over the brink. Not surprisingly, the
biblical writers looked forward to a time when this threat would be removed
— when “God will punish Leviathan the fleeing serpent, Leviathan the
twisting serpent, and he will slay the dragon that is in the sea” (Isaiah 27:1)
—and saw a dry ocean as a sign of the final establishment of God’s rule on
Earth.



In the meantime, God keeps the waters under control so that those “who
went down to the sea in ships, doing business on the mighty waters . . . saw
the deeds of the Lord, his wondrous works in the deep” (Psalm 107:23–4).

When God despairs of the wickedness of humankind and resolves to
undo His creation, He does so by unleashing the waters in a flood, allowing
only Noah and his family to survive (Genesis 6–7). Later, when the
Israelites are escaping from Egypt, God separates the waters of the Red Sea
to allow them to cross and releases them to destroy the Egyptians (Exodus
14–15).

Of course, for the most part, water appears in the ordinary sense of the
word in the Old Testament as an essential element for drinking and
washing, particularly so for a people living in or on the edge of a desert.
Paradise was portrayed as an oasis, and water was also used to depict the
blessings that came from God: “Let justice roll down like waters, and
righteousness like an ever-flowing stream” (Amos 5:24).

In the New Testament, Jesus begins his ministry in the wilderness of
Judea by being baptized by John in the river Jordan (Matthew 3). Baptism
originally simply meant to “dip” or “immerse” in water. In the 1st century,
the Jews had a ceremony of “proselyte baptism,” which was an initiation
ritual for converts to Judaism. John says his baptism is “for repentance”
(Matthew 3:11), and he understands it as preparation for an imminent fresh
intervention by God in the world.

Christians believe that moment arrived with the Incarnation— the entry
of the Son, the second person of the Trinity, into the world as a man. By
sharing our human nature, God makes it possible for us to “participate in
the divine nature” (2 Peter 1:4). By dying and rising again, Jesus Christ
conquers death and offers a share in his risen life to all who identify with
him through faith and are baptized.

Christian baptism, therefore, has a much broader and more profound
meaning than that of John. It’s not simply a ceremony marking entry into
the Christian community in the way that circumcision marks a boy’s
membership to the Jewish people, and it’s far more than a “naming”
ceremony.

Baptism is a mystical participation in the death and resurrection of
Christ. The candidate goes under the water, “drowning” to his or her old
life, and is then dramatically drawn out into a new kind of existence.



Christians believe that the church isn’t simply an association of like-minded
people, but is the very “body of Christ,” which, in another mode, burst out
of the tomb at Easter. In the early church, baptisms were principally
conducted at Easter to reinforce this connection.

In the baptismal liturgy, the water is blessed with words that call attention
to the place of water in the history of salvation:

Father, we give you thanks and praise for your gift of water in creation; for your Spirit,
sweeping over the waters, bringing light and life. 
      You delivered Noah from the waters of destruction; you divided the waters of the sea, and by
the hand of Moses you led your people from slavery into the Promised Land. 
      In water your son Jesus received the baptism of John. . . . In it we are buried with Christ in his
death. By it we share in his resurrection. 
      May your holy and life-giving Spirit move upon these waters. Restore through them the beauty
of your creation. . . . Drown sin in the waters of judgement. 
      Now sanctify this water that . . . they may be cleansed from sin and born again. . . . (Common
Worship: Christian Initiation, 2006)

The meaning of baptism as a “drowning,” clear when performed as an
immersion, has been obscured by the practice of baptism by “affusion”
(pouring) or “aspersion” (sprinkling) and by the use of bowl-like fonts.
Similarly, this has also encouraged a misplaced emphasis on the aspect of
“cleansing” in baptism, which is confusing (even distressing) when the
candidate is an infant.

Christians understand baptism to be a washing away of “original sin,” the
condition of being alienated from God, which is characteristic of all
humanity and mythologically inherited from their first parents, Adam and
Eve. This is possible precisely because the human Christ has paid the
penalty for sin in his death on the cross and made possible again the
fellowship humanity enjoyed with God in the Garden of Eden.

Baptism is described in Christian theology as a sacrament, that is to say,
“an outward and visible sign of an inward and spiritual grace” (Book of
Common Prayer). It’s an “effective” sign, one that actually brings about
what it signifies, by which God works invisibly within us.

Sacraments are not magical. They’re not at the disposal of men and
women who happen to know the words or how to perform the actions. They
work because part of humanity is being restored to its proper relationship
with God, and so to its intended dignity and status. They belong to a
redeemed space within the “fallen” world.



In the language of the gospels, this space was called the “kingdom” of
God and was actualized when Christ lived on Earth and “went about among
us.” The miracles that he performed may be interpreted as signs of the
kingdom “overflowing” into mundane reality. Interestingly, the first of these
was the transformation of water into wine at the wedding feast in Cana
(John 2:1–11).

Wine itself is, of course, pregnant with meaning in Christianity. At the
Last Supper, Jesus identifies wine with his own blood and instructs his
disciples to share wine in memory of him until they’re reunited in heaven
(Matthew 26:26–29). The next day, Good Friday, they see blood and water
flowing from his side when it’s pierced by a Roman soldier’s spear to
confirm that he has truly died on the cross (John 19:34).

To this day, when Christians meet to remember Jesus, a little water is
mingled with the wine that is to “become” his blood. As the priest does this,
he whispers one of the “secret” prayers: “By the mystery of this water and
wine, may we share the divinity of Christ as he humbled himself to share
our humanity.” The wine represents the divinity, the water the humanity. In
the Eucharist— the mystic supper—Christians have a foretaste of the divine
life that’s promised to them and prefigured in the turning of water into wine
at the marriage feast.

We’re to understand the occasion when Jesus “walks on water” (Matthew
14:22–33) in a similar way. The miracle is not a display of power in which
Jesus bypasses the laws of nature, nor is it a “natural” act that the
eyewitnesses failed to understand (such as that Jesus was actually walking
on submerged ice). What the disciples are witnessing is a manifestation of
the world as it’s meant to be and was before the Fall, a world where the
forces of nature and humanity are in harmony with one another. Jesus even
encourages Peter to follow him onto the sea as a foretaste of the restored
creation.

There are other occasions in the gospels in which water plays a central
role and illuminates important aspects of Christian teaching. At Jacob’s
Well, Jesus asks a Samaritan woman who’s drawing water if she could give
him a drink. When she expresses surprise for “religious” reasons (Jews
normally had no dealings with Samaritans), Jesus tells her that if she’d
known who he was, she would have asked him for a drink and would have
received in return “living water”: “Everyone who drinks of this [well] water



will be thirsty again, but those who drink of the water that I will give them
will never be thirsty” (John 4:13–14).

He isn’t simply using a metaphor in which water represents faith. Jesus is
pointing to a time when the elements, along with the whole of creation, will
be restored. Christianity doesn’t reject the material world or consider it as in
opposition to the spiritual. Everything God made is “good” (Genesis 1:31);
although everything, too, has been affected by humanity’s disobedience.

At the Last Supper, Jesus “poured water into a basin and began to wash
the disciples’ feet” (John 13:5). He tells them, “Unless I wash you, you
have no share in me” (John 13:8), thus making a connection with baptism.
The next day, his life will be poured out like water on their behalf. Then he
instructs them to “wash one another’s feet” (John 13:14) because “sharing”
in him isn’t an individual but a social experience. Salvation in Christian
terms isn’t an escape from the world, but a call to the service of others. A
ceremony of the washing of feet is performed each year in Christian
churches at the beginning of the Maundy Thursday liturgy. In England, it
was for centuries the custom of the monarch to wash the feet of some poor
people on that occasion and to give them a small gift of money. Today the
Queen still gives gifts of “Maundy money.”

In the early centuries of the church beyond the New Testament period,
water came to play an important role in worship and devotion. The
theological rationale for “holy water” was that as Jesus had been sinless and
in no need of “washing,” his presence in the Jordan had the effect of
sanctifying the water. The water of the Jordan is today considered by many
Christians to have a sacred character, and bottles of it are sought after.
Members of the English royal family have been baptized in Jordan water
since the time of the Crusades.

There’s evidence that water was blessed in Egypt in the 3rd century for
use in exorcisms and in curing illness, and since the 4th century it has been
the custom in the Eastern churches to bless water on the feast of the
Epiphany in memory of Jesus’ baptism by John. This water is made
available to members of the church to bless their homes and possessions
and to drink in time of illness or special need. On one of the following days,
a visit is made to bless the sea or a nearby river or lake as a sign of the
redemption of all creation through Christ. Sometimes a wooden cross is



placed in the water. A blessing of the Thames from Southwark Bridge has
been revived in recent years by Anglicans in London.

In the West, holy water is first recorded as being used in the 6th century
for the dedication of a church. This water was mixed with wine, salt, and
ashes.

Today, holy water is often found in a stoup at the entrance to churches for
the faithful to dip a finger in before making the sign of the cross. It’s used to
sprinkle the congregation at the beginning of the principal Sunday service
or on other occasions as a reminder of their baptism. During the year, the
harvest gifts or the Christmas tree, for example, are sprinkled to “set them
apart” from ordinary use; and any appropriate object or place may be
blessed in the same way.

In Christianity, neither places nor the natural elements are endowed with
any intrinsic supernatural or spiritual power, but because of the Christian
belief in the inherent goodness of creation, any natural source of water has
the potential to be considered holy “by association.”

One of the best-known examples is Lourdes in France, where the Virgin
Mary appeared to Bernadette Soubirous in 1858 and instructed her to
uncover a spring, which would have healing properties [see Chapter 16].
Another is the Holy Well at Walsingham in England, where a spring of
water gushed up at the site of the Virgin Mary’s appearance to Richeldis de
Faverches, the lady of the manor, in 1061. Today pilgrims receive the water
there in three ways: as a drink (for the health of the body), with the sign of
the cross (for the soul), and in the cupped hands (for the spirit).

Nevertheless, because God is not only a transcendent reality beyond the
world He has made but also an immanent reality active within it, many
Christians would accept that a variety of times, places, and materials have
the potentiality of revealing the mystery of God. However, they’d always
affirm that in any encounter, it’s God Who takes the initiative. He’s never at
our disposal; He’s always a God of surprises.





CHAPTER 12

MIKVAH: GATEWAY TO PURITY

by Rivkah Slonim

In the beginning, there was only water. A miraculous compound, it’s the
vivifying force of all life as we know it. But it is more. For these very same
attributes—water as source and sustaining energy—are mirrored in the
spiritual. Water has the power to purify, restore, and replenish life to our
essential spiritual selves.

Jewish tradition relates that after being banished from Eden, Adam sat in
a river that flowed from the garden as part of his attempt to return to his
original perfection. To this day, water in a mikvah pool is used as a means
of purification.

The world’s natural bodies of water—its oceans, wells, and spring-fed
lakes—are mikvahs in their most primal form. They contain waters of
Divine source and thus, Jewish tradition teaches, the power to purify.
Created even before the world took shape, these bodies of water offer a
quintessential route to consecration. However, they may be inaccessible or
dangerous, and there may be additional problems of inclement weather and
lack of privacy. Jewish life therefore necessitates the construction of
mikvah pools, and indeed this has been done by Jews of every age and
circumstance.

To the uninitiated, a modern-day mikvah looks very much like a
miniature swimming pool. Its ordinary appearance, however, belies the
complex web of laws that surround its construction and its primary place in
Jewish life and law. The mikvah offers the individual, the community, and
the nation of Israel the remarkable gift of purity and holiness. No other
religious structure or rite can affect the Jew in this way and on such an
essential level.



The mikvah’s extraordinary power has held sway since the dawn of time.
Before the revelation at Sinai, all Jews were commanded to immerse
themselves in preparation for coming face to face with God. In the desert,
the famed well of Miriam served as a mikvah, and Aaron and his sons’
induction into the priesthood was marked by immersion in it. In Temple
times, the priests and any other Jew who wished to enter the House of God
had to first immerse themselves in a mikvah. On Yom Kippur, the Jewish
day of atonement and most sacred of all days, the high priest was allowed
entrance into the Holy of Holies, the innermost chamber of the Temple,
which no other mortal could enter. This was the zenith of a day that
involved an ascending order of services, each of which was preceded by
immersion in the mikvah.

The primary uses of the mikvah today date back to the dawn of Jewish
history and cover many elements of Jewish life. The most important and
general usage is for purification by the menstruating woman within a
framework known as taharat hamishpachah, family purity. Briefly, from
the onset of a woman’s menses until after immersion in a mikvah, which
takes place seven days after the cessation of her menses, the woman and
husband are prohibited from expressing their love for each other in a
physical manner.

The observance of family purity and immersion in the mikvah within that
framework is a biblical injunction of the highest order. While most see the
synagogue as the central institution in Jewish life, Jewish law states that
constructing a mikvah takes precedence over building a house of worship.
Jewish married life, and therefore the birth of future generations in
accordance with Jewish law, is possible only where there is access to a
mikvah. It’s clearly no exaggeration to state that the mikvah is the
touchstone of Jewish life and the portal to a Jewish future.

In primitive societies, menstruating women were a source of
consternation and fear. Peace could be made with menstruation only by
ascribing it to evil and demonic spirits and by the adaptation of a social
structure that facilitated its avoidance. Viewed against this backdrop, the
Jewish rhythm in marriage is perceived by many as a throwback to archaic
taboos, a system rooted in antiquated attitudes and a ubiquitous form of
misogyny. In truth, family purity is a celebration of life and our most



precious human relationships. It can be understood most fully within the
larger concept of ritual purity and impurity.

Judaism teaches that the source of all taharah, “purity,” is life itself.
Conversely, death is the harbinger of tumah, “impurity.” All types of ritual
impurity—and the Bible describes many—are rooted in the absence of life
or some measure—even a whisper—of death.

When stripped to its essence, a woman’s menses signals the death of
potential life. Each month, a woman’s body prepares for the possibility of
conception. The uterine lining is built up rich and replete, ready to serve as
a cradle for life in anticipation of a fertilized ovum. Menstruation is the
shedding of the lining, the end of this possibility. The presence of potential
life within fills a woman’s body with holiness and purity. With the departure
of this potential, impurity sets in, conferring upon the woman a state of
impurity or, more specifically, niddut. Impurity is neither evil nor
dangerous, and it isn’t something tangible. It’s a spiritual state of being, the
absence of purity, much as darkness is the absence of light. Only immersion
in the mikvah, following the requisite preparation, can change it.

The concept of purity and impurity as mandated by the Bible and applied
within Jewish life is unique. It’s often difficult for the contemporary mind
to relate to the notion and view it as relevant. In ancient times, however,
tumah and taharah were central and determining factors. The status of a
Jew, whether ritually pure or impure, was at the very core of Jewish living.
It dictated and regulated a person’s involvement in all areas of ritual. Most
notably, tumah made entrance into the Holy Temple impossible.

There were numerous types of impurities that affected Jews, regarding
both their life and Temple service, and a commensurate number of
purification processes; but mikvah immersion was the culmination of the
purification rite in every case. Even for the ritually pure, ascending to a
higher level of spiritual involvement or holiness necessitated immersion in
a mikvah. As such, the institution of mikvah took center stage in Jewish
life.

In this post-Temple period, the power and interplay of ritual status has all
but vanished, relegating this dynamic to obscurity. There is, however, one
arena in which purity and impurity continue to be pivotal. In this connection
only does there continue to be a biblical mandate for mikvah immersion—
and that’s regarding human sexuality. Lovemaking signals the possibility



and potential for new life, the formation of a new body, and the descent
from heaven of a new soul. In their fusing, man and woman become part of
something larger; in their transcendence of the self, they draw on, and even
touch, the Divine. They enter into a partnership with God; they come
closest to taking on the Godly attribute of creator. In fact, the sacredness of
the intimate union remains unmitigated even when the possibility of
conception doesn’t exist. In the metaphysical sense, the act and its potential
remain linked.

Human sexuality is a primary force in the lives of a married couple; it’s
the unique language and expression of the love they share. A strong
relationship between husband and wife is not only the backbone of their
own family unit, but is integral to the world at large. The blessings of trust,
stability, continuity, and, ultimately, community all flow from the
commitment they have to each other and to a joint future. In reaffirming
their commitment in their intimacy, the couple adds to the vibrancy and
health of their society and to the fruition of the Divine plan: a world
perfected by humans. As such, they’re engaged in the most sacred of
pursuits.

In this light, it becomes clear why marital relations are often referred to
as the holy temple of human endeavor. And entrance to the holy always
was, and continues to be, contingent on ritual purity. Immersion in the
mikvah is the gateway to the holy ground of conjugality.

There are other important usages of the mikvah as well. Mikvah is an
integral part of conversion to Judaism. New pots, dishes, and utensils must
be immersed in a mikvah before they may be used. The mikvah concept is
also the focal point of the purification rite of a Jew before being laid to
eternal rest and the soul ascending on high. Finally, Jewish men also use the
mikvah on various occasions for the purpose of heightened purification.
With the exception of conversion, however, these uses are all customary.

Immersion in a mikvah effects a change in status; more correctly, an
elevation in status. Utensils that could heretofore not be used can, after
immersion, be utilized in the holy act of eating as a Jew. A woman who
from the onset of her menses was in a state of niddut, abstaining from
sexual relations with her husband, may be reunited with him after
immersion in the ultimate holiness of married intimacy. Men or women in
Temple times, who were precluded from services because of ritual



defilement, could, after immersion, enter the House of God. The case of the
convert is most dramatic. The individual who descends into the mikvah as a
Gentile emerges from beneath its waters as a Jew.

So the mikvah personifies both the womb and the grave, the portals to
life and the afterlife. In both, the person is stripped of all power and
prowess. In both there’s a mode of total reliance, complete abdication of
control.

Immersion in the mikvah can be understood as a symbolic act of self-
abnegation, the conscious suspension of the self as an autonomous force.
The person immersing signals a desire to achieve oneness with the Source
of all life, God. Immersion indicates the abandonment of one form of
existence to embrace one infinitely higher. It’s thus described not only in
terms of purification, revitalization, and rejuvenation, but also—perhaps
primarily—as rebirth.
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CHAPTER 13

WATERS OF THE WORLD

by Starhawk

One morning I was meditating beside a beautiful lake in Vermont,
listening for whatever messages the water might have for me. “All water is
connected,” the lake said. “All water is in constant communication with all
other water. The waters of the world are one—one consciousness, holding
the world in liquid embrace. What you do to any part of the waters affects
them all.”

I am a Pagan, someone who practices the ancient Earth-based religions
that have roots in pre-Christian traditions of Europe and the Middle East.
For Pagans, water is one of the four sacred elements—earth, air, fire, and
water—with the fifth, the spirit, honored as the center of the sacred circle.
These things are revered because they’re the basis of life. We begin every
ritual by honoring and invoking them, and end every ceremony by thanking
them and bidding them good-bye, reminding ourselves again and again of
our deep dependence on the natural world.

To say that water is sacred has both spiritual and practical implications. If
we honor water spiritually, we must also treat it with respect in very
ordinary ways. The land I live on, in the coastal mountains of western
Sonoma County, California, is a place of water extremes. In the winter, we
can get 80 to 100 inches of rain, which often comes in torrents. Hillsides
wash away, and nearby rivers flood. We learn to respect water’s power to
carve, to change, to undermine, and to rage—and we know that every
structure we build, every road we lay, and every bridge and crossing we
construct must be designed to respect and channel water’s flow, or we risk
immense damage to the land.



The salmon and steelhead trout, keystone species of these hills, depend
on clean gravel in running streams and deep summer pools in order to
reproduce. The health of the hills and forests, in turn, depends on the
salmon, who, as they migrate back from the sea and swim upriver to their
birth streams to spawn and die, return nutrients that have washed
downstream to the soil and the trees. But a century and a half of logging,
gravel mining, and road building has silted much of the gravel and dried up
the summer pools. To hold water sacred, we must cherish the salmon and
work to repair the damage.

Water also teaches us to be humble—a word that shares a root with
“humus” and means “close to the earth.” For our greatest allies in cleansing
and healing water are the most humble things on Earth—bacteria, fungi,
beneficial microbes, and plants. Gray-water systems provide habitat for
these creatures, who obligingly eat pathogens. Sewage can be treated in
constructed wetlands or “living machines” that mimic nature’s own ways of
cleansing water, sending it through a sequence of living communities of
bacteria, algae, plants, and fish.1

Conserving water and creating systems to heal and clean it are practical
prayers. We’ve also created rituals that honor water’s powers of cleansing
and connecting. For many years, Reclaiming, my extended spiritual
community, has practiced a simple ritual we call “Waters of the World.” We
collect water—from sacred springs and from our household taps, from
significant places and from the sites of significant events—and combine it
when we come together in ritual, often keeping a bowl of it on the altar so
that it becomes infused with our energy. Then, when we separate, we each
take a small amount. Some of us carry it with us wherever we go, using it to
make offerings to the earth and to give back to the spirits of any place
where we collect more water.

This ritual began more than two decades ago as a response to fear and
despair. It was in 1980, shortly after Ronald Reagan was elected President
of the United States, when our circle met for the winter solstice. We held an
all-night vigil and spoke about our deep fear that the new regime would
undermine hard-won environmental protections and might even lead us into
nuclear war. We decided to hold a larger ritual on February Eve, the feast of



Brigid, who is the ancient Celtic goddess of the holy well and sacred flame
and presides over smithcraft, poetry, and healing.



We began with a simple cleansing ritual. We divided the gathering of
about 100 people into small groups and gave each a bowl of salt water. We
asked the groups to pass the bowls counterclockwise—the direction of
banishing and releasing— giving each person a chance to speak about the
places in their lives where they felt powerless and to imagine the feelings as
a muddy stream flowing into the bowls. Then we sang, chanted, and poured
our spiritual energy into the bowls to transform the energy locked up in
hopelessness and despair. Salt—a crystal—helps bind and focus energy.

When we could see the bowls glowing with light and feel the energy
shifting, we passed the bowls clockwise, letting each person dip their



fingers into the water to take back some of the transformed energy and
speak about where in their lives they felt power, love, and hope.

This water-cleansing ritual is one I’ve often used in personal meditation
when my thoughts and emotions were churning with anger or stress. I’ve
used it in groups, placing a bowl of salt water in the center of a group in
conflict and asking people to speak their frustrations and bitterness into the
bowl, then raising power to cleanse and transform the energy so that it can
be taken back. In all these rituals we focus on honoring the energy locked
up in anger or grief or resentment, seeing it not as something negative to be
gotten rid of, but as something potentially strong, powerful, and positive
that has gotten stuck and stagnant and needs to be released to flow more
freely.

That first despair ritual led us into action to stop the building of an unsafe
nuclear power plant and protest the development and testing of nuclear
weapons. Brigid’s feast became a time for us to do rituals to strengthen our
commitment to act in the world to protect what was sacred to us: the
elements that sustain life; the human and plant and animal communities that
depend on them; and those real but intangible qualities—freedom, justice,
compassion, and love—that infuse life with spirit.

One year, we decided to create Brigid’s well—a big punch bowl filled
with waters from special places. My friend Luisah Teish is a Yoruba
Priestess of Oshun, the river orisha, or “spirit power.” When I was traveling
once, I asked Teish what I could bring back for her, and she said, “Water.”
So I began collecting water from special places, and that gave us the idea to
create the well. We added water from many places that were important to
us, from sacred springs and wells and from our homes, and saved some
back at the end of the ritual. Now, more than two decades later, our Waters
of the World contain water from every continent and ocean, even from
Antarctica, from sacred rivers and Brigid’s well and from the many political
actions we’ve done to save and preserve water. They’re a living
embodiment of the message I heard from the lake—that all water is one.

In recent years, the issue of protecting water has become a central one for
me and many of my friends. In today’s world, water is seen as a commodity
to be bought, sold, privatized, and hoarded for profit. More than a billion
people lack access to safe drinking water.



“Tell me about your home. . . . Who owns the water?” 
      “Nobody owns it. You can’t own water, where I come from.” 
      “Somebody’s got to own it. . . . Somebody always does.” 
      “We believe there are Four Sacred Things that can’t be owned . . . 
water is one of them . . . because they belong to everybody. 
Because everybody’s life depends on them.” 
      “But that would make them the best kind of thing to own. . . .”2

That scrap of dialogue from my 1993 novel, The Fifth Sacred Thing,
expresses the heart of the conflict. It’s estimated that the resource wars of
the 21st century will center on water. If we hold water sacred, if we want to
preserve it as a source of peace, fertility, and life—not a ground for conflict
—we must be active in establishing and protecting access to it as a human
right.

With a loose group of spiritually based activists that we call the Pagan
Cluster, I’ve many times taken part in demonstrations and protests to
protect water rights. We dress in blue and carry puppets or rivers of cloth
suspended on sticks to represent a Living River. In April 2001, we took part
in demonstrations against the Free Trade Area of the Americas, an
international trade agreement that would have privatized water across three
continents. We danced and chanted through a haze of tear gas, bringing the
free spirit of water to the gates of power, along with the Cochabamba
Declaration, written by the people of that Bolivian city who in January of
2000 took back their water supply from privatization by rebelling, filling
the streets, and shutting down the city for two weeks until the government
relented. Their eloquent and poetic statement became, for us, a sacred
document:

THE COCHABAMBA DECLARATION
For the right to life, for the respect of nature and the uses and traditions

of our ancestors and our peoples, for all time the following shall be declared
as inviolable rights with regard to the uses of water given us by the earth:



1. Water belongs to the earth and all species and is sacred to life,
therefore the world’s water must be conserved, reclaimed and
protected for all future generations and its natural patterns respected.

2. Water is a fundamental human right and a public trust to be guarded
by all levels of government, therefore it should not be commodified,
privatized or traded for commercial purposes. These rights must be
enshrined at all levels of government. In particular, an international
treaty must ensure these principles are noncontrovertible.

3. Water is best protected by local communities and citizens who must be
respected as equal partners with governments in the protection and
regulation of water.

Peoples of the earth are the only vehicle to promote earth democracy and save water.3

All water is one. Whenever we’re working to protect, heal, and respect
water in practical ways and advocating the rights of every human being to
clean water, or honoring water through ritual and ceremony and connecting
with its deep spiritual healing and cleansing powers, we’re acknowledging
and celebrating the deep unifying life force that sustains us. Our practical
and political efforts give our prayers strength and integrity; our prayers and
rituals sustain our spirits for the hard work of service, healing, and action.

NOTES
1. See John Todd’s work on living machines: www.oceanarks.org

2. Starhawk, The Fifth Sacred Thing, NY: Bantam, 1993: pp.71–2.

3. The Cochabamba Declaration can be found at:
www.starhawk.org/activism/cochabamba-dec.html and
www.nadir.org/nadir/initiativ/agp/free/imf/bolivia/cochabamba.htm

http://www.oceanarks.org/
http://www.starhawk.org/activism/cochabamba-dec.html
http://www.nadir.org/nadir/initiativ/agp/free/imf/bolivia/cochabamba.htm


For an account of the uprising, see “Bolivia’s War over Water” by Jim
Schultz, at www.democracyctr.org/waterwar

FURTHER INFORMATION
Starhawk’s Web site: www.tarhawk.org

To receive her periodic writings and schedule, e-mail Starhawk-
subscribe@lists.riseup.net

For more information on Starhawk’s Earth Activist Trainings, see:
www.earthactivisttraining.org

http://www.democracyctr.org/waterwar
http://www.tarhawk.org/
http://www.earthactivisttraining.org/


CHAPTER 14

THE SPIRIT OF WATER
IN THE WORLD OF SHAMANISM

by José Luis Stevens, Ph.D.

INTRODUCTION

In the course of my life, I’ve been most fortunate to study and work closely
with elders and men and women of knowledge from several shamanically
oriented tribal cultures. I’ve witnessed extraordinary healings and methods
of communicating with the elements that radically challenged my
university-bred beliefs about the nature of reality and gave me insight into
the possibilities that I’d been trained to screen out by my traditional
Western education. In particular, I’ve observed what a unique and central
place the element of water has in the teachings and beliefs of these
extraordinary peoples.

In this article, I’ll focus on three tribes with a shamanic base from diverse
locations in the world, yet ones that well represent the universal shamanic
understandings about the nature of water and its properties. First, I’ll
present a simple introduction to shamanism and then a description of the
Shipibo culture from the Peruvian Amazon and the centrality of water in
their world. Next, I’ll look at the Huichol tribe from rugged central Mexico
and examine some of their most profound insights into the nature of the
spirit of water. Finally, I’ll compare this with how the Tuvan people from
Mongolia understand and relate to water in their traditional shamanic
culture.



A BRIEF EXPLANATION OF ANIMISM AND SHAMANISM

Animism is the world’s most ancient set of spiritual beliefs regarding the
nature of reality and is now seeing an upswing of interest in every
continent. Its premise is that everything in the universe is alive and highly
conscious and has a uniquely intelligent soul.

Animism is based on the belief that the world consists of overlapping
energy fields and that underlying the visible world is the spirit world, the
origin of all power, energy, and vitality. Consequently, animists believe that
invisible forces or spirits can affect physical elements such as water, fire,
air, earth, plants, animals, and people. Animistic cultures believe in showing
the utmost respect to the spirits in everything—whether they be clouds
rocks, winds, springs, or birds of prey—as all are participants in the greater
community of life.

While animism refers to the beliefs of the members of a tribe or
community at large, shamanism is a specialty developed within that society
by certain individuals. It requires acquired skills, knowledge, and natural
talents. However, it’s not a religion because it has no structured hierarchy or
set of dogmas; rather, it’s a set of special techniques for manipulating
energy and power.

Shamans specialize in diagnosing and healing illness and suffering,
divining and prophesying, journeying to other worlds through trance states
to seek knowledge to gain control over spirits, and gathering and storing
power through techniques and practices associated with nature. They’re
known to make special use of trance to manipulate and control the weather,
speak with the spirits of plants and animals, and conduct strenuous
ceremonies for fertility, healing, and sorcery. Without the ancient practice of
shamanism, it’s unlikely that humans would have survived prehistoric
times, as it includes many practical techniques designed to solve everyday
problems and to aid survival in the world’s harshest environments.

The word shaman comes from the language of the Tungus people in
Siberia and was initially used by anthropologists to describe the unique
practices and experiences of shamans in that culture. Today the term has
grown in popular usage to include similar customs in cultures all over the
world.



The practice of shamanism is remarkably similar from continent to
continent, even though in many cases there has been little or no contact
between the shamans of the Amazon, the Andes, the steppes of Asia,
Africa, Australia, Europe, Polynesia, and all of North America. Shamans
from all over the planet say that this similarity is a result of their cross-
cultural use of deep trance to access the axis mundi, the universal tree of
life, an invisible highway leading to all locations in the world.

Common to all shamanic cultures and peoples is the central importance
of the spirit of water, for without it there would be no plants and animals,
and it’s from these that shamans learn some of their most cherished secrets.
It’s through their alliance with these totems that they gather much of their
power to create, manipulate, and thus control reality.

THE RELATIONSHIP OF THE SHIPIBO TO WATER

The Conibo-Shipibo are a combined tribe of approximately 30,000
people living in the Peruvian Amazon around the Ucayali river system, one
of the two main sources of the Amazon. Theirs is truly a world of water;
and from it they derive their primary food staples, the fish and many of the
plants they rely on for survival. Their lifestyle and beliefs are typical of
many of the varied tribes in the Amazon region. However, they’re
considered the ones with the greatest knowledge of shamanic practices, and
therefore many shamans of other tribes study with them to learn their potent
sorceric skills, as well as their powerful icaros, sacred songs for healing and
controlling the elements. For the last 15 years, my wife, Lena, and I have
been traveling to their jungle homeland to study and train with the Shipibo
elders Doña Juana, Don Carlos, and Don Niko; and from them and their
families we’ve gained some understanding of the importance of water in
their cosmology and how they interact with it in ceremony and healing.

According to them, the Shipibo (for short), a shamanically based culture,
believe that Roni, the giant anaconda, created the world using the pattern on
its back to manifest the patterns in all the forms of reality, including the
human body, the land, the sky, the waters, and all the plants and animals.
Roni makes its home in the rivers of the Amazon, the lifeblood and



transportation system for all jungle tribes in this region of the world. The
Shipibo are most grateful to Roni for providing this grand-patterned
landscape, and thus they focus on discerning the energetic designs in
everything around them through the traditional use of ayahuasca, a mixture
of plants that when cooked and taken in ceremony produces powerful
insights and visions regarding the vibrating subatomic structures of the
elements, the plants, and the animals. For thousands of years, through their
ancestral use of ayahuasca, they’ve seen and learned the intricate patterns
and the songs woven into every aspect of life. This gives them the power to
communicate with, learn from, and command the powers of everything
around them—including the powerful spirit of water.

I’ve seen how they reproduce these beautiful patterns on textiles, on the
walls of their buildings, and even on their skin in the form of vegetable-
dyed tattoos for protection, healing, and gaining knowledge. Among the
countless specific designs they reproduce are the patterns for the sun, the
earth, the plants, and of course the spirit of the water. In healing practices,
they specifically use the patterns of the water to purify and cleanse the body
of unwanted foreign intrusions.

According to Don Carlos, the Shipibo believe that each object has its
original pattern and that these patterns can in turn carry others within them.
The pattern for water is especially capable of carrying other designs in a
way that’s similar to a boat transporting people or cargo. He tells me that
since the human body consists mostly of water, it’s a strong vehicle for
carrying other patterns, sometimes positive ones and at times negative. The
negative patterns, resulting from other people’s fearful or angry thoughts
and from plants and animals that have been disrespected, can throw the
physical or emotional body out of balance and thus create illness,
depression, or other disharmonious states. These alien patterns can be
extracted and replaced with the positive songs representing the designs of
beneficial plants, animals, and elements.



Song for the power of water

Song of the water spirits for protection

The patterns for water and its infinite variations are also used to promote
prosperity and abundance for individuals who are having trouble
manifesting what they want in their life. This pattern may be tattooed on
their skin, using temporary plant dyes, or placed around their shoulders in



the form of an embroidered shawl. It might even be worn as an article of
clothing, such as a skirt; and it could be painted on the side of their boat.

Variations of the pattern for water may involve the design for a good
catch while fishing; for learning from the powerful spirits of the river
dolphins; for protection from Roni the water anaconda; and the motifs for
springs, waterfalls, pools, rain, clouds, and rainbows.

For the Shipibo, as with most shamanic cultures, water is considered a
great power, a poderio, a force that embodies spirits that may be helpful or
harmful. Reproducing its patterns and the designs, then, is a way of
showing respect for them and harnessing the power inherent within them.
For example, by wearing the design for the spirit of the river, someone
might then navigate safely upon it and fish from it with success. In other
words, the Shipibo have learned to become that with which they wish to be
in harmony.

According to Don Niko, mermaids and dolphins are particularly powerful
water spirits that can be asked for help in a variety of situations. He says
that the ancient shamans used to dive into the river and commune with these
spirits, learning songs from them and gathering the wisdom they chose to
share. He says that today this is mostly a lost art and that therefore these
water spirits create problems because people no longer show them honor or
respect.

Nevertheless, during ayahuasca ceremonies, it’s not unusual for the
participants to experience the spirit of the river coursing through the veins
and organs of the body, washing, cleaning, purifying, and protecting. The
result is a roaring sensation or a rushing sound of water in the ears that may
last for hours.

During one such ceremony in the jungle, my visions enabled me to meet
the loving spirit of a specific river in the Amazon. It told me that we had
met very long ago and that it had been my totem many times before. This
spirit told me its name and explained that it had been with me all my life
and had taught me many things while protecting me from dangers. I
suddenly recalled the many years I had been a river rafter safely navigating
the rapids in the Grand Canyon and in many difficult rivers in California,
Colorado, Idaho, and Alaska. I recalled a song that I’d spontaneously begun
to sing about the river being my friend during a rafting trip down the
Salmon River in Idaho many years prior. This brought tears to my eyes, and



I realized that this river spirit was indeed my old friend and that I owed it
respect for its protection and assistance. The river spirit told me that I could
call upon it anytime by experiencing it coursing through my body, and it
would help me in any way it could as long as I told it what I wanted.

On another occasion I went for a walk in the jungle with a friend. We
found a big pool with a waterfall pouring into it, and we both stood
underneath the falls—I briefly, but he for a long while. Later that day, he
wasn’t feeling too well. That night in ceremony I overheard the
ayahuasquero (shaman conducting the ceremony) explain to my friend that
he’d stood under a waterfall for too long and had taken on too much of its
spirit, and that was why he was feeling sick. The shaman explained that the
spirit was benevolent but that my friend had simply absorbed an excess of it
in his body. He performed an extraction, sucking out the excess of the
pattern for that water spirit, and my friend’s health was restored. I was truly
amazed that the shaman had been able to detect exactly what had happened,
given that we hadn’t told him about the incident.

During healing ceremonies, I’ve witnessed Doña Juana and many of her
fellow Shipibo healers filling small basins with a little bit of water, which
they then cast extractions into, often by spitting or vomiting foreign objects
into the bowls. They then visually study the extractions floating in the water
in order to diagnose the problem. Afterward, they toss the water away. They
see the water as a great cleanser and purifier, and never is a healing
ceremony conducted without its benevolent presence.

On numerous occasions I’ve seen the Shipibo healers sing icaros (those
sacred songs derived from the patterns of nature) into a glass or bottle of
plain water, and the patient is then instructed to drink a little of the water all
day long or over a period of days. Again, the understanding is that water is
a medium in which prayers and songs can be held and then carried into the
patient’s original healthy pattern. The water itself has its own structured
design, but may also carry additional patterns sung into it, designs that are
beneficial to the recipient.

For the Shipibo, all forms of water are powers to learn from and work
with. Doña Juana is an elder Shipibo woman with great knowledge of the
icaros passed down to her through generations of ancestors. She tells me
that her greatest ally is the spirit of rain, which she can call forth with her
icaros to purify and cleanse the land. I’ve heard her sing an icaro for rain



and bring in a thunderstorm within a half hour. Such practices aren’t by any
means exclusive to the Shipibo people, of course, but are to be found all
over the Amazon and, for that matter, anywhere shamans use their skills.
Having water as an ally in its varied forms is part and parcel of shamanic
practice everywhere.

THE HUICHOLS’S RELATIONSHIP TO WATER

Let’s now shift our focus the Shipibo people and move it north to Central
Mexico to become acquainted with the powerful Huichol people and their
understanding of the power of water. The Huichols live in the states of
Jalisco and Nayarit, in a harsh mountain range stretching from the interior
of Mexico to the Pacific Ocean. Numbering about 20,000, they are one of
two tribes in Mexico who’ve managed to preserve their original culture
from destruction at the hands of the Spanish invasion. They have strong
shamanic roots with a rich tradition of collecting peyote, which they ingest
during multiple day and night ceremonies and rituals.

The Huichols, like all shamanic cultures, honor the spirits of nature and
call upon them during healing and fertility ceremonies. Fundamental to
their cosmology is the Pacific Ocean, one of their primary poderios, the
great powers they work with. They call the spirit of the sea Tatei Haramara
—Tatei for “our Mother Goddess,” and Haramara for “sea.” During their
annual pilgrimages to the Pacific Ocean, they deliver sacred objects
(objetos sagradas), often arrows embedded with prayers that they then cast
into the sea or bury nearby. Upon returning to their villages, they carry
seawater with them in bottles for sprinkling on their fields and for use in
ceremony.

For ten years, Lena and I studied intensively with a Huichol maracame
(shaman) named Guadalupe Candelario, until his death in 1999. Over the
course of that time, we participated in numerous ceremonies and learned a
great deal about the importance of water in the Huichol culture. Guadalupe
explained to us that the Huichols, being mostly dry farmers, rely on the sea
for the clouds and weather systems that bring rain to water their crops of
maize and squash in the arid mountain ranges they call home. According to



him, Huichols believe that salamanders are helping spirits who act as
midwives to the four Rain Mother Goddesses, especially the one of the east,
Tatei Nariwami. The salamanders’ job is to assist nature by directing the
clouds to release their rain in specific places over the land. In their exquisite
yarn paintings and beadwork, the Huichols typically depict the rain
goddesses as a powerful coiled serpent or as heavy storm clouds out of
which millions of tiny snakes descend, symbolizing the life-giving rain.

Yarn painting with snakes

The Huichols often depict serpents as middlemen between humans and
the spirit world and use them to represent a deep intuitive knowledge of
nature, especially water. Turtles are emissaries of Tatei Nariwami as well.
Their job is to cause the waters to flow, purifying and replenishing ponds,
springs, and small bodies of water.

Springs containing Kuutsala, beneficial healing waters, are especially
sacred to the Huichols, and are important pilgrimage stops for extensive
ceremonies. From these springs they obtain the waters they later use in
ceremony to purify, cleanse, and revitalize. One of their most sacred



springs, Tatei Matinieri (“Where our mother is”) lies en route to the sacred
peyote fields of central Mexico, a destination all Huichols strive to reach
during their lifetime.

Huichol yarn painting depicting water or rain

Guadalupe, like all indigenous peoples, considered water to be the sacred
source of life. Without it, he said, nothing on this Earth would be able to
survive. He often sang to the spirit of water to thank it for its many gifts;
invoke its life-giving waters; and invite its ability to transform, cleanse, and
heal.

During ceremonies, I often witnessed Guadalupe placing a small jar of
seawater on the altar to bring the spirit of the sea into the ceremony and
make her available to all participants. According to him, during the course
of an all-night ceremony, the open bowl of water absorbs the songs and
prayers chanted by the maracames, the shamans presiding over the
ceremony. In the morning, Guadalupe would dip a deer-tail wand into the
seawater and drip it onto the crowns of our heads and our foreheads,
cheeks, wrists, and throats. This, he told me, was meant to both purify us
and to embed the prayers and songs of the ceremony into us. In the breezy,
freezing dawn light after a sleepless night of smoke, wind, and chanting, the



water drops would feel amazingly refreshing. They were like ice trickling
down the face and hands as the sun began to bathe the desert in its golden
glow.

As with the Shipibo, the Huichols use water as a medium to transport
prayers and healing songs into the body of the patient. I’ve seen Guadalupe
pass eagle and hawk feathers over a hayurame, an open bottle of water, then
sing into it and instruct the patient to drink it as a remedio (remedy)
throughout the day or over a period of days. He told us that water is friendly
to people and supports the transfer of prayers (intentions) and healing
energies from other allies, such as the eagle, sun, moon, or stars.
Interestingly, other Huichols can tell the difference between plain,
unconsecrated water and water into which prayers have been introduced.
They can actually see little lights and energy particles dancing in the treated
water, whereas the average person can see no difference whatsoever. Most
amazing, the Huichols can pick out the prayer water every time.

For Huichols, water isn’t a separate or a dead thing, nor is anything in
nature isolated. All poderios work together, overlapping their energy fields
to produce a balanced world where humans, plants, animals, and elements
can be in harmony. For example, the Huichols believe that human beings
were created by Spirit to be like flowers with blossoms (the crown of the
head) open to the sun, supported by a strong vertical stalk (the spinal
column). This beautiful flower is, of course, kept alive by an ample supply
of water, as all plants are. For this reason, Huichols dress like colorful
flowers, the men wearing wide-brimmed hats like gorgeous blossoms in full
bloom. They’re fond of pouring water onto the crown of the head in
ceremony—not to get rid of original sin, as Christians do in baptism, but to
introduce life-giving energy to that sacred opening in the head.

TUVAN SHAMANIC UNDERSTANDINGS OF WATER

Now we shift our focus all the way around the world to Mongolia in the
northern Asian steppes, where many groups— including Tuvans, Buryat,
Hamnigan, Darkhad, Tsaatan, Hotgoit, Urianhai, and the Halh—practice the
ancient tradition of shamanism. In particular, our focus will be on the



Tuvans, a society of approximately 235,000 people, perhaps most famous
for their traditional art of throat singing. Although as of this time I haven’t
had the opportunity to visit Mongolia personally, I’ve been able to learn
from those who have training in the Tuvan form of shamanism. Their
beliefs are remarkably similar to the traditions I have more direct
experience with and have already described.

Tuvan shamanism has its origins in the Stone and Bronze Ages, when
survival was difficult and specialized tools and practices were needed to
cope with a dangerous and hazardous environment. The fact that the
Tuvans’ shamanic practice has survived to this day is testament to its
practicality, effectiveness, and resilience even in the face of attempted
eradication at the hands of the Communists and organized religions. (The
Buddhist religion, however, didn’t attempt to eliminate it, but rather
accommodated it in its practices and beliefs. Buddhism continues to be
practiced alongside shamanism to this day.)

Early shamans from this region crossed the Bering Strait during the ice
ages and began their migrations into North, Central, and South America.
Thus, it’s understandable that shamanic insights about the power of water
are so similar in such diverse regions of the world.

Tuvans believe that every lake or river has its own spirit keeper or
guardian who protects that place and is in charge of the animals and plants
living there. They believe that if drawn into alliance through proper respect,
these guardian spirits have the ability to protect people living nearby or
those who happen to be traveling through the area. The Tuvans believe that
guardian spirits of the waters are able to understand the languages of
humans and that by speaking or singing directly to them, one can obtain
their protection and goodwill.

Like most shamanic peoples, they understand that guardian spirits must
be complimented and honored if they’re to become good human allies.
They erect a small hut (ovaa) made of stones and branches on the riverbank
near fords in order to house their offerings to the guardian spirits there.
(This is similar to the Huichols’ temples that contain sacred objects at
pilgrimage sites.) Inside, they place sacred stones, crafts, textiles, and
blessed objects as forms of sacrifice. This is often carried out prior to
attempting to cross the river in order to ensure the safe passage of all the
travelers.



The subjects of the Tuvans’ songs are usually the elements of nature: the
wind in the grasses, ripples on a body of water, rain-laden clouds, and so
on. On one occasion, I witnessed traveling throat singers, singing to
reproduce the spirit of rain clouds on the distant horizon. They told me that
the idea was to make a connection with that element and communicate with
it via deep-throated sounds. Thus, like the Shipibo and the Huichols, the
Tuvans connect with the spirits of water through their singing practice. By
bonding deeply and forming resonance with the water, they honor it and
receive its gifts.

The Tuvans hold springs to be especially sacred and consider the trees
and plants that grow there to be guarded by the spirit keeper of the spring.
Particularly unusual trees growing in these places— ones with double
trunks, gnarled survivors of harsh weather, and those clearly struck by
lightning—are called “shaman trees” and are given special honor. Under
them, the Tuvans perform their ceremonies honoring the springs and asking
for their protection and healing gifts. Around such springs, especially
medicinal ones, hunting is forbidden in order to keep from offending the
guardian of that place, whose protection is extended to the animals there.

Like shamans in many parts of the world, Mongolian shamans practice
the shamanic journey, inducing trance states with the use of skin drums.
They train for these experiences by stimulating the imagination until it
becomes a powerful and useful tool to travel with. Often the trance journey
begins at the sacred spring, the entrance point for the three worlds of the
spirit realm. As the drumming begins, the shaman imagines himself
entering the water of the spring, meeting with the guardian spirit there and
communicating his intention or destination. The guardian of the waters then
accompanies the shaman on an extensive and sometimes perilous path
through underground waterways to a distant landscape where knowledge
may be found or power garnered in order to perform healing or a task.

Through the use of this technique, the shaman may meet other powerful
spirits, do battle with them, retrieve lost souls, or see into the future. The
return journey is typically back through the waterways and out of the spring
again. Other shamans may use cave entrances or shaman trees as points of
entry into the spirit realm, but entering water is a particularly effective
method.



Guided by a woman trained in Tuvan shamanism, I was able to journey
via a spring and the underground waterways to discover the answer to an
important question about my health. The guardian of the waters I
encountered was a beautiful, tall woman who directed me to the shore of a
river, where I was led to a small cave and given guidance about my
condition. After offering thanks, I returned to the shore, plunged into the
river, and went back through the rapidly flowing channels of underground
water to the spring where I began the journey. As a result, my health was
restored. Tuvan shamans align themselves with, and draw their power from,
particular spirits and become specialists in those elements. Some are more
connected with mountains while others are focused on the spirit of water,
either in the form of small springs or large bodies such as broad rivers and
big lakes. Interestingly, given my own experience, the spirit of water among
the Tuvans is typically feminine, and therefore appears to the shamans who
work with her as a tall woman with long arms. Sometimes the spirit also
appears in the form of a large snake, similar to Roni, the anaconda spirit of
the Shipibo.

One of the jobs of the Tuvan shaman is to see that bodies of water are
protected from pollution by people. Casting waste or garbage into water is
seen as disrespectful and may arouse the ire of the water guardian of that
place. For the Tuvans, as with the Shipibo, the spirits of water can be
helpful and protective or may be dangerous if not handled properly. Healing
often has to do with maladies and illnesses that have come from being
careless around sacred bodies of water. On the other hand, the guardian
spirit of water can be called upon to free someone of illness, depression, or
bad luck. Tuvan shamans understand that these cures may not last forever,
so repeat ceremonies may be needed every year or two to continue
benefiting from the help of the spirit. In this way, the water spirits are
continually honored, and the tradition is perpetuated. Likewise, the shamans
understand that their work with spirit through ceremony is a necessary and
ongoing practice in order to keep the world in balance.

In this short article, I’ve touched on the deepest understandings of three
different cultures regarding the properties of water. Although remote from



one another geographically, all three cultures have remarkably similar
beliefs about the nature of water. The Shipibo, the Huichols, and the Tuvans
all:

• See water as the giver of life

• Hold water to be sacred

• View water as alive and guided by spirits

• Understand water to be a vehicle or medium of transport for other
energies

• Sing to water to make a deep connection and resonance with her

• Use water to heal, purify, and cleanse in ceremony

• Form an alliance with water for assistance and power

• Make offerings of sacred objects to honor water

• Recognize that disrespect toward water can cause negative
consequences

• Acknowledge that water has a deep structure that reflects the
patterns in nature

If we were to expand our study to include thousands of other
shamanically based tribes in the world, we would discover similar if not
identical beliefs.
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CHAPTER 15

WATER LORE AND RITUAL
IN WORLD MYTHOLOGY

by Terri Windling

Water comes up from the ground, water comes down from the sky. Water
comes into our bodies, water comes out of our bodies. All life is
communicated through water. Nature talks to itself through the medium of
water. We are born in water. We are of water.”1

— TOM BLUE WOLF

From my Devon village in the west of England, it’s a short distance
through winding green lanes to the once-independent kingdom of Cornwall
—a land of mysterious standing stones, crumbling Celtic ruins, and ancient
stories. On a bright, clear day near the summer solstice, a friend and I made
a sacred pilgrimage to the Cornish countryside. We went seeking an ancient
magic that lies beneath the surface of the rolling hills: water magic, pooled
in half-forgotten holy wells and springs . . . found in myths and legends not
only in the British Isles, but all around the world.

A mile or so past the village of Callington, we parked at the edge of a
farmyard and followed an overgrown footpath to Dupath Well. Like many
of the holy wells of Cornwall, the spring that runs through Dupath Well is
believed to have been a sacred site to Celtic peoples in the distant past, its
older use now overlaid with a gloss of Christian legend. At one time, this
spring may have been surrounded by a grove of oak, rowan, and thorn—
trees sacred to the druids and practitioners of other animist religions.

In 1510, a group of Christian monks claimed the Dupath site for their
own use, enclosing the spring in a small well house made out of rough-
hewn granite. This was the common fate of many pagan sacred sites in the



British Isles. Unable to dissuade the local people from visiting their holy
places, Christian missionaries simply took them over—building churches
where standing stones once stood; erecting baptisteries over sacred springs;
and cutting down groves of oak, rowan, and thorn in a new god’s name.
One can still find numerous holy wells buried all over the British
countryside, many of them now named for saints and associated with their
miraculous lives. But scratch the surface of these legends and older stories
emerge like a palimpsest—stories of fairy creatures, the knights of Arthur,
and the old gods of the land.

Inside the tiny chapel-like building erected over Dupath Well, the holy
water pools in a shallow trough carved from a single granite slab. The air
feels thick, heavy with shadows, with silence, with the ghosts of men and
women drawn to this spot over hundreds of years. The stones are worn
where these people once knelt and prayed to the Virgin Mary, or to the
Goddess of the Sacred Springs. At the bottom of the trough lie a few copper
coins—the modern custom of making wishes being not so very different
from the pagan practice of throwing pins into a well to ask for blessings. I
watch as my companion places an offering of wildflowers by the water—an
equally ancient practice recalling a time when it was the land itself our
ancestors worshiped, prayed to, and thanked for the gift of life.



ANCIENT WATER MYTHS AND RITUALS

Today, with clean water piped directly into our homes and largely taken
for granted, it takes a leap of imagination to consider the greater importance
of water to those who fetched it daily from the riverside or village well.
Deeply dependent on the local water source for their crops and animals, our
ancestors had a natural reverence for those places where good, pure water
emerged like magic from the depths of the earth. As a result, water has
played a role in myth, folklore, and sacred rites in cultures all around the
globe, particularly in arid lands where the gift of water is most precious.

CREATION MYTHS
According to a Blackfoot creation myth, in the beginning there was a

great womb containing all of the animals, including Old Man. One day the
womb burst, and all creation was underwater. Old Man and the animals
emerged floating on a large raft. Old Man suggested that Beaver dive down
and try to bring up some mud. Beaver was gone a very long time, but still
he couldn’t reach the bottom of the water. Loon tried, Otter tried, but the
water was just too deep for them. Finally little Muskrat tried. He was gone
so long that he was nearly dead when they pulled him onto the raft again,
yet he clutched a precious bit of mud in one of his little claws. From this
mud, Old Man formed the land that emerged from that great ocean of water,
and then he created all of the peoples, trees, and plant life upon it.



“Hylas and Water Nymphs” by John William Waterhouse

We find variations of this “diver motif” myth not only throughout North
America but also in cultures around the world, including Buriat cosmology,
Finnish folktales, and the Hindu Paranas.

WATER GOODDESSES AND NATURAL SPIRITS
Many cultures associate water with women—with the Great Goddess, or

several goddesses, or a variety of female nature spirits. The !Kung of
Botswana, for example, attribute the mythic origin of water to women and
therefore grant all women special power over water in all its forms. All-
mother, in an Aboriginal myth from northern Australia, arrived from the sea
in the form of a rainbow serpent with children (the Ancestors) inside her.
She made water for the Ancestors by urinating on the land, creating lakes,
rivers, and water holes to quench their thirst.

The “living water” (running water) of springs and natural fountains is
particularly associated in ancient mythological systems with women,
fertility, and childbirth. Greek wells and fountains were sacred to various
goddesses and had miraculous powers, such as the fountain at Kanathos, in
which Hera regained her virginity each year. Greek springs were said to be
the haunts of water nymphs, elemental spirits shaped like lovely young



girls. (The original meaning of the Greek word for spring was “nubile
maiden.”)

In Teutonic myth, the wild wood-wife (a kind of forest fairy) who loves
the hero Wolfdietrich is transformed into a human girl when she’s baptized
in a sacred fountain.

The Norse god Odin seeks wisdom and cunning from the fountain of the
nature spirit Mimir. He sacrifices one of his eyes in exchange for a few
precious sips of the water.

In Celtic legend, the salmon of knowledge swims in a sacred spring or
pool under the shade of a hazel tree; the falling hazelnuts contain all the
wisdom of the world and are swallowed by the fish.

RITUAL WASHING
Ritual washing in water or immersion in a pool has been part of various

religious systems since the dawn of time. The priests of ancient Egypt
washed themselves in water twice each day and twice each night. In
Siberia, ritual washing of the body—accompanied by certain chants and
prayers—was a part of shamanic practice. In Hinduism, ghats are
traditional sites for public ritual bathing, an act by which one achieves both
physical and spiritual purification [see Chapter 19]. In a strict Jewish
household, hands must be washed before saying prayers and before any
meal, including bread. In Islam, mosques provide water for the faithful to
wash before each of the five daily prayers. In the Christian tradition,
baptism is described by Saint Paul as “a ritual death and rebirth which
simulates the death and resurrection of Christ.” [See Chapter 11.]

FLOOD MYTHOLOGY

In numerous stories, Earth itself is reborn after catastrophic floods. In
Greek legend, Zeus sends a flood in which all perish except Deucalion and
his wife, who manage to survive by floating in a chest for nine days and
nights. Landing on Mount Parnassus, they wisely make a prompt sacrifice



to Zeus. The god instructs the obedient couple to throw handfuls of stones
over their heads. These turn into a new, better race of men and women, who
repopulate the planet.

In Welsh myth, the lake of Llion overflows and drowns the British Isles.
One couple escapes in a mastless boat filled with animals like Noah’s Ark
and lands on dry land at last in Prydain, or modern Wales.

In Persian tales, the world is filled with wicked creatures ruled by the
demon Ahriman. An angel, Tistar, comes to Earth three times as a man, a
horse, and a bull. Each time he brings ten days and nights of heavy rain,
flooding the globe. After several pitched battles with Ahriman, Tistar
prevails and the demons are driven from the world; but their poison, flushed
from the land, causes the oceans to turn to salt.

In Norse myth, the blood of the ice giant Ymir, who’s slain by Odin,
causes a massive flood, wiping out most of the ice-giant race. Ymir’s body
becomes the earth, and his salty blood forms the oceans upon it, creating the
world that humankind has inhabited ever since.

India, Africa, Russia, and Tibet—all have ancient tales of monumental
floods, after which the blessed (or just plain lucky) members of the human
race start anew.

REGENERATION THOUGH WATER
The idea of regeneration through water is echoed in tales around the

world about fountains and springs with miraculous powers. The native
peoples of Puerto Rico, Cuba, and Hispaniola all told tales of a magical
Fountain of Youth located somewhere in the lands to the north. So
pervasive were these stories that in the 16th century, the Spanish
conquistador Ponce de Leσn actually set out to find it once and for all,
equipping three ships at his own expense. He found Florida instead.

One Native American story recounts how the Fountain of Youth is
created by two hawks in the netherworld between Heaven and Earth. But
this fountain brings grief, as those who drink of it outlive their children and
friends, and eventually it’s destroyed.



In Japanese legends, the white and yellow leaves of the wild
chrysanthemum confer blessings from Kiku- Jido, the chrysanthemum boy
who dwells by the Fountain of Youth. These leaves are ceremonially dipped
in sake to assure good health and long life.

“A mermaid” by John William Waterhouse

In the Alexander romances, Alexander sets off to find the fabled Fountain
of Life in the Land of Darkness beyond the setting sun. The prophet Khizr
is his guide, but the two take separate forks in the road and it’s Khizr, not
his master, who finds the fountain, drinks the water, and obtains knowledge
of god. Khizr is still venerated in modern India in both Hindu and Muslim
traditions. In Muslim practice, he’s honored by lighting lamps and setting
them on little boats afloat on rivers and ponds.

To the Celtic people of the British Isles, certain waters were deemed to
have healing properties and thus were under divine protection. The famous
hot spring at Bath (Aquae Sulis) was dedicated to the goddess Sulis, who
was linked from Roman times with one of the Romans’ own goddesses to
become Sulis Minerva. The Romans built a temple on the site, and a
magnificent public bathhouse that still stands today [see Chapter 18].

Chalice Well in Glastonbury is reputed to be among the oldest of the
continually used holy wells in Europe; archaeological evidence suggests it



has been a sacred site for at least 2,000 years [see Chapter 17].

WATER RITES

The standing stones and circles of Britain are generally found near wells
or running water, attesting to the importance of water in pagan religious
rites. With the spread of Christianity, a concerted effort was made to stamp
out the older animist religions, which attributed divinity to nature. In the 5th
century, a canon issued by the Second Council of Arles stated
uncategorically that if, in the territory of a bishop, “infidels” lit torches or
venerated trees, fountains, or stones, and the bishop neglected to abolish
this usage, he was guilty of sacrilege.

Despite the destruction of ancient holy sites, pagan beliefs proved harder
to eradicate. By the 7th century, Pope Gregory decided on a new approach
and instructed Saint Augustine to convert sacred sites to Christian use.
Pagan wells became holy wells, and churches were built upon them or
beside them—yet the old ways must have persisted, for in the 10th, 11th,
and 12th centuries, a stream of edicts was issued denouncing the worship of
“the sun or the moon, fire or flood, wells or stones or any kind of forest
tree.”

Over time, however, pagan and Christian practices slowly blended
together. Wells named after Christian saints were celebrated with festivals
and rites on old pagan holy days in ways that wouldn’t have been
unfamiliar to “heathen” people. On the Isle of Man, for instance, holy wells
are still frequented on August 1, a festival called Lugnasad (a day once
sacred to the Celtic god Lugh). August 1 is Lammas in the Christian
calendar, but the older name for the holiday was still in use on the Isle of
Man until the 19th century. In Scotland, the well at Loch Maree is dedicated
to Saint Malrubha; but its annual rites, involving the sacrifice of a bull, an
offering of milk poured on the ground, and coins driven into the bark of a
tree, are clearly more pagan in nature.



SACRED WELLS
The custom of “well dressing” is another Christian rite with pagan

origins. During these ceremonies (still practiced in Derbyshire and other
parts of England), village wells are decorated with pictures made of
flowers, leaves, seeds, feathers, and other natural objects. In centuries past,
the wells were “dressed” to thank the patron spirit of the well and request
good water for the year to come; now the ceremonies generally take place
on Ascension Day, and the pictures created to dress the wells are biblical in
nature.

As Christian tales were attached to the springs and wells, they became as
colorful as any to be found in pagan folklore. Wells were said to have
sprung up where saints were beheaded or had fought off dragons, or where
the Virgin Mary appeared and left small footprints pressed into the stone.
Wells dedicated to Saint Anne were called “granny wells” (because, as the
mother of the Virgin Mary, she was the grandmother of Christ), and
particular powers concerning fertility and childbirth were attributed to
them.

Up until the 19th century, the holy wells of Britain and Europe were still
considered to have miraculous properties and were frequently visited by
those seeking cures for disease, physical deformity, or mental illness. Other
wells were famous for offering prophetic information—generally
determined through the movements of the water, leaves floating upon the



surface, or fish (or eels) swimming in the depths. At some wells, the water
was drunk from circular cups carved out of animal bone, an echo of the
cups carved out of human skulls by the ancient Celts. Pins (usually bent),
coins, or bits of metal were common offerings. Rags tied to trees around the
holy well were another tradition dating back to pagan times. The cloth was
symbolic of ill health or misfortune left behind as one departed.

Some wells, known as “cursing wells,” were rather less beneficent.
Curses were made by dropping special cursing stones into the well, or the
victim’s name written on a piece of paper or a wax effigy. At the famous
cursing well of Ffynnon Elian, in Wales, one could arrange for a curse by
paying the well’s guardian a fee to perform an elaborate cursing ritual. A
curse could also be removed at this same place for a somewhat larger fee.

In the mid-19th century, Thomas Quiller Couch became interested in the
history of sacred wells in Britain; he spent much of his life wandering the
wilds of his native Cornwall, seeking them out. Extensive notes on this
project were discovered among his papers after his death; and in 1884 The
Ancient and Holy Wells of Cornwall was published by his daughters, the
Misses M. and L. Quiller Couch.

More recently, folklorist and photographer Paul Broadhurst revisited the
sites documented by Quiller Couch; and in 1988 he published Secret
Shrines: In Search of the Old Holy Wells of Cornwall, an informative guide
to the many sacred wells still to be found in the Cornish countryside.2 In
addition to holy sites dedicated to Celtic goddesses and Christian saints,
Broadhurst discovered crumbling old wells half-buried in ivy, bracken, and
briars inhabited by spirits somewhat less exalted: the piskies (fairies) of
Cornish folklore. Wells under the protection of the piskies are not to be
trifled with, for they’ll take their revenge on any who dare to disturb their
homes. A farmer once decided to move the stone basin at Saint Nun’s Well
(also known as Piskey’s Well), with the intention of using it as a water
trough for his pigs. He chained it to two oxen and pulled it the top of a steep
hill, whereupon it broke free of the chains, rolled downhill, made a sharp
turn right, and settled back into its place. One of the oxen died on the spot,
and the farmer was struck lame. This rather enchanted-looking well can still
be found in the beautiful part of Cornwall between Liskeard and Looe.



WATER FAIRIES

All running water, not just spring water, can prove to be the haunt of
fairies, for crossing over (or through) running water is one of the ways to
enter their realm. Here in Devon and Cornwall, one still finds country folk
who avoid running water by dusk or dark, for the spirits who inhabit water
can be troublesome, even deadly. The water spirit of the River Dart, for
instance, is believed to demand sacrificial drownings, leading to the well-
known local rhyme: “Dart, Dart, cruel Dart, every year she claims a heart.”

The water wraith of Scotland—thin, ragged, and invariably dressed in
green—haunts riversides by night to lead travelers to a watery death. In the
border country between Scotland and England, the Washer by the Ford
wails as she washes the grave clothes of those who are about to die. This
frightening apparition is similar to the dreaded Bean-Sidhe (Banshee) of
Irish legends. The Bean-nighe is a similar creature found in both Highland
and Irish lore, a dangerous little fairy with ragged green clothes and webbed
red feet. (Yet if one can get between the Bean-nighe and her water source,
she’s obliged to grant three wishes and refrain from doing harm.)

Jenny Greenteeth specializes in dragging children down in stagnant
pools. The Welsh water leaper (Llamhigyn Y Dwr) is a toadlike creature
who delights in tangling fishing lines and devouring any sheep who fall into
the river. The fideal is a fairy who haunts lonely pools and hides herself in
the grasses by the water; the glaistig, half woman and half goat, tends to
lurk in the dark of caves behind waterfalls. The loireag of the Hebrides is a
gentler breed of water fairy, although as a connoisseur of music even she
can prove dangerous to those who dare to sing out of tune.

In Ireland, a fairy woman known as the Lady of the Lake bestows
blessings and good weather to those who seek her favor; in some towns
she’s still celebrated (or propitiated) at midsummer festivals. Her name
recalls the Welsh Lady of the Lake who gave King Arthur his sword and
now guards his body as he sleeps in Avalon.

Brittany, on the west coast of France, also claims to be the home of the
Lady of the Lake. The Château de Comper, where she’s said to have lived
and raised Sir Lancelot, still stands near the old Forest of Paimpont (called
Broceliande in Arthurian lore), a magnificent manor house of golden stone,
crumbling romantically at the edges. Nearby is a lake whose origin is



attributed to Morgan Le Fay, located in the mysterious Val sans Retour
(Valley of No Return).

Chalice Well in Glastonbury is one of several sites where the Holy Grail
is reputed to be hidden. At the foot of ancient Glastonbury Tor is a lovely
garden where one can drink the red-tinged water of the well—colored,
according to legend, by the blood of Christ carried in the Grail [see
Chapters 8 and 17].

Although the well’s association with Arthur may be, as some Arthurian
scholars suggest, a legend of recent vintage, archaeological excavations in
the 1960s established the site’s antiquity—and the place manages to retain a
tranquil, mystical atmosphere despite its transformation from sacred site to
tourist attraction. One often finds small offerings in the circle around the
well’s heavy lid: flowers, feathers, stones, small bits of cloth tied to a
nearby tree . . . remnants of ancient pagan practice carried down through the
centuries.

THE ROLE OF WATER TODAY

In modern times, we generally view such practices as quaintly (or
foolishly) superstitious; we dismiss our early ancestors as ignorant savages
who worshipped natural phenomena because they lacked the rationality of
science. Yet a look at the animist religions that still thrive in many cultures
around the globe indicates that this may be a simplistic view of nature-
based religions [see Chapter 14]. Rather than focusing on the hocus-pocus
of the supernatural (as they’re often portrayed), such religions are rooted in
the natural world, celebrating and regulating the relationships between
humankind, other species, and the land that sustains us all.

In America, animism runs through the indigenous religions of the land.
Various springs, wells, and pools are sacred to Native American tribal
groups; and in such holy places one finds offerings similar to those by
Chalice Well: feathers, flowers, stones, sage, tobacco, small carved animal
forms, scraps of red cloth tied to trees, and other tokens of prayer. The
Native American sweat-lodge ceremony uses water sprinkled over red-hot
rocks to create the steam that’s called the “breath of life.” The lodge itself is



the womb of Mother Earth, in which one is washed clean, purified, and
spiritually reborn. In Native American church ceremonies, a pail of
“Morning Water” is traditionally carried and prayed over by a woman
before being sent sunwise around the circle to be shared by all. Water is
sacred through its absence in the four-day Sundance ceremony, or the ritual
of Crying for a Vision. After four days without water (or food), the first
drop on the tongue is a potent reminder to be thankful for this precious gift
from Mother Earth.

Tom Blue Wolf of the Eastern Lower Muscogee Creek Nation speaks of
the central importance of water, particularly at a time when water tables
worldwide are diminishing at alarming rates:

Once upon a time, the Chattahoochee River was known to the people here as the source of life.
Every morning we would go to the water and fill ourselves with gratitude, and thank the Creator
for giving us this source of life. We would honor it throughout the day. At that time, water was
known as the Long Man. It came from a place that has no beginning, and went to a place that had
no end. But now, for the first time in the history of our people, we can see the end of water.3

Mythologist Michael Meade takes note of the ancient symbolism of
water, and its vital role in our lives today:

Of the elements—which some people count as four, and others count as five—water is the
element for reconciliation. Water is the element of flow. When water goes missing, flow goes
missing. The ancient Irish used to say that there were two suns in the world. One you see rise in
the morning. The other is very deep in the Earth, and it’s called the black sun or inner sun. It’s a
hot fire in there; no one knows how hot. The Earth is roughly 70 percent water because of that
hidden sun inside. When the water goes down, the Earth heats up too much—part of the global
warming that’s happening everywhere. It happens inside people also, because people are like the
Earth. People are 70 percent water, like the Earth, and people have a hidden sun—or else we
wouldn’t be 96° when it’s 40° outside. Everyone in the world is burning, and the water in the body
keeps that burning from becoming a fever. What happens literally also happens emotionally and
spiritually, so when people forget how to carry water and how to use water to reconcile, you get an
increasing amount of heated conflict, as we’re seeing around the world today. . . . In many cultures
it’s the elders who carry the water, because elders are the peace-bringers. When a culture can’t
remember or imagine peace on its streets or how to negotiate peace, it means its elders have
forgotten what to do, how to carry water.4

The following evocative words come from a film about Chief Seattle,
depicting the forced transfer of Suquamish lands to the U.S. government in
1855:



The shining water that moves in the streams and rivers is not just water, but the blood of our
ancestors. If we sell you our land, you must remember that it is sacred. Each ghostly reflection in
the clear water of the lakes tells of events and memories in the life of my people. The water’s
murmur is the voice of my father’s father. The rivers are our brothers. They quench our thirst.
They carry our canoes and feed our children. So you must give to the rivers the kindness you
would give any brother . . . This we know: the Earth does not belong to man, man belongs to the
Earth.5

I’m reminded here, at Dupath Well, that I, too, have distant ancestors
who didn’t consider themselves greater than the land on which they lived;
didn’t take good, pure water for granted; and who knew humans belonged
to the earth.

An old English folklorist told me once that nature spirits would live in a
well, a spring, a lake, or a grove of trees only as long as they were
remembered and addressed respectfully. If the spirits were neglected, they’d
leave the place; the land would feel soulless and dead henceforth.
Remembering this, I dropped a pin into the brown water of Dupath Well.
The well house stands near a farmyard. I could hear the traffic of the roads
nearby, and yet somehow the spot still seemed timeless, magical—and very
much alive. I cupped my hands, drank from the well, and whispered,
“Thank you,” as I left. I couldn’t even tell you now who exactly I was
addressing—a nature spirit, a well fairy, a Celtic goddess, or the earth itself.
And yet, in that ancient place, I swear that someone was listening.
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CHAPTER 16

LOURDES AND OTHER HEALING
WELLS AND SPRINGS ASSOCIATED

WITH GODDESSES AND FEMALE SAINTS

by Doreen Virtue, Ph.D.

Of the four earthly elements, water and earth have long been considered
feminine, while air and fire are regarded as masculine elements. Women, as
childbearers, are associated with the life-giving flow of rivers, streams,
springs, and wells. Cross-culturally, water is a symbol of fertility and
prosperity. So it’s logical that our ancestors built water-based shrines in
honor of divine feminine goddesses and female saints.

Archaeologists have discovered water wells with spiritual and religious
themes dating back to the late Bronze Age, which are reputed to have
healing properties. The root word for well is wella, wielle, or waella, which
in Old English means “natural spring” or “moving water.” So a healing well
could be a thermal spring, or the head of a river or stream. Rivers named for
healing goddesses are abundant throughout Europe, including the Danube,
which was named for the Celtic Mother Goddess Danu; and the Seine,
named for the Gallo-Roman healing goddess Sequana.

Healing wells and springs are found worldwide, but are particularly
abundant in Europe. Ireland reportedly has more than 3,000 healing wells.
Many of these are dedicated to Brigit, a healing goddess who was later
adopted and canonized by the Catholic church.

The most famous healing spring is undoubtedly Lourdes in southern
France, dedicated to Mother Mary. Scientists have verified 66 healings at
Lourdes, and an estimated 50 unverified healings per month are reported.



Another famous healing spring is in Bath, England. This 10,000-year-old
shrine was originally erected in honor of the Roman goddess Minerva, and
later became dedicated to the Celtic water goddess Sulis [see Chapter 18].

Many healing wells were created during pre-Christian eras. They were
dedicated to Hindu, Roman, Celtic, Egyptian, Mayan, and other goddesses
(and occasional gods) to appease and appeal for favors, healings, divination,
and protection. During the Crusades, many European wells were
rededicated to saints. Roman and Celtic wells dedicated to the goddess
Coventina were converted into “wishing wells.” The previous Roman
practice of throwing sacrificial animals into the well to win Coventina’s
favor was replaced with tossing in coins or floating votive candles to elicit
good luck.

Specific wells and their associated goddesses and saints gained
reputations as having healing specialties. Many of these locations were
attributed with miraculous abilities to heal eyesight, which some believe
had to do with the vitamin and mineral content of spring water. Others were
reputed to restore fertility, heal toothaches, skin diseases, and other illnesses
and injuries.



I’ve personally visited several healing wells dedicated to goddesses and
saints. Each time, I’ve noticed intense feelings of positive energy near these
waters. Going to the well (known as a “grotto”) at Lourdes was a
particularly powerful experience for me. Standing near the water felt as
intense as being in a room filled with magnets drawing impurities out of my
body, mind, and emotions. I witnessed people wheeled on gurneys and saw
their beaming smiles as their nurses bathed them in the sacred waters. I
brought home some Lourdes water and gave bottles to friends, one of whom
reported the immediate healing of an injury after she’d splashed the water
on it.

Studies on the properties, effects, and electrical fields of Lourdes and
other healing wells have been conducted by scientists. Dr. Enzo Ciccolo, a
biologist at the University of Milan, collected water from wells where
Mother Mary apparitions had been sighted, including Lourdes, Medjugorje
in Croatia, Fatima in Portugal, and Montichiari and San Damiano in Italy.

Dr. Ciccolo placed small quantities of these Marian waters (named for
Mother Mary) into normal tap water. The tap water’s pH, conductivity, and
redox potential were immediately modified by the addition of the Marian
water. Researcher A. Ansaloni also found that tap water’s pH level reduced
with the addition of one part Lourdes water to 400,000 parts tap water. In
addition, Ansaloni discovered that Lourdes water slowed the decay of
chlorine in water, no matter how small of a sample of Lourdes water was
added to the chlorinated water.

Dr. Ciccolo noted that after people bathed in Lourdes water, it became
cloudy, as if the bather had detoxified into it. A study of the residue in the
water revealed that the pathogens were neutralized:

A photoelectronic spectroscopy revealed that all frequencies of light were present in that
sample of water, a phenomenon which usually never occurs in water. In fact, it was precisely this
perfect, extraordinary and powerful set of frequencies which prevented the pathogenic germs from
reacting and becoming harmful.1

Other scientists have measured Lourdes water using a Bovis scale, which
detects life-force energy. Using the earth’s energy as a baseline, a substance
with fewer than 6,500 Bovis energy units is considered to have a negative
or life-detracting charge. Between 6,500 and 8,000 units is thought to be



neutral; and 8,000 and above is positive or life affirming. Lourdes water has
been measured at 500,000 Bovis energy units.

Interestingly, the particles of negative substances spin clockwise, while
positively charged particles spin counter-clockwise. Goddess traditions
teach that feminine energy spins to the left or counterclockwise.

Dr. Ciccolo also experimented with water from Medjugorje, Croatia,
another healing shrine devoted to Mother Mary, adding small quantities of
its water to solutions of sodium chloride, albumin, and cupric chloride and
comparing these mixtures to control samples. The Medjugorje samples
crystallized into more finely divided filamentary patterns than the control
solutions. Dr. Ciccolo noted that the crystallized patterns resembled those
that had been observed in samples treated by healers’ bioenergy and by
magnetic fields.

In other words, water from healing wells associated with Mother Mary is
structurally different from other water. Marian water stores the heartfelt
prayers and the loving energy associated with Mother Mary and the angels.
The studies show that this energy is transferable to ordinary water.

The ancient practice of seeking health through water while invoking the
loving help of a goddess or saint remains a popular practice. Between five
and six million people visit Lourdes annually. Thousands drink from or
swim in the River Ganga, which Hindus regard as the embodiment of
Ganga Ma, Saravati, Lakshmi, and other healing goddesses [see Chapter
19]. The ancient Hindu Vedas prescribe running water as the means of
carrying away physical pollution to attain health.

The universality of visiting healing wells associated with goddesses and
saints shows that it’s more than a religious practice. The magnetic appeal of
healing wells seems to be deeply ingrained. Perhaps it’s a human instinct to
seek our Divine Mother when we need comfort and healing.

NOTES
1. Enzo Ciccolo, “Domenica del Corriere,” Cooperative Nuova, Milan,

Feb. 18, 1988.
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CHAPTER 17

CHALICE WELL, GLASTONBURY

by William Bloom, Ph.D.

The English landscape is known for its rolling and soft beauty and for its
unexpected and spectacular vistas. You may turn a corner or reach a peak
and suddenly, unfolding far into the distance, is a long and intriguing view.
One of the greatest of these vistas can be found when you travel south from
Bristol and Bath in the west of England. As you pass over the top of the
Mendip Hills, before you stretches the large plain of the Mid-Somerset
Levels. This is a flat landscape some 15 miles across, which at several
points in its history has been covered in water—and may be again. At the
center of this flatland is an island whose most prominent feature is a
dramatic 500-foot hill with a tower upon its summit. This is Glastonbury.

Also known as the Isle of Avalon, it’s one of the most sacred landscapes
in Europe. It’s the burial place of King Arthur and Queen Guinevere, and
the Holy Grail is said to be hidden here. It was a major center of Druidic
and pre-Christian spirituality. In the shape of the isle can be found the form
of a great goddess, while a vast zodiac can be seen in the landscape
surrounding it, carved into the contours of the land. It’s the site of the
earliest of Christian churches founded, so the legend goes, by Jesus’ uncle,
Joseph of Arimathea. This small church evolved to become the greatest
abbey in all Christendom. The Isle of Avalon, also called the Isle of Glass,
was also said to be the capital city of the fairie realm, a great claim for a
country known as Angel-Land or England.

The island of Glastonbury is made up of several hills. Three of them are
well known: Wearyall Hill, Chalice Hill, and the Tor. Each of these has a
very different shape and atmosphere. Wearyall is long and slim, like a fish,
and is known as a place that’s good for peace and reflection. Chalice Hill is



soft and round, shaped like a breast or pregnant womb, and holds an
atmosphere of healing. The Tor is masculine and dramatic, accentuated by
its tower; and its energy is powerful and dynamic. People often comment on
how these three hills and their characters reflect the trinity found in many
spiritual traditions.

The small town of Glastonbury itself sprawls on the island overlit by
these hills, its inhabitants divided into those who honor the spirituality of
the landscape—I’m one of them, and lucky enough to live on the side of
Wearyall Hill—and those who live there as if it were any other small
country town.

One of Glastonbury’s most intriguing features is to be found in the valley
between Chalice Hill and the Tor, down which runs a small road. Near the
bottom of this road, on the right side toward Chalice Hill, there’s a lovingly
tended public garden, the main feature of which is the Chalice Well,
previously known as Blood Spring. On the other side of the road, in a
nondescript building, is the White Spring.

The waters for each of these two springs have unique sources, and their
chemical content is completely different. I’ve lived in Glastonbury for 30
years and am fascinated by the polarity and paradox of these two wells.
Their contrast is so great that many people who visit Chalice Well Gardens
—for nurture, inspiration, and meditation—may not even know that the
White Spring exists at all.

The water of Chalice Well, Blood Spring, is good for the health. It has an
iron content similar to that of human blood, and the flow runs strong and
consistently even in periods of drought. As the water surfaces out of the
earth, the way in which it’s contained and then channeled has been lovingly
constructed by human intervention over many centuries. The actual source
of the water, the well itself, is capped by a large lid, on which is the ancient
symbol of two interlinking circles, the vesica piscis. The water then runs
through a lion’s head, down through some shallow baths for healing,
through a Steiner-inspired flow form and into a large pool, again in the
shape of the vesica piscis. The surrounding gardens are tended by men and
women sensitive to the elements of nature, the Green Man, Pan, and the
Goddess, as well as to the fairies, nature spirits, and landscape energies.



Chalice Well

The White Spring, however, has a certain chaos surrounding it; and the
human involvement often seems harsh, in my opinion. This may, of course,
be totally appropriate—a perfect balance.

Many people have a simple relationship with Chalice Well. They just
love it and are grateful for its peace. They quench their thirst and enjoy the
atmosphere of the flowing water and the garden’s nature spirits. My
relationship with the well is more complex. The whole landscape of
Glastonbury is filled with symbolism and meaning. For many of its citizens,
it’s like living inside a pack of tarot cards, each aspect of its landscape filled
with metaphor and significance. What then is the role of Chalice Well?
How intriguing that it flows with blood between the polarities of Chalice
Hill and the Tor. Is this the blood of Christ from the hidden grail? From the
Goddess?

The water comes from a deep, powerful, consistent source. Sometimes I
imagine this to be the heart of a great dragon miles below in the earth. But
why does the creature release some of its blood here? What’s the
connection? It’s interesting to sit in the garden and contemplate the origins
of the flow, deep in the earth. Water is alive—not just in its molecular and
subatomic structure, but also in the forms it takes. Rivers, lakes, seas,
oceans, wells, and springs are all beings in their own right. Who is this



being who surfaces at Chalice Well? Of course, this type of question is well
asked of any body of water, but first the enquirer must pause and form a
relationship with the water.

I often wonder what Blood Spring looked like before any human being
had begun to organize it. Its geology isn’t rocky or hard. I imagine there
was mud and bubbling. It would have spread into the surrounding
grassland, and then perhaps channeled away in several directions—
uncontrolled, free, and natural.

To the human eye, concerned with a civilized aesthetic sensibility, the
messiness of mud and an endless oozing and spreading may seem
unattractive compared to the form of a well-tended garden. But it’s good for
people to play with mud and experience the primal sensations of life.
There’s no tended garden in a mother’s womb, but the environment is
luscious and perfect. So sometimes a primal part of me feels a haunted loss
when I encounter the neatness and containment of the well and its gardens.
But I also recognize the practical need for easier access to the water. I
understand why Blood Spring transformed into Chalice Well; and in
general, I appreciate the beauty of gardens created by humanity in rapport
with nature.

There is, however, another issue for me. It has to do with spirits. I
wonder, when the Blood Spring waters were first contained and channeled,
whether people offered prayers and ceremonies to ask permission of the
spirits of the water and of the land. I wonder whether the great creature
who’s the whole form and being of this powerful source was ever courted.
At every successive stage of the well’s construction down the centuries, did
the builders have the sensitivity and courtesy to continue these ceremonies
and communications of permission and gratitude?

When I first encountered Chalice Well many years ago, ceremonies
weren’t happening; and the first Warden of the Well, whom I knew, wasn’t a
happy man. The atmosphere of the gardens was strained. Over recent
decades, however, the culture of the custodianship has transformed into one
that’s attuned to and respectful of the nature spirits, the earth energies, and
the life of the water itself. Instinctively and lovingly, ceremonies and
communications are happening today; and the governing community of the
well is generally, I gather, harmonious. There has been a healing here of the
relationship between humans and the spirits of this water. To me, the spirits



of this water seem happy now. There’s still perhaps some healing needed in
the bigger picture and in the relationship with White Spring, but I feel
confident that this will come, too.

All this is a lesson, one that’s echoing through this entire book: We need
to reawaken our care for and relationship with nature and the elements.
Without us, the elements flow, explode, emerge, cycle, recycle, die, and are
reborn. This is the dance of life. With water, it’s all so visible and touchable
—the movement, the play, and the power. We love water, but meaningful
love is always love in action.
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CHAPTER 18

THE DREAMING POOL OF BATH

by Richard Beaumont

Looking earthward, the densely wooded valley couldn’t have concealed
the ancient river snaking through it. Closer inspection of the serpentine
bend would have revealed to prehistoric people a truly awesome sight:
clouds of steam billowing out from England’s only three hot springs.
Mingled with the steam would have been the pungent smell of minerals.
The ground soft and boggy, the night sky illuminated by stars playing hide-
and-seek through the steam, the sounds of woodland creatures screeching
and scratching near and far—it would have been like a dream, an entrance
to another world, an underworld, a magical place of initiation. . . .

A MAGICAL HISTORY

In almost two decades of researching mind, body, and spirit subjects, I’ve
encountered many interesting and wonderful people, places, and techniques
for self-discovery. One of the strangest encounters followed my interview
with Margaret Marion Stewart of the Springs’ Foundation.

Margaret was a guide to the Bath springs: Cross Bath Spring, the Hetling
Spring, and the King’s Spring. She gave guided tours of the Cross Bath. R.
J. Stewart, author of Waters of the Gap,1 had told her about the origins of
the springs. His research had shown them to be a pre-druidic sacred place,
oracular mystery school, and underworld initiation center.

According to Celtic legend, in the 9th century B.C., a chieftain called
Bladud was expelled from court because his leprosy made him so ill that he



was unable to rule. He became a swineherd instead. One day he followed a
scabby pig to the springs and watched as it wallowed in the hot mud and
emerged with its pink complexion restored. He plunged in himself and was
cured. (The pig is the cult animal of Ceridwen, the goddess of the cauldron
of inspiration and immortality.) Bladud is believed to have set up the first
academy at the Bath springs around 800 B.C.; and the arts, astronomy,
mathematics, astrology, prophecy, divination, and necromancy were taught
there.

Margaret told of a legendary place referred to by the Greeks that was
beyond Hyperborea, beyond the north wind. It was a triangular island that
had two crops a year and hot springs gushing at the center. She felt sure that
these were the Bath springs. Reinforcing the Greek connection, there are
stories that druids from Bath taught Pythagoras.

The area around the springs would have been sacred, with the public
possibly only accessing it at festival times connected with the eightfold
calendar. The pre-Roman Celtic culture would have been matriarchal and
matrilineal; the sun would have been regarded as feminine, the hot springs
as waters from the womb of the Goddess. A volunteer for the Springs’
Foundation said, “I really believe it’s sacred.” She also revealed that since
being involved with the spring, “I’ve felt completely protected. When I
have difficulties in my life, I go to the spring, and things work out.” This
Goddess spirituality is undoubtedly of considerable importance to some in
Bath.

During an excavation of the springs in the late 1970s, pre-Roman
artifacts were discovered—coins and offerings going back 7,000 years.
There were also the remains of the walls the Romans had built around the
springs. They paid homage to the local deity by calling the site Aquae Sulis
(Waters of Sulis) in honor of the Celtic goddess Sulis (sulis means “an
opening,” “an orifice,” “an eye,” or “a gap”). They built a temple there,
incorporating the ancient Celtic site, and dedicated it to Sulis Minerva.
(Minerva is the nearest equivalent Roman goddess to Sulis, a goddess of
wisdom, healing, and war.)

West of the larger King’s Spring, linked to it by a sacred grove, lies the
Cross Bath. Margaret’s sense of its function was that it was an inner
sanctuary. An earlier excavation had revealed part of an altar stone
dedicated to Aesculapius, the Greco-Roman god of healing, who presided



over aesculapia, dream healing temples, where people had a ritual bath and
then slept nearby. (Evidence of sheltering cubicles has been discovered
under what’s now a modern shopping center.) They would have discussed
their dreams with the resident therapeuts of the Romano-Celtic period—a
sort of early form of psychoanalysis.

From medieval times to the 18th century, the Cross Bath was known as
Balneum Crucis (Bath of the Cross). It was part of a pilgrimage route
between the Glastonbury and Malmesbury abbeys. The pilgrims would
carry a life-sized replica of the cross and stop at certain points on the
journey. One of the stopping places was the nearby Saint John’s Hospital,
built by the Knights Templar in 1174. At the time, it was a hospitality place,
but such spots eventually became known as hospitals because so many
travelers were sick. At the Cross Bath, the pilgrims would have a ritual bath
in the healing waters before going on refreshed.

It’s also reported that many queens visited the Cross Bath over the years,
including Queen Mary; and the town itself became known as Royal Bath in
the early 17th century when James I’s queen, Anne of Denmark, visited,
bathed, and soon conceived. An 18th-century author of a guide to the baths
suggested that the waters might well act as a miraculous cure for infertility.

Bath became a fashionable resort of Georgian England under Beau Nash,
the legendary master of ceremonies; and in 1822 a doctor with a lucrative
practice treating wealthy neurotics in the town said the water was a
sovereign cure for “rheumatic, gouty, and paralytic afflictions, in all those
disorders originating from indigestion and acidity of the stomach, bilious
and glandural obstructions, hypochondriac and hysterical afflictions.” By
that time, many townsfolk were making a living off the waters, providing
cures ranging from cups of steaming water to hot water enemas, selling
souvenirs, housing invalids, or carrying them in “Bath chairs” through the
streets.

In the 1970s, that all stopped. In 1976, the National Health Service stated
that plunging patients into the miraculous water was no more effective than
turning on a hot tap, and in 1978 tragedy struck. The water at the King’s
Spring was found to be polluted, and a girl died of a meningitis-related
illness. Bathing ended overnight, and visitors to the Roman baths museum
were warned against touching the water.



DREAMS OF INTERVENTION

In 1979, Margaret Stewart started a campaign to reopen the Cross Bath
for bathing. The effort gained considerable momentum . . . and then the
dreams began.

In one dream, Margaret found herself inside the Cross Bath surrounded
by many nonhuman “inner plane” beings. Her sense of privilege at being
there amidst so many magnificent creatures turned to dismay and
embarrassment as the largest of these beings told her that she was to stop
her campaigning and that the baths were meant to be closed at that time.
She contacted all the protesters and ended the process the next day.

On reflection, she believed that the baths needed to be closed for a period
of inner purification. In the time since bathing had been prohibited, there’d
been a change in the springs’ temperature. The three springs are all from the
same aquifer in oolithic limestone (nonsulfurous, nonvolcanic). The Cross
Bath Spring is the deepest at 1.8 miles and used to be the coolest, at 103°F;
the Hetling Spring was the hottest at 120°F; the King’s Spring was 115°F.
Today all the springs have a similar temperature around 111°F.

A recent mineralogical analysis of the hot springs has shown that all the
thermal water contains sodium, calcium, chloride, and sulfate ions in high
concentrations. Although there are some small variations, allowing for
changes in analytical methods, the composition has remained constant over
the past century.

When a borehole was put into the King’s Spring (the source of the largest
volume of water) to get amoeba-free water, Margaret formed the Springs’
Foundation to stop plans to cap the Cross Bath Spring and take water from
the King’s Spring borehole and pump it into the Cross Bath. As each of the
springs comes up from different fissures, they each have slightly different
mineral constituents; and Margaret wanted to retain the integrity of the
Cross Bath water. As a result of her action, another borehole was made into
the Cross Bath Spring’s source to provide amoeba-free water to the Cross
Bath.

The Springs’ Foundation has since seen modern-day pilgrims from all
over the world find their way to the Cross Bath and feel blessed.

I’d come to Bath to report on a story about Margaret’s fears that the
springs might be tapped off and replaced by ordinary heated water from the



main water supply. As I listened to her talk about the importance of
protecting the site, I remember letting my right hand play in the hot water. It
felt thick and strangely “pregnant” with life. It made my fingers tingle.

Four hours later, Margaret was still talking—about the strange dreams
that had brought her to be a protector of the site, about unusual winds that
had thrown the planners’ only redesigns into the water, and about the
sudden illnesses that had afflicted the key proponents of the unwanted
refurbishment. Having failed to bring the “interview” to a polite end, I took
the only option available: I abruptly informed her that I was leaving and,
with her voice still echoing behind me, walked away. What I’d imagined
would be a pleasant hour-long interview had turned into a four-hour
experience of extraordinary mania.

By now I was feeling very strange, and the world around me was echoing
this, becoming somehow dreamlike and viscously fluid in a most
disconcerting way. As I walked to my car, the night seemed darker than it
should have been against the lights of the city.

Upon returning home, I felt an uncharacteristic need to go directly to
sleep. What I didn’t realize at the time was that I, too, had been affected by
the water and was about to experience its power—whether I wanted to or
not.

THE GREEN MAN

As soon as I lay down, my entire body seemed leaden; and I fell into a
deep, deep state. I could smell waterweeds and see many light-bodied
nature spirits wafting around me, almost as if they were preparing the
ground for something. A sense of timelessness pervaded the room. As the
“dream” began to take a dark turn, I found myself unable to move. Earthy,
troll-like characters gathered around me in a circle, their solid frames
immovable and glistening with a pale bluish-green light. All these beings
were strangely, intimately, familiar to me. They seemed almost like cousins
or family: I “knew” which tribe they belonged to, and I “knew” each one of
them and they were dear to me; yet I hadn’t seen them for longer than I
could remember.



Then, with slow methodical progress, a being of immense size and power
—ancient beyond my comprehension—came toward us. Imagine a grizzly
bear 100 times bigger than any bear you’ve ever seen, but with an almost
human articulation to him. He had to bend down to see me; I was so small
in comparison to him. His face seemed as far away as the clouds, but his
presence permeated everything. I could feel his breath on my face, and he
snorted like a horse. He, too, was familiar, but I’d never before had his
attention focused on me alone. It was overpowering. He turned his head
from side to side as if trying to understand what I was doing there.

When he spoke, everything around us moved; and the wind of his words
flew over my head. It was almost deafening, and yet somehow silent at the
same time. It pervaded my whole body. I was “told,” wordlessly, but in no
uncertain terms, that I had a job to do; and there was no backing out of it. I
felt his eyes see right through to my essence. He seemed immortal,
immensely wise, and as compassionate as one would be to a creature far
lower on the evolutionary chain who’d gotten lost. I also can’t forget a
feeling of deep sadness emanating from him. I’ve never felt so “merely”
human, so puny, so completely out of my depth.

I woke with a start, soaked with sweat. I felt tiny and insignificant beside
such an ancient power. The entire room seemed different and unfamiliar to
me. There was no comfort, no assurance that I’d simply had a dream. My
reality seemed entirely insubstantial in comparison to what I’d just
experienced. I knew with absolute certainty that there was nowhere on
Earth where he couldn’t find me. It was daylight; I’d “slept” for ten hours,
but it felt like 15 minutes.

I got out of bed and the sense of urgency was so great that I called
Margaret even before getting dressed. At first it was hard to speak—my
voice seemed disconnected from my body, as if I were an actor using a
foreign accent—but I now felt a connection to her, knowing that we’d both
encountered the same beings. And I had compassion for her, as she was
connecting with them on a regular basis. It was no wonder that she’d
become so fixated on being a guardian of the waters. She’d seen hundreds
of people receive healing from the springs, and knew intimately the powers
behind that wonder.

I told her that I was going to run the story and was just calling to check a
few details. In the long conversation that ensued, she added yet more



information about the complexities of water analyses, microbiological
filtering systems, and town-council plans for redevelopment of the springs.
I knew I had to pull it all together—premonitions, mythology, history,
excavations, water analysis, the lot. I didn’t dare cross the ancient being I’d
just met.

The result of my labor is in print for all to see.2 I felt driven throughout
the writing of the piece and never lost the strange sense of being in the flow
of the fates. As soon as I’d finished the article, I walked toward my kitchen
through an enclosed passageway, hearing something calling me. There, for
the first and last time in the three years I lived on those premises, I met a
huge frog. Its loud croaking filled the sealed corridor, and a tingle went
down my spine. The force of nature had sent a messenger. The spell had
been completed; the job was done.

THE MYSTERY OF WATER

In our current study of water, especially with Dr. Emoto’s discovery of
the effect of thought and prayer upon water crystals, there are two
paradigms at work, and they don’t necessarily mix. On the one hand, there’s
science, with its reliance on neutral, objective evidence and logical
conclusions. But there’s also the mystical experience of those in touch with
natural forces, which defies logical definitions, as its interpretations are
both universally applicable and yet subjectively personal.

We know that water holds memory. It’s also the requisite for all life on
this planet. Dr. Emoto’s work has demonstrated the effect of our
consciousness on water, but what if water isn’t simply the receptively inert
medium his studies demonstrate? If it can indeed become altered by the
consciousness directed at it, isn’t it also possible that it could contain and
project a more evolved consciousness? Certainly I believe that we should
include in our studies of water an investigation into the shamanistic
practices upheld even today in the more remote areas of the world, where
water blessings still hold their power and human understanding isn’t
regarded as the pinnacle of awareness.



In our scientific attempts to define and understand matter, we may well
have become blind to a direct, more potent way of perceiving the world
around us. Can we truly claim to have a fully comprehensive understanding
of life without incorporating the experiences of the countless mystics who
point to a paradigm beyond intellectual understanding?

THE CURRENT DAY

My meeting with Margaret Stewart took place in 1998. Much has
happened since that time. The council’s plan for the redevelopment of the
springs met with years of bitter wrangling. Petitions were signed for and
against it. There was strong local opposition, which led to the threat of legal
action against the local authority and the developers, but the case was
settled out of court. An uneasy truce was established, giving residents
priority access and reduced prices to the restored Georgian Cross Bath.
Construction work on the project began and Thermae Bath Spa finally
opened in August 2006.3 Margaret eventually came around to the idea of
the refurbishment of the Cross Bath on the basis that “the Goddess is
getting a facelift.”

Roman baths in Bath, England

The development, which eventually cost $43 million (£23 million),
around 50 percent more than its original budget, is certainly impressive.
The new spa, the only one in Britain where visitors are able to bathe in



naturally heated mineral water, is a combination of new-build and
refurbishment. A 1920s swimming pool was demolished to make way for
the central cubic structure, composed of glass and the city’s signature
yellow stone, and designed by architects Nicholas Grimshaw and Partners.

At the top of the complex is the open-air pool. Below that is a floor with
steam rooms containing fluted pillars around a central device where spa
goers can walk into a mist of scented steam lit by state-of-the-art fiber
optics. There are also treatment rooms, a gym for yoga and Pilates, and a
big thermal pool at the bottom.

Healing claims for the waters persist. The Thermae Development
Company, Dutch operators of the spa complex, state:

Sufferers [of all ailments], from sports injuries to rheumatic pains, sinus-related ailments to
skin problems, will find healing properties in the spa waters. Bath’s reopened spa, taking water
from a very pure source, will be a relaxed, sociable environment contributing to the well-being of
all users—a much-needed resource in today’s very busy and very stressful world.

All the bathing facilities in the spa complex use natural spring water
cooled to 91.5°F. Sand filtration, enhanced UV, and minimal chlorine
dosing for residual disinfection are the only treatment requirements.

Whether you choose to align to the sacredness of this ancient place or
not, the fact remains that it’s once again active in the 21st century, a time
when we need all the magic we can get.

NOTES
1. R. J. Stewart, Waters of the Gap: Mythology of Aquae Sulis, Bath: Bath

City Council, 1981.

2. The article appeared in the Summer 1998 edition of Kindred Spirit
magazine, issue 43.

3. Margaret seems to have succeeded in making the city council aware of
the need for guardianship, as its Website now states that it’s the guardian of
the baths.



FURTHER INFORMATION
For more information on Thermae Bath Spa, go to: www.bathspa.co.uk

or telephone (44) 1225 477051.

Kindred Spirit magazine: www.kindredspirit.co.uk

http://www.bathspa.co.uk/
http://www.kindredspirit.co.uk/


CHAPTER 19

MOTHER GANGES
INDIA’S SACRED RIVER

by Elizabeth Puttick, P.h.D.

Verily, Ganga is the path to heaven of those that have bathed in her current.
— FROM THE MAHABHARATA

The story of the Ganges, from her sourceto the sea, from old times to new, is
the story of India’s civilization. . . .

— JAWAHARLAL NEHRU

SACRED WATER IN HINDUISM

Hinduism is the world’s oldest religion, rooted in a reverence for nature
and the interconnectedness of life that’s largely missing in Western culture.
In an animistic society, nature is alive with spirit—literally animated. Every
rock, tree, and stream has its own spirit, which humans can perceive and
communicate with. Oblations may be offered in return for blessings. Over
time, in a development that Westerners call polytheism, the most important
spirits became personified as gods and goddesses, with greater powers
requiring more elaborate propitiation rituals. Water has been an object of
worship from time immemorial, and among the most worshipped deities are
Indra (king of heaven and god of rain), Varuna (god of water) and the river
goddesses.

Over the last few millennia, Hinduism has evolved through many
different stages and manifestations, becoming more urbanized and



“sophisticated,” but nature gods and goddesses are still worshipped in the
villages. Even in urban society, they remain vital spiritual and artistic
forces.

For the purity-conscious Hindu social system, in which pollution is
inevitably accumulated on a daily basis, water plays a central role in both
domestic and public rituals. Water is a purifier, life giver, and destroyer of
evil; it cleanses, washing away impurities and pollutants. In most Hindu
families, it’s considered auspicious to keep a vial of Ganga jal (sacred
water from the Ganges) in the house. This is used to purify the body,
household objects, and rooms. Bathing or sprinkling oneself with water is
the customary way to rid oneself of impurities when entering the house,
before eating, and on many other occasions.

Water is also important in rites of passage. Newborn babies are sprinkled
with water in a ritual similar to Christian baptism [see Chapter 11]. Brides
take a ceremonial bath similar to the Jewish mikvah [see Chapter 12], while
the groom has his feet washed by his prospective brother-in-law. The last
rite of life is to place drops of sacred water (preferably Ganga jal) in the
dying person’s mouth.

Water is also essential to temple ritual. Every temple has its own sacred
wells and tanks, and both priests and worshippers bathe before entering the
sanctum. Statues of the gods are immersed in water before installation; and
daily libations of water, or flowers and leaves soaked in holy water, are
offered to gods, rishis (saints), and ancestors. Water may also be sipped
during prayers and invocations.

To Hindus, all water is sacred, but rivers are particularly venerated on
account of the purifying quality of running water. Water absorbs pollution;
but moving, flowing, or falling water has a great cleansing power that
carries impurities away. This power can be utilized by sprinkling water over
your head or taking a dip in a running stream—rituals that remove most
kinds of daily contamination. The current of a river changes constantly, but
in the body of the river dwells a spirit who controls the flow of the water.
River spirits are propitiated and deified as goddesses.

GANGA MA: SACRED RIVER AND GODDESS



Map of the Ganges from source to sea

There are seven sacred rivers in India, of which the holiest is the River
Ganges (Ganga). Its source is high up in the Himalayas— India’s holiest
mountains—in a glacial cave. For over 1,500 miles, it flows through the
plains and cities of northeastern India, joining the sacred river Jumna
(Yamuna) at Allahabad before eventually merging into the Bay of Bengal.
Mythologically at least, the Ganges courses way beyond its earthly
boundaries to the realm of moksha—spiritual liberation.

Satellite image of Ganges delta

The Ganges has been held sacred for millennia and is repeatedly invoked
in sacred Hindu texts, including the Vedas, Ramayana, and Mahabharata. In



an ancient society that depended on the seasonal monsoons for its
agricultural needs, the perennial nature of the Ganga was literally a
godsend. Personified as Ganga Ma—Mother Ganges—the river is revered
as a powerful goddess who embodies the cardinal virtue of purity, cleansing
the sins of the faithful and aiding the dead on their path toward heaven:

Ganga is Righteousness in liquefied form. She is energy also running in a liquid form over the
earth. . . . The very mother of the heavens, she has sprung from the highest mountain for running
over the plains and conferring the most precious benefits on all creatures of the earth. She is the
highest cause of all things; she is perfectly stainless. She is as subtle as Brahma.1

Ganga devi on lotus

There are many versions of the Ganges creation myth, but in most stories
she transforms herself into a river and flows out of the big toe of the god
Vishnu; or perhaps she manifests herself the hair (or ear) of the great god
Shiva (“Salutations to Lord Shiva who holds Ganga in His matted hair”), or
even the mouth of the silver cow Gomukhi. Ganga’s heavenly origin and
descent to Earth makes her an effective intermediary between the two
worlds of humans and gods. Images of Ganga on a crocodile and Yamuna
on a tortoise flanked the doorways of early temples. Entering the temple,
devotees were symbolically cleansed by the purifying waters of these two
rivers.



The Goddess Ganga seated on a crocodile

BATHING IN THE GANGES

In cities along the river, daily dips are an important ritual among the
faithful. Many cities are considered sacred and have become pilgrimage
sites for people from all over the world: Gangotri, at the river’s source;
Sagar Island, where it flows into the sea; Varanasi (formerly Benares), the
holiest city of all, one of the world’s major pilgrimage centers and the most
auspicious place to die; and Allahabad, where the Ganga and Jamuna meet,
the site of the most important festival in the Hindu religious calendar,
Kumbh Mela, where millions of pilgrims from all over the globe gather for
the bathing ritual.

Many Hindus believe that water from the Ganga can heal sickness of
body and soul and cleanse the soul of all past karma. Ganga jal is often
used to anoint the forehead of someone who’s ill, and is drunk with one’s
last breath to take the soul to heaven. Even a single drop of Ganges water,
carried by the wind over a great distance, is believed to cleanse a lifetime’s
sins. “By seeing, touching, and drinking the waters of Ganga, or even by
applauding Ganga, hundreds and thousands of sinful men became cleansed
of all their sins” (from the Mahabharata).



Ganges ghat

Bathing, immersion in the river itself, is even more purifying. Hindus
may travel great distances to scatter the ashes of their relations in the waters
of the Ganga, with the aim of helping them attain a better rebirth, and
ultimately freedom altogether from samsara (the cycle of death and rebirth).

Even more desirable is to be cremated in Varanasi, the most sacred city
on the Ganges: It’s been said that “Death, which elsewhere is polluting, is
here holy and auspicious.” People travel from all over India and even
internationally to spend their last days in Varanasi. The river is lined with
ghats (stone platforms with steps leading to the water), where the funerals
are held, and the pyres burn nonstop.

POLUTION AND PURITY

There’s a paradox at the heart of Hinduism, which reveres nature but isn’t
a “nature-loving” culture in the Western sense. Gardens and parks are often
left untended, even in wealthy suburbs, and animals may be neglected or
mistreated. Yet while mangy curs wander the streets looking for scraps,
cows still have right of way and hold up the traffic with impunity. Plants
may wither, unwatered under the burning sun, while flower garlands adorn
honored guests and idols. The implications of this contrast between belief



and practice have ironic and tragic consequences in the ritual use and abuse
of India’s sacred rivers.

As a mother, Ganga is tangible, accessible, and all-accepting: No one is
denied her blessing. However, though her devotees revere her, they don’t
always treat her with the love and respect she deserves in return for her
many blessings.

While the spiritual purity of the Ganges has remained unchallenged for
millennia, her physical purity has deteriorated to the point where she has
become one of the most polluted rivers on Earth. Many of the world’s rivers
are contaminated through human exploitation, but the Ganges has suffered
particularly—partly as a consequence of what could be called “spiritual
exploitation.” Thousands of sick people with open wounds and festering
ulcers bathe in the river daily to get healed, and these numbers swell into
the millions during festivals, which also puts tremendous strain on the
antiquated sewage system.

Dying in Varanasi takes the impurity out of death, but at the cost of
putting pollution into the river. Some 40,000 cremations are performed
there each year, and many more take place on other sites along the river.
Most funerals are carried out on wood pyres that don’t reduce the body to
ashes; but the remains are thrown into the water regardless, to be fought
over by dogs and vultures. The thousands more who can’t afford cremation
have their bodies simply thrown into the Ganges. It’s an all-too-common
sight to see partially burnt corpses floating down the river, along with the
carcasses of thousands of dead sacred cows and assorted household rubbish.

Sacred ritual is only one source of pollution. The Sacred Land Film
Project has produced a report on the Ganges, based on extensive scientific
research, which identifies the main source of contamination as organic
waste—sewage, trash, food, and human and animal remains. Around a
billion liters of untreated raw sewage are dumped in the Ganges each day,
along with massive amounts of agricultural chemicals (including DDT),
industrial pollutants, and toxic chemical waste from the booming industries
along the river. The level of pollution is now 10,000 percent higher than the
government standard for safe river bathing (let alone drinking). One result
of this situation is an increase in waterborne diseases, including cholera,
hepatitis, typhoid, and amebic dysentery. An estimated 80 percent of all



health problems and one-third of deaths in India are attributable to
waterborne illnesses.

Wildlife is also under threat, particularly the river dolphins. They were
one of the world’s first protected species, given special status under the
reign of Emperor Ashoka in the 3rd century B.C. They’re now a critically
endangered species, although protected once again by the Indian
government (and internationally under the CITES convention). Their
numbers have shrunk by 75 percent over the last 15 years, and they have
become extinct in the main tributaries, mainly because of pollution and
habitat degradation. However, at least in one stretch of the river, numbers
are rising, owing to the efforts of the “Dolphin Man,” Dr. Sandeep Behera
from World Wildlife Fund India.

There have been various projects to clean up the Ganges and other rivers,
led by the Indian government’s Ganga Action Plan, launched in 1985 by
Rajiv Gandhi, grandson of Jawaharlal Nehru. Its relative failure has been
blamed on mismanagement, corruption, and technological mistakes, but
also on lack of support from religious authorities. This may well be partly
because the Brahmin priests are so invested in the idea of the Ganga’s
purity and afraid that admission of its pollution will undermine the central
role of water in ritual, as well as their own authority. There are many
temples along the river, conducting a brisk trade in ceremonies, including
funerals, and sometimes also the sale of bottled Ganga jal. The more
traditional Hindu priests still believe that blessing Ganga jal purifies it,
although they’re now a very small minority in view of the scale of the
problem.

One famous environmental campaigner is Dr. Veer Bhadra Mishra, a
Hindu priest who’s also a civil engineer. He approaches pollution from both
a scientific and a spiritual perspective, and has proposed an alternative
sewage-treatment plan for Varanasi that’s compatible with the climate and
conditions of India. His “Clean Ganga” campaign is currently trying to
persuade India’s central government to adopt the plan, so far without
success.

Dr. Mishra describes the importance of protecting this sacred river:
“There is a saying that the Ganges grants us salvation. This culture will end
if the people stop going to the river, and if the culture dies the tradition dies,
and the faith dies.” Mishra feels it important to find new language for the



river that respects the Hindu worldview and veneration of the Ganges. To
tell a Hindu that Ganga—goddess and mother—is “polluted” or “dirty” is
an insult, suggesting that she’s no longer sacred. Instead, it needs to be
made clear that human action, not the holy river herself, is responsible: “We
are allowing our mother to be defiled.” This approach has stimulated
grassroots involvement in the clean-up effort and is transforming the work
for environmental preservation into a model for cultural and religious
preservation as well.

A MIDDLE WAY: INTEGRATING SCIENCE AND SPIRITUALITY

It’s unknown how many people have been healed by bathing in the
Ganges. Clearly, it’s hazardous, and drinking the water is even riskier,
although most bottled Ganga jal is either strictly processed and filtered or
issued with a warning not to drink it. My Indian guru used to mock the
“credulous fools” who drank the water direct from the river, but many
pilgrims—including some Westerners who might be expected to be smarter
—gulp it down enthusiastically. As a result, they often contract hepatitis,
typhoid, or cholera. There’s a belief that Indians are less likely to get sick
than Westerners on account of their faith, but the virological explanation is
that they do become ill but manifest fewer symptoms because their bodies
have suppressed the reaction.

On the other hand, there are stories of “miraculous” cures. It’s hard for
the rational, skeptical Western mind to believe that the power of the mind
can overcome the effects of such an enormous range and volume of
pollutants, although we know that the placebo effect has great potency.
However, there have been some very persuasive experiments demonstrating



the power of prayer and intention in healing, and it seems likely that the
collective faith of so many millions of pilgrims could have a transformative
therapeutic effect—both on the water and on the human body.

It would be interesting to conduct experiments on Ganges water in the
footsteps of Dr. Emoto to determine how far blessing and thanking the
water could alter its condition, both at sacred sites along the river and on
bottled Ganga jal sold for ritual purposes. One exciting, radical implication
of Dr. Emoto’s findings is a democratization of the process of working with
energy and bestowing blessings. His results indicate that any person with a
pure heart and clear intention can trigger a transformative effect on water
crystals, thus undermining the need for priestly ritual and intervention. If
human consciousness can truly affect the structure of water—as the
evidence clearly demonstrates—then we all have the power to heal, whether
we’re ordained or not.

I think it’s important to find a middle way between the extremes of hard-
nosed scientific materialism and ungrounded, gullible spirituality. Having
lived in India for years, I’ve witnessed and experienced the literal ill effects
of unclean water, which is a major risk to personal and public health. In my
opinion, environmental campaigners like Veer Bhadra Mishra and Vandana
Shiva and charities such as WaterAid, which save the lives and improve the
health of millions of poor people, do more good—physically,
environmentally, and spiritually—than businesses (including temples)
peddling “holy water” at the “very small price” of $35 a bottle to wealthy
pilgrims and tourists. I can’t accept that a drop of Ganga jal cancels all your
karmic debts. Attaining merit surely requires a more muscular effort—a
more engaged spirituality.

I’d like to give the last word to Dr. Veer Bhadra Mishra, who has done so
much to publicize the crisis, provide practical solutions, and integrate the
opposing philosophies—and has been recognized on the United Nations
Environmental Program’s Global 500 Roll of Honor, as well as honored as
a Time magazine “Hero of the Planet.” For Mishra, the Ganga represents the
meeting point where two worlds combine. He describes the world of
scientific thought as being one bank of the river, and the deeply spiritual
world, one alive with a limitless pantheon (“I would say there are as many
gods and goddesses as people who live in India”) as the other bank. And, he
says, they’re both equally important:



We have to clean all the rivers, and only then our hearts will be happy. . . . It cannot be clean
just by technology, just by setting up the right kind of infrastructure, there has to be an intermixing
of culture, faith, science and technology. We have that kind of living relationship with the river.
You [Western societies] have the best technology. So both the societies need to interact with each
other to take care of these rivers.

NOTES
1. Quotations on the sanctity the Ganges are taken from the Anusasana

Parva, Section XXVI of the Mahabharata, translated by Sri Kisari Mohan
Ganguli (Indypublish.com, 2004).

FURTHER READING
Kelly D. Alley, On the Banks of the Ganga: When Wastewater Meets a

Sacred River, University of Michigan Press, 2002.

Stephen Alter, Sacred Waters: A Pilgrimage up the Ganges River to the
Source of Hindu Culture, Harcourt, 2001.

Diana L. Eck, Banaras: City of Light, New York: Columbia University
Press, 1999.

David Kinsley, Hindu Goddesses, Delhi, 1998.

Eric Newby, Slowly down the Ganges, Lonely Planet Publications, 1998.

WEBSITES

http://indypublish.com/


Friends of the Ganges, a San Francisco-based organization that helps
Sankat Mochan in its clean-up efforts: www.crabgrass.org/ganges

Sacred Land Film Project:
www.sacredland.org/world_sites_pages/Ganges.html

Vandana Shiva interview:
www.pbs.org/now/transcript/transcript_shiva.html

Veer Bhadra Mishra interview:
www.coveringreligion.org/2006/04/22/wade_in_the_water_veer_bhadra
.html

http://www.crabgrass.org/ganges
http://www.sacredland.org/world_sites_pages/Ganges.html
http://www.pbs.org/now/transcript/transcript_shiva.html
http://www.coveringreligion.org/2006/04/22/wade_in_the_water_veer_bhadra.html




CHAPTER 20

WATER, THE MOON, AND
THE SOUND OF THE PLANETS

by Sayama

There’s a strong interaction between water and the moon, which is very
apparent in the phenomenon of tides. The gravitational pull of the moon
exercises a similar effect on the human body, since as much as 70 percent of
it is water.

This knowledge was gathered by ancient cultures and kept by some
indigenous tribes, and has recently been rediscovered and scientifically
supported by our modern high-tech civilization. We live in very interesting
times, where the gap between intuitive perception on the one hand and
rational realization on the other is starting to close.

In nearly all cultures, the moon embodies the feminine principle and is
related to the emotional world and the human spirit. Because of this, it can
be seen as a symbol of intuition and emotional perception. The sun, on the
other hand, embodies its opposite, the masculine principle, and is the
symbol of reason, intellect, and rational scientific realization. From these
two complementary opposites, holistic perception comes into being. It takes
place in the human heart, and it’s nurtured and carried by love.

ALL IN EVERYTHING

We live in a universe in which all is mirrored in everything, and all is
contained in everything. A single cell of the human body contains all the
information about the whole of the body; and in turn the human body



contains all the information about our planet, our solar system and, most
likely, the entire universe. This holistic philosophy of life was already
described more than 2,000 years ago in the words of the Chinese sage Lao-
tzu: “One can know the whole world without having ever stepped out of
one’s door.”

Another very beautiful metaphor about water can be found in the I Ching
(The Book of Changes), in which water represents one of the eight primal
energies. It’s described as always flowing and filling out all places and
hollows. It’s not afraid of any current or waterfall and yet it always stays
faithful to its original flowing character. In the Chinese tradition of the five
elements—water, wood, fire, earth, and metal—each element is related to a
specific organ, sense organ, and mental and emotional qualities, as well as
colors and healing sounds.

The element of water corresponds in this case to the color blue; the
kidney and bladder; and the ear, with its sense of hearing.

Water responding to the color blue.

HEALINGS SOUNDS

At this point it’s worth mentioning Masaru Emoto’s water crystals and
the vital role that water plays in our body. As the water crystals showed



different reactions according to their exposure to sound, so our body, too,
reacts directly to sound.

Music and sound therapy, which has become more and more popular in
the past few years, uses this power purposefully and with positive results.
Often the music comes from the traditional instruments of indigenous
people or ancient cultures. Personally, I find that the most fascinating
musical instruments in this context are the Tibetan sound bowls that
originate in the Himalayas. These bowls are traditionally made of seven
different metals, each vibrating at a different frequency.1 Long ago, these
metals were each assigned to a corresponding celestial body in the solar
system:

• Gold: sun

• Silver: moon

• Mercury: Mercury

• Copper: Venus

• Iron: Mars

• Tin: Jupiter

• Lead: Saturn

Before being worked according to a formula that has been kept as secret
as a precious recipe, each metal is placed for three days under the light of a
full moon in order to absorb its energy.

The origin of the Tibetan sound bowls is lost in the mists of time, but
they could date as far back as 7,000 years. It’s believed that the Buddha
used sound bowls some 2,600 years ago to accompany his meditation
practice. Nowadays, they’re still being played in Himalayan monasteries
and in many parts of Asia to calm and clear the mind and focus thoughts
and feelings during meditation, and also as an accompaniment during



religious ceremonies. In the Western culture of the 20th and 21st centuries,
they’ve found a place not just in music and sound therapy, but also in
healing practices such as sound massage, sound journeys, and sound baths.

Playing the Tibetan sound bowls is quite easy. They produce a
multilayered sound that’s rich in overtones. Out of the interaction of many
sound bowls, a range of attractive “soundscapes” comes into being, which
harmonizes mind, body, and soul and opens up the heart. Experience has
also shown that the bowls can balance the brain hemispheres and cleanse
and revitalize the body’s energy at the cellular level.

VIBRATIONS OF LIFE

Meditation practice supported by the sound bowls will enhance body-
mind-spirit harmony in unison with the core principles of the universe.2
How can we make the most of this wonderful realization and use it for
health, well-being, and creative self-development?

The most beautiful and creative way would be to get a sound bowl and
play it yourself, place it on your body, or feel its harmonious vibration in
your aura. You can also experience the feel-good factor through a sound
massage or a sound bath administered by somebody else. For most people,
the easiest method is to make use of a CD.3 That way you can have a sound
massage or a sound bath any time you wish in familiar and comfortable
surroundings just by lying between the speakers of a stereo system. In all of
these methods, the body, mind, and spirit react immediately in harmony
with the sounds; and the high percentage of water in our body starts to form
beautiful crystalline structures.

I’ve also experimented with another method, which I use regularly
because it has a very positive effect on me. I place a glass bottle of good
spring water directly into a sound bowl (I recommend that you place a piece
of cloth underneath the bottle so that no discord arises between the metal
and glass), and I let the water absorb the vibrations for a few minutes. I
choose a specific planetary sound according to whether I wish to go on a
journey of self-discovery or initiate a healing process. Afterward, the water
tastes softer and full of energy and, above all, absorbs the strength of the



planet. I’ve experienced lovely results with these “planet essences.” Their
effect is similar to the Bach flower remedies—they’re gentle yet powerful
transformational tools and can be combined with other essences.

If you don’t have a sound bowl at home, you can place the bottle of water
between a stereo’s speakers and let it absorb the vibrations. The CD Chakra
Sounds features all 13 sounds of the solar planets and gives clear instruction
as to how to manufacture your own planet essences.

Let’s conclude by looking at water as an “information warehouse.” When
we drink water, we don’t just take in fluids, but also the vibrations of life
and nature, because water stores information throughout its infinite cycle.
Spring water that’s healthy contains “memories” of the leaves and blossoms
on which it fell as rain, of the minerals and stones that it trickled through. It
contains the vibration of the wind, the sea, the sun, and potentially the
whole Earth’s ecosystem. It reminds us of our origin and our evolution from
a one-cell organism to a full-fledged human being.

Unfortunately, this is no longer true of tap water in most big cities.
Because of various chemical treatments and the pressure inside the faucets,
the water seems to lose its strength and information. Also, in recent times,
more and more cell-phone transmitters have been erected on top of water
towers and tanks. These have completely destroyed water’s crystal
structure, and the fluid has taken on artificial frequencies that are totally
lacking in creativity. Luckily, however, thoughts and words such as love and
gratitude have the power to neutralize those vibrations and “resuscitate”
water’s original attributes [see Chapter 7].

I’ve experimented with different methods: For example, sometimes I play
nature sounds to tap water (rain, birds, the sound of rippling streams, and so
forth) and then put the water in a jug with crystals (such as amethyst or rose
quartz). Then I place the jug on a picture of a natural landscape—be it
mountains, sea, or forest—to restore to this “sad” water its original
information and vitality. The CD Sacred Healing Waters is ideal for this
purpose, because water’s journey from rain to spring to river to sea is set to
music played on sound bowls, gongs, and bamboo flutes, which are mainly
tuned to the sounds of the moon, the sun, Earth, and Venus.



NOTES
1. There are a number of different types of Tibetan bowls. When you play

them, you can hear a variety of tones and overtones. All the notes can bring
out similar vibrations in the body. You can place them around a person’s
body or on different chakras. This is like receiving a sound massage. As
well as the seven different metals, there are also bowls made from quartz
crystal. You can get a lot from recordings of these bowls, but nothing is like
hearing them live. The different sounds affect different parts of your body
—the sound “AA” impacts your heart, for example, while the sound “EE”
vibrates in your head, around your pineal gland.

2. For those who wish to go more deeply into this topic, I recommend the
CD Chakra Sounds and the book Chakren im Wassermanzeitalter (Chakras
in the Age of Aquarius).

3. The Sayama CDs Sacred Healing Waters and Sacred Healing Touch
(both available from www.realmusic.com) are recommended here because
they’ve been produced mainly with sound bowls, gongs (tuned into
planetary sounds), and nature sounds in excellent 24 bit, 96 kHz sound
quality and therefore do justice to the sensitivity of the human ear. The
majority of people who were muscle-tested (via kinesiology) for these CDs
showed positive results.

http://www.realmusic.com/


CHAPTER 21

RITUALS FOR CELEBRATING
THE SACRED GIFT OF WATER

by Maril Crabtree

The sacred energies of water are a source of healing, guidance, inspiration,
illumination, and spiritual wisdom for our life journeys—sometimes in
marvelous and mystical ways. Water can be used to celebrate everything
from the mundane to the extraordinary, alone or with a group, on holidays
or any day.

To use the sacred energies of water in rituals and ceremonies, remember
that everything in the energy realm begins with intention. Take a moment to
align your intention with the cosmic consciousness—that space within and
without where everything is interconnected. From that space, call in the
sacred energies of water to assist you in accomplishing what you intend.

In my work as a hands-on energy healer and spiritual coach, the energy
of intention plays an important role. Water becomes my ally; after every
healing session I join my client in drinking water that carries its pure
vibration to enhance the goals of the healing.

When you become aware of water’s gifts, you can bring your intention to
the water you use in your everyday life and create rituals for those uses.
Most of us bathe or shower on a frequent basis. Why not pause just before
turning on the shower or climbing into the bath and give thanks for this gift
that cleanses, refreshes, and renews not only the body but also the mind and
spirit? Take another moment to silently create whatever intention you wish
— an intention for serenity as you go through your day, for example. You’ll
then be ready to receive the benefits of water at a much deeper level as you
immerse yourself in it.



Receiving the benefits of water can, in and of itself, be your intention as
you go through your day. Whether you drink from a water fountain or your
own bottle, be mindful as you sip. In your mind’s eye, see the fluid
hydrating and replenishing all the cells in your body. You can also carry an
atomizer of water with you. When you feel stressed or upset, take a moment
to spray the air just above your head and lift your face to receive the
droplets of water. In doing so, you’ll be giving a self-administered blessing
to your body and spirit—and those around you will also be thankful!

We’ll explore other examples below, but don’t be afraid to create your
own rituals to meet your desires and needs.

WATER FOR HEALING AND CLEANSING

Soft candlelight and music surrounded four women seated in comfortable
chairs, their eyes closed, their bare feet in tubs of warm water, looks of bliss
on their faces. Four other women sat, one in front of each partner,
rhythmically cleansing, massaging, and applying lotions to the feet.

The women were participating in the ancient ritual of foot washing. They
took their time with it. Each washer focused fully on the woman in front of
her, giving her feet loving attention in complete silence.

“It was heavenly,” one woman said afterward. “I was surprised that I
enjoyed giving the foot washing as much as receiving it. After a while, my
hands seemed to merge completely with the foot I was working on—I
simply disappeared into it.”

Others agreed. Before the ritual, we’d invoked the healing presence of
water; and afterward we all felt relaxed, refreshed, and transformed in a
way that connected us with more than hands and feet. Use this ceremony
with your partner, your best friend, or a small group to enhance well-being
for everyone.

One friend discovered that she had lung cancer and used water’s healing
gifts to help herself. Each day, after taking time to focus her intention, she
drank water from a glass with the words healed, whole, and grateful taped
to it. As she drank, she visualized the water going to the cancer cells and



transforming them, then floating them out of her body. “The water tastes
different,” she said. “It becomes my ally in healing.”

A woman with breast cancer used two water rituals. First, whenever she
could, she went to the ocean and lay back in the water, arms open to signify
that she embraced all the healing the universe had to offer. She visualized
the sea flushing the cancer cells out of her body. Although natural water
may feel better, you can do this ritual in a swimming pool, an indoor
exercise pool, or even in your own bathtub. The important thing, again, is to
align your intention and then create a strong vision of water flushing away
those damaged cells.

This woman’s second ritual involved other people. Inspired by Dr.
Emoto’s research, and knowing that the body is at least 70 percent water,
she invited her friends to come and write positive affirmations on her
camisoles and T-shirts. She also invited them to bring their own favorite
pieces of clothing and write whatever messages of self-love they wished. In
a rainbow of colors written with waterproof pens, the words dance,
celebrate life, sexy, love, and gratitude graced her camisoles and T-shirts at
the end of the evening. “Now, whenever I get dressed,” she said, “I feel the
healing power of those words lying next to my skin.”

The healing benefits of water can bring a true sense of community by
connecting and uniting those with a common purpose. In the midst of our
women’s circle sat a large crystal bowl filled with water. This water, our
leader said, represented the tears of our sisters everywhere, and the loss of
life and dignity women experience all over the world through being treated
as less than equal.

One by one, each woman sat next to the bowl, speaking words of
solidarity and support to their unknown, unseen sisters. As we spoke, many
of us added our own tears to those in the bowl. At the end of the ceremony,
we carried our sacred water outside and poured it into a nearby stream,
adding it to the waters that nourish the earth.

WATER TO CELEBRATE LIFE PASAGES



When Mark and Melissa fell in love, they felt like soul mates. They were
so grateful for having found each other that they decided to marry at
Thanksgiving and asked me to plan their wedding. A simple water ritual at
the heart of the ceremony provided everyone with the opportunity to give
the couple a special blessing. A large pitcher of water stood next to an
empty bowl. One by one, friends spoke words of blessing, pouring water
from the pitcher into the bowl as they did so.

At the end of the ritual, the bowl was filled with clear, sparkling water
containing all the blessings. The couple poured some of the water into two
goblets and, looking into each other’s eyes, drank it, while I spoke of how
these mingled blessings would strengthen their love. They took the rest of
the water home with them, bottled some of it to freeze and drink on their
first anniversary, and poured the remainder into the garden they’d planted
together.

You can adapt this ceremony for births, bar mitzvahs, birthdays,
graduations, memorial services, and other life transitions. Use it to create
blessings and prayers for harmony, world peace, or for any other intention a
group wishes to express.

CONNECTING WITH THE WHOLENES OF WATER

Listen to the sounds of water: the whoosh of ocean tides, the tinkle of
fountains, and the steady musical drip of gentle rain. Feel the liquid against
your skin: smooth and silky or pounding and prickly, enveloping you in a
womb of buoyancy. See how water sparkles in sunlight, how a rushing
creek foams and curls against the stones, how a deep lake looks still and
bottomless. Smell the ocean-salt tang, the brine of old rivers, and the fresh
scent of waterfalls.

To celebrate water is to take pleasure in and honor its sounds and smells
and textures and faces. Sift through your water memories: What stands out?
Do you remember the first time you went into the ocean, bobbing joyfully
and merging more and more with each wave? Perhaps someone gave you a
dipperful of cold well water on a summer day. Did you revel in taking a
long shower after walking several hours on a dusty trail? Have you watched



a breathtaking waterfall as it cascaded down a cliff? What messages did you
receive from your experiences with water? As you relive those memories
with gratitude and appreciation, in the quiet of your room or in your own
heart space, you’re celebrating the sacred gift of water.

Anytime you want to experience the energy of that blessing, close your
eyes. Picture that shimmering lake or those crashing ocean waves. Let their
sounds and textures come alive for you. Soon you’ll be floating in harmony
with the universe.

Let sacred water be your guide and teacher to help you flow through life
with the ease of a river, with the strength of a waterfall, and with the
abundance of an ocean.
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The universe, silence, a world stretching into all eternity

They came here from far away—hundreds and thousands of clumps of ice
—moving through outer space. After a long journey through the expanse
between planets and stars, the grand journey is about to come to an end.

The earth, emerald-green, shining brightly

As the ice approaches earth, it enters the atmosphere and begins to break
up, gradually becoming smaller, spreading out, and then finally falling to
the ground.

Clouds, ornaments in the sky, art evolving moment by moment

When the ice granules fall to a certain point, they become a fine curtain of
mist and spread out in the sky, creating a white carpet above the earth. A
cloud is born.

Rain, ice granules falling down on plants, gently providing moisture

Rain falls, bringing nourishment to the earth—forests, fields, flowers. The
water sinks into the ground only to emerge ages later as springwater.

River, splashing, sparkling, flowing magnificently

At first a muddy stream, the water eventually becomes a river flowing
through the meadows—waterways, carrying life within.

Sandy beach, blue sky, sparkling ocean reflecting the sun, white waves

Aeons ago, this is where it all began. The ocean gave birth to life and life
emerged on land, creating a new day—the birth of bustling culture.

Morning mist, droplets flowing down the veins of green leaves

Water, in its most pure and beautiful form, rises up in the cool air of the
forest morning, creating a mist.



Beside the water well, nice and cool, the laughing of children

The children share a watermelon. Plants take their moisture from the
ground, providing us with sweet fruit. Water from the well is cold and
delicious.

Industry, chimneys, black smoke, discarded plastic bottles

Somewhere along the way, we have forgotten how to show our appreciation
for water. Water from the ground is polluted, and water from our taps no
longer tastes good, so we resort to water in plastic bottles.

A new century, a new war, hope and despair

Perhaps the pollution of water is nothing more than the pollution of the
human soul. Modern society has gone as far as we can go. What is to come
of us now?

Ice crystals, shining diamonds, a new hope, the beginning of a new
adventure
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INTRODUCTION

Starting with my first collection of water-crystal photographs, Messages
from Water [Mizu kara no dengen ] (Vibration Kyoikusha, 1999), I have
come to realize that these water books have a strange and wonderful power.
They have wings of their own and go beyond my own familiar boundaries
to distant lands, where they have an enormous impact. They force people to
experience a different way of seeing things, and I am often invited to speak
to the people who have been touched by these books.

I sometimes feel like I’m being guided by the spirit of water. I feel like I
can see and even talk to this spirit, which I see as water droplets shining
brightly in the air. The droplets join together to form clouds, disappearing
just as fast, all for my entertainment.

Even though I now feel like I am being guided by the spirit of water, my
first conscious interaction with water was not at all pleasant. In Yokohama,
Japan, where I grew up, my family lived on a plateau near the ocean. It was
only a short walk down a slope to the water’s edge. When the tide went out,
the shallow shore was left uncovered for miles, making it a great place to
hunt for various types of clams. But at high tide, the scene was completely
different.

I must have been six or seven when the sea swallowed me up one day. I had
gone out swimming with the boy next door, who was two years older than I.

We had gone out farther than we should have, and I suddenly began
bobbing up and down, gasping for air. It was the first time I had
experienced anything like it. I was only ten meters from land, but my feet
didn’t touch the bottom. I panicked and started waving my arms and
kicking my feet. But the more I panicked, the more I sunk, and soon I
started to swallow water. I thought that was going to be the end of me, but a
small boat approached and pulled me out of the water.



When I went home and told my mother what had happened, she gave me
some advice based on her own ability to swim and her understanding of
water. “You can float if you just give in,” she said. She told me that if I let
the water lift me instead of trying to resist it, it would pick me up and carry
me.

These words have stuck with me over the years. Since that time, I have tried
to let myself go with the flow as I gently move in the direction that I wish
my life to take me.

Now whenever I go swimming in the ocean or a pool, I like to just lie on
my back and let myself be carried in the arms of water. And it’s times like
that more than any other that I feel the presence of the spirit of water in the
form of shining droplets.

I feel quite confident in saying that the reason I came up with the idea of
freezing water and taking photographs of the crystals was that I desired to
go with the flow of life. The spirit of water came to my aid, guiding me to
live the life that I now live. The spirit has led me and guided me over the
years, teaching me the many things I need to know, culminating in the
publication of my book The Hidden Messages in Water.

Shortly after its publication, readers began sending me letters of
appreciation. Their kind words have helped to create a wonderful flow for
me to give myself up to. Most of the letters expressed appreciation and also
amazement in seeing the truth of nature revealed through water crystals.

One woman wrote, “Of all the books that I have read in my life, this is the
most wonderful. Thank you so much for this book—it’s as if it were
surrounded by light. I will treasure it for the rest of my life.”

Another message read, “To see truth revealed in such a visible way is truly
surprising, amazing, and convincing. This book made me realize that the
effects brought about by ancient teachings, prayer, and religion are not
simply superstitions and random ideas, but effects based on the truths of the
universe.”



Another wrote, “My seventy-six-year-old father told me, ‘Of all the books
people have recommended to me, this is the only one I’m glad I read.’
Thank you for this book that has changed my perspective on life.”

In fact, if we were to take the energy from all these messages and make a
crystal, I am certain that it would be a beautiful one.

This is the work of the water crystals. I find that those who are attracted by
the beauty of crystals become connected and then they resonate with each
other. Like when a single leaf falls onto the surface of water, a quiet and
soft but certain wave is spreading out as a result of water’s secret life being
revealed to mankind.

The response has been the same all over the world. I have met with people
from Germany, Switzerland, Austria, Holland, England, France, Italy,
America, Canada, Costa Rica, Uruguay, Ecuador, Brazil, Australia, South
Korea, the Philippines, and Taiwan, where I have given lectures. In June
2002, I was invited by the Greek Orthodox Church to join a luxury-cruise
seminar tour on the Adriatic Sea along with religious leaders and scientists
from around the world. Symposiums were held in Greece, Albania,
Montenegro, Slovenia, Croatia, Italy, and other ports of call. Called the
International Symposium on Religion, Science, and the Environment, the
event was being held for the fourth time. I had been invited just three
months before the symposium by one of the organizers of the symposium, a
Greek woman whose daughter had showed her the collection of crystal
photographs. The emotions of the many people who saw the crystal
photographs reached behind the individual and resulted in a flow of
wonderment from one person to another that has now became a flowing
river.

There’s another way to express the response to the water-crystal books. It’s
as if the water crystals have brought moisture back to the dried-up souls of
those who live in the harsh conditions of modern society. They have
replenished the brilliance of life to individuals and society. More than
anything else, the photographs have succeeded in starting an enormous
movement that is taking place among people around the world.



The act of living is the act of flowing. If a dam is built in a river to stop its
flow, the river will die. Likewise, if the flow of blood gets dammed up
somewhere in our bodies, it will mean the end of life.

The same is true for cities and countries. I was recently blessed with the
opportunity to lecture to a large audience in Berlin. As you know, Berlin is
a city that was once divided in two by a wall. I told the audience that just as
water should remain free to flow, in no way should a city or a country be
divided. The splitting of Berlin in 1961 resulted in a great hardship, loss of
homes, and loss of dreams.

Then, twenty-eight years later, the wall was torn down and, like water
allowed to flow freely, millions of people began to come and go of their
own free will. The people emulated the flow of water, a principle of nature.
And the reason is that people are mostly water.

About 70 percent of our bodies are water. This is the case for adults of all
races, and it is why people should not be divided by political strategies and
ideologies. Just like water, people must always be allowed to flow freely.

When I finished speaking to the audience, I noticed that a change had come
over the hall. It was like a feeling spread over all of us. A wave of people
stood up and started clapping. Their souls had been touched by my
message, and the result was a wave of emotion that encompassed the hall,
creating an ever-larger wave that would expand to others.

The desire for peace and prayers of love cannot be contained within
borders. Differences in skin color or language are easily overcome when
hearts resonate together, creating a new flowing wave.

A small adventure beginning with a tiny little water crystal has spread to
people all over the world, creating a growing movement. The water crystals
have resonated with something pure and holy deep within the souls of the
people who see the photographs. Hearts have been opened, and love,
gratitude, and a hope for peace have spilled out, opening the way for a new
adventure.



Through this book and through these crystal photographs, I hope to convey
the power of prayer.

When water is exposed to certain expressions—“You’re cute,” “You’re
beautiful,” “Love and gratitude”—a beautiful crystal results when the water
is frozen. What does this really mean for us? The thoughts in our hearts
have an impact on all life and in the creation of our world tomorrow.

A wondrous power resides within the human soul. We hear all the time that
our actions are a result of our thoughts, and this principle is truly
demonstrated in how water forms crystals according to what influences it
has been exposed to.

But the power to affect action with thought is a double-edged sword. If
people desire to see the destruction of the world, then that is what will
result.

A lot has happened in our world since people have become aware of the
water crystals. Gigantic buildings—symbols of civilization and prosperity
—have collapsed before our eyes. New wars have erupted. We have seen
sadness give birth to anger, and anger create more sadness, creating a cycle
that encompasses the world around us. Some people cry, some look down in
despair, and some look up in prayer. We must use the power within us to
keep our thoughts focused on the good around us and not on the forces of
destruction.

We are at a point in human history when we most need to rediscover some
important truths that we have somehow forgotten. In fact, this might be our
last chance. And this is the lesson that I feel water crystals are trying to
teach us.

My research into crystals began with the desire to get even one tiny step
closer to understanding the universe, but that has now led to the evolution
of a broad field of study for me.

I have seen the effect that bright smiles of people throughout the world and
expressions of emotion can have on the formation of beautiful crystals. But
you may ask, can world peace occur from mere water crystals? It is my



desire to take the first step in that direction and then one more and then
another and on and on toward that end.

As I continue my conversation with water, the crystals continue to teach me
many lessons: the importance of living in tune with the rhythm of life and
the flow of nature, leaving the earth beautiful for future generations; love;
and prayer. All of these various messages have been included in this book. I
could be no happier than to find that it has had a positive influence on all
those who have picked it up.

Finally, I would like to express my appreciation to Beyond Words
Publishing, my English-language publisher of The Hidden Messages in
Water and The True Power of Water, and all others who have helped in
various ways, and also my staff at IHM who endured many hours in a
refrigerated room taking pictures of crystals.



CHAPTER ONE

Tune in to the Hado of Happiness

What comes to mind when you think about happiness?

Do you think about love coming true for you? Perhaps the moment of birth
of a son or a daughter? A job well done? Or a time you remember lying in
the green grass and gazing up at the blue sky? The answer is different for
everyone. We all have our own image of what happiness is. But all of us
want to live a life filled with happiness.

I know of only one way to do this, and that is to align yourself with the
hado of happiness. As I described in my book The True Power of Water,
hado is the subtle energy that exists in all things.

All that exists in the universe vibrates at a unique frequency. So if you emit
a hado of happiness, then you can be sure that the universe will respond
with happiness. What do you need to do to align yourself with the hado of
happiness?

Part of the problem is that it’s hard to know what happiness really is.
Perhaps there was a time when you thought you were happy, but then you
realized that it was only an illusion. Or maybe you believed that a blissful
relationship was finally within your reach only to compare what you had
with someone else and see your dream castle crumble in the sand and be
washed away.

On a trip to Germany, my daughter, who now lives in the Netherlands, told
me about one of her friends who had lived in East Germany before the
Berlin Wall came down. The construction of the Berlin Wall was a time of
great sadness for the people of Germany, but my daughter’s friend said that
despite the city being divided, life on the east side of the wall went on
basically as normal. In fact, a sense of contentment came from knowing that



no one had to worry about what others were thinking because everyone was
poor.

But when the wall finally came down and the people in the eastern part of
the city were now suddenly able to obtain everything that the western part
of the city had to offer, problems began. The more new, shiny things they
saw, the more they wanted. But the easterners were basically still poor, so
the result was a lot of unsatisfied needs. Some even longed for the days
before the wall came down when people were poor and prices low.

It seemed as if the country had first been torn apart and then put back
together all without regard for the will of the people. Of course the fall of
the Berlin Wall is one of the most jubilant moments of modern history, but
we have to admit that even this wonderful turning point had its
repercussions.

When we start to compare our happiness with that of others, we soon start
resonating with the hado of unhappiness. As long as we search for
happiness from the outside, then it’s unlikely that true happiness can ever be
found.

Return to Bliss

The search for happiness is ultimately and simply a search for self. You can
go searching for it in distant lands, but you’ll only find it in the palm of
your hand.

Think back far enough in your life and you’ll probably remember a time
when you felt innocent bliss. Your life had meaning and you were so busy
living that time was forgotten. Then adulthood set in and you put those
things away and locked the door. Perhaps you have even forgotten where
you put the key.

But those happy feelings are not gone for good. With a little effort, you can
open the door and take out those things that you thought were forever a part
of your past. When you are true to your self and search for what you really
want to be and do, your life will once again begin to flow.



In your job, in your play, and in your love, you need to return to the starting
point to find the bliss. When you do this, you will soon realize that your life
has changed. You’ll first feel a renewed sense of health and well-being.
This is because the bliss within you will purify the water that flows through
your body. If we were to take a picture of such water, the resulting crystal
would most certainly astound us.

One treatment suggested for people with cancer is “life-purpose treatment.”
By finding a purpose in life—giving speeches, climbing a mountain,
laughing—the immune system is revitalized and the cancer often goes into
remission. It’s now common knowledge in the medical community that
your mind has an enormous impact on your body. Filling your body with
the hado of bliss is the very best secret for living a healthy life.

This state of bliss is also the key to expanding what we can do. We all know
that if you enjoy something, then you usually excel at it. Yukio Funai, a
famous business consultant in Japan who has provided advice to some three
thousand companies, advocates an effective method for strengthening the
abilities of companies and individuals. He calls this method the “strength-
development method,” and it simply involves focusing on the strengths of
the company or the individual and working to expand those strengths.
Weaknesses are not even considered. The result is that the strengths become
stronger and the weaknesses take care of themselves.

For example, if you run a store, it’s easy to focus all your attention on how
to move the products that aren’t selling well. But most stores will have a
product that’s a strong seller. For a boutique, it may be a particular style of
dress; if they can focus their attention on that dress, then sales of that
product and other products as well will increase. For a business to succeed,
it needs to focus on what is selling well, what’s most effective, and what
they do best.

We see this concept reflected in the hydroponics method of growing
vegetables, which makes it possible to harvest ten thousand tomatoes from
a single tomato plant. How, might you ask, is such a thing possible? The
answer is surprisingly simple: create a good environment for growing
tomatoes.



Plants, of course, grow in soil, but with hydroponics farming, the roots
grow in water infused with the nutrition that a plant requires. And because
the plant doesn’t need to use up energy to push its way through the soil, the
roots can grow at will and easily find all the necessary nutrition. In this
way, the tomato plant is able to take advantage of all its hidden potential. I
remember visiting an experimental farm operated by agronomist Shigeo
Nozawa, the inventor of the hydroponics method, a few years before he
died and seeing the tomato plant he had grown. To put it lightly, I couldn’t
believe my eyes.

The same thing applies to us as humans. When you find what you do best
and realize that this is where you need to focus your attention, then you will
be well on your way to returning to bliss. It won’t be long before you sense
that your life is undergoing a change. If you know someone, perhaps a
child, who is focused on a sport or a certain aspect of study, then you need
to provide nourishment in the form of encouragement and compliments.
This will help the person become even more focused and more determined.

A good illustration of what can result from the right words can be seen in
the formation of water crystals. When water is exposed to the words “You
have to do it,” the result is never a well-formed crystal. This also goes for
words like “You fool,” and the worst, “It’s no good.” Perhaps it’s time to
take these words out of your vocabulary. Fill it instead with words like
“Thank you,” “Let’s do it,” “I love you,” “Beautiful,” and “Well done.”
Make these warm and beautiful words the ones you use the most.

The words that make beautiful crystals from the water that flows through
your body are the words that fill you with a gentle feeling of peace. And
that is when you will be able to expand on your abilities and go about each
day with passion and bliss.

In my previous book, I explained how we put cooked rice in three glass
jars, and to one of the jars we said “Fool!” To another we said “Thank you.”
And we simply ignored the rice in the third bottle. The rice that was told
“Thank you” fermented and had quite a nice fragrance. The rice that was
told “Fool!” darkened and rotted. The rice that was ignored turned black
and emitted a highly repugnant smell.



However, that’s not the end of the story. I took these same jars of rice to an
elementary school, and the students said “Thank you” to the rice in all three
containers. It wasn’t long before the rice in all three containers fermented
and started to emit a pleasant smell—even the rice that had spoiled.

This indicates that even that which is dying and decaying can be brought
back to life by caring attention, kind words, and positive thoughts.

Shinichiro Terayama, a former director of the Japan Holistic Medical
Society, is a testament to this. Terayama spent his career as an impassioned
businessman, and before that he had kidney cancer. He started making it a
habit to wake up early and go to the rooftop of his condominium to greet
the rising sun. As he watched the morning sun each day, he began to realize
that life is a gift, and the words “Thank you” started coming out of his
mouth. Without turning his eyes from his cancer, he instead spoke words of
appreciation to the cells, and the result was that they began to recover. The
cancer receded until he was declared cured.

The ability of the spoken word to give life is much more powerful than we
can imagine. A ten-year-old girl conducted an experiment similar to the rice
experiment but instead used sunflower seeds. On the seed envelope, the
flowerpots, and the watering can, she wrote the words “Thank you” for one
and “Fool” for the other, and then she spoke these words to the respective
seeds as she took care of them each day.

The plant exposed to “Thank you” grew tall with full, lush leaves. In sharp
contrast, the plant exposed to “Fool” had a deformed stem and wrinkled
leaves. When we looked at the plants through a microscope, we saw that the
leaves of the plant exposed to “Thank you” were dense, while the other
plant had leaves that appeared weak and frail.

This may well indicate the presence of consciousness in plants, accounting
for this striking difference in the two plants raised by the young girl. I
learned about this experiment when the mother of the young girl wrote me a
letter, which she ended with a question: What would happen if this same
thing applied to raising children?



One way to look at words is to consider them the switch for turning on or
off the vibration of everything in the universe. Or perhaps words can be
thought of as a remote control that has the power to reach anywhere.

Humans are the only animals capable of using words, and this allows us to
align our wavelength with anything and everything that exists in the
universe. And it’s instantaneous. Our words and our thoughts can go
anywhere and to everyone in the instant they come forth.

Experiences of unexplainable coincidences are too common to be ignored.
Perhaps you have dreamed about someone and later found out that they had
died. Perhaps you’ve thought about someone from your past and then you
get a call from that person. It’s happened to all of us. And the cause of this
phenomenon can be found in the vibration of thoughts.

I once conducted the following experiment. I filled a jar with plain water
from the tap at my office in Tokyo, and then I put it on my desk. Since the
water came from the city water-works system and contained chlorine,
attempts to make crystals from the water failed.

I then asked for the help of five hundred people located throughout Japan.
At the same time on the appointed day, they all sent positive thoughts to
purify the water on my desk and then sent the message “Thank you” to the
water.

As expected, the water changed and was able to form beautiful crystals. The
chlorinated water from the tap had changed to pure water.

How could this have happened? I think you know the answer. The thoughts
and words of five hundred people reached the water without regard for the
borders of time and space.

And in the same way, the vibration of your thoughts at this very moment is
having a certain effect on the world. If you understand this, then you can
also understand that you already hold in your hands all the keys you need to
change your life.

There Is Value in Unhappiness



We can learn another thing about happiness from the perspective of hado:
Life is not all happiness. As long as there is life, there will be sadness. All
our high hopes can be easily deflated, but another way to look at this is to
realize that unhappiness is the path on the way to happiness.

We exposed water to the words “happiness” and “unhappiness.” As
expected, the water exposed to “happiness” formed beautiful round crystals
that would make a precious ring. But what about crystals formed from
water exposed to “unhappiness”? We expected to find deformed and broken
crystals, but the crystals were rather beautiful hexagonal crystals that
looked like they had been cut in half. It looked as if the water was trying its
best to form crystals. It would seem, then, that unhappiness is not really the
opposite of happiness. Unhappiness, in fact, is the process required for the
creation of happiness.

Happiness and unhappiness are like two ends of the same rope, and
sometimes you hold one end of the rope and everything goes your way, and
other times you have the other end of the rope and nothing goes your way.

Such is life. We all want to be happy every day and never have to
experience sadness. How unnatural that would be! Like the waves that rise
and fall, if water never falls, then it could never rise or flow ahead.

For every happiness in life, there is another side. When you’re in love,
every day is filled with anticipation and joy, but accommodating another
person in your life may require that you sacrifice your free time, your
money, and your space. And you can almost be sure that after a fight, you’ll
find yourself thinking that you’d be better off alone. The elation felt when
you buy the car of your dreams seldom lasts as long as the car. Each new
scratch in the paint and each time you fork out money to maintain the car
will chip away at your initial happiness.

You can never own only one side of a coin. If you want to find happiness,
then you have to be ready to accept what comes with it. Such is the fate of
all those who live in this world.

But we can still have hope and look forward to the future. In fact, do you
think you would be able to have hope if everything went exactly as you



wanted it to? Your ability to be happy no matter what and no matter when
depends entirely on what’s going on in your heart.

A Thankful Heart Is the Way to Happiness

Why do people go through life looking for happiness? Dogs and cats look
for food and comfort, but they certainly don’t go to all the trouble that
people do in their continual search for happiness. I suppose the reason is
that we are the only ones who can align ourselves with the hado of
happiness.

Many years ago, I had a discussion with Dr. Ravi Batra, a well-known
international economist, and he said something that has stuck with me:

Why do you think people continually search for happiness? The reason is
because we people have a link to unlimited existence. But many of us make
a serious mistake. We set up conditions for happiness based on riches and
fame, momentary pleasures, and things that are limited and always
changing.

There are those who are rich beyond most of our imaginations, and yet they
continue to want more as they strive in vain to find happiness. The reason
it’s in vain is because they are looking to find unlimited happiness in
limited money and riches.

Unless we can become one with the unlimited existence, we will never find
true happiness. This requires that we raise our consciousness.

All that can be seen with the human eye is of this limited world. Sooner or
later, the material trappings will end, and as long as that is how we define
happiness, our hearts will always feel hollow.

Of course I understand that casting aside all desire is not possible or even
advisable. In fact, desire is not what’s preventing us from finding happiness.
An appropriate amount of desire is needed to make people strive for
something better, and it’s what made it possible for human society to rise to
its current level. The problem arises when we become slaves to our desires.
Our modern society operates on the ability to stir up desire in the masses.



It’s no easy task to find happiness in a society established on insatiable
desire. So what is it that we need to do to escape never-ending desire and
find happiness? The answer is to have a thankful heart.

More than ever, we live in a time when love and appreciation is truly
needed. And I think the right ratio for appreciation and love is 2:1—the
exact ratio of hydrogen to oxygen in the H 20 molecule!

We have seen where words of appreciation and love result in crystals of
indescribable beauty. There are no conditions needed for appreciation. We
can be thankful for life and for our freedom to move about.

When you align your soul with the hado of appreciation and love, a small
drop of happiness will seep into your heart and spread throughout your
body. This will link you to the vibration of happiness, and happiness will
become a part of your daily life. And this is the secret for finding happiness
right now wherever you are.

The Invisible World of Hado

Water crystals are just one aspect or face of the universe. Water changes its
appearance at will as it attempts to speak to us concerning the formation of
the cosmos. It is in itself a temporary world formed within a severe
environment.

We can peer into this temporary world when we photograph crystals. To
take the photographs, we collect water and place drops in fifty petri dishes.
We then freeze them at minus 25 degrees centigrade and let them cool for
two and a half hours, during which time they form tiny round clumps of ice.
We then peer at the ice at five degrees below zero at a magnification of 200
times. The crystals appear for only two minutes under the microscope.
During that time, the tiny water crystals form hexagonal patterns and then
melt just as quickly as they appear.

In just a few precious moments, the door to a new dimension is opened,
giving us a glimpse into a fantasy world. People who see photographs of
these crystals are fascinated by their wondrous beauty. Like the



kaleidoscope that we remember looking into as a child, we are suddenly
carried away into another world, if only for a brief moment.

This world we enter is the invisible world of vibration, or hado. Three key
words are helpful to understand hado. The first is frequency. The entire
universe is vibrating at a particular and unique frequency. Frequency can be
modeled as waves, a fact easily supported by quantum mechanics. All
matter is frequency as well as particles. What this means is that rather than
considering something a living organism or a mineral, something we can
touch or something we can see, everything is vibrating, and vibrating at a
unique and individual frequency. But that is still not all, for the words we
speak, the words we write, paintings, and photographs all emit their own
frequencies as well.

You may have heard of blind people who are able to “see” colors. When
they hold something in their hands, they are able to feel the color. They
know if something is a warm color or a cool color, a strong color or a pale
color. Similar to how we feel the temperature and texture of an object, these
people are able to feel the color through their skin. They are receptive to the
unique frequency emitted by different colors.

The same applies to written words. People with psychic powers reportedly
can read a word by touching it while their eyes are closed, and some say
they can read letters still sealed in an envelope. If you consider the concept
of hado, you might consider that there is the possibility of this being more
than a parlor trick.

But why would the formation of crystals be affected by a word written on a
piece of paper and placed around a beaker of water for a few hours, or a
photograph placed under a beaker for twenty-four hours? The answer, I
believe, is that water is capable of feeling hado from the source and
memorizing it.

The second word helpful in understanding hado is resonance. Resonance is
made possible when there is a sender of hado information and a receiver of
the information. Say you make a call to someone you want to talk to.
Unless that person picks up the receiver, there will be no conversation.
Without a receiver, information cannot be sent. A Japanese expression aun



no kokyu, or “in-breath and out-breath,” means a state where subtle
synchronization occurs when we do things together. This also refers to a
relationship between a sender and a receiver.

When there is a match in vibrations, resonance occurs. We can observe the
phenomenon of resonance in various aspects of daily life. For example, if
you have feelings of hatred toward someone, there is a good chance that
this person feels the same way about you. Likewise, if you have positive
feelings toward someone, that person will sense those feelings even if you
don’t express them in words. What we feel in our hearts has a strange way
of being relayed to other people.

The third word helpful for understanding hado is similarity. The macro
world we know is a symbol, an expansion of the micro world. The nine
rotating planets in our solar system are the macro version of the electrons
circulating around the atomic nucleus, and what is going on within the
human body is a miniaturization of what is going on in the grandeur of
nature.

We can also say that this is an aspect of the fractal theory. When you look at
a tree, you can see that the tips of the branches divide and spread out much
in the same way that the first branches of the tree divide and spread out. In
other words, because the tree is formed in the same way as the branches, the
tree forms a single silhouette, which is sometimes called a fractal structure.
The fractal structure can be seen in various aspects of nature: in the ocean
coast, in the churning of a river, and in the formation of clouds.

This is also the case with water crystals. Why do water crystals form
hexagonal shapes? When the molecules of water join together, the
hexagonal shape is the most stable. Of course, such hexagonal structures are
too small to see, but when these small structures join together, they form a
larger hexagonal shape. In other words, the placement of molecules too
small to see and the formation of crystals that we can see through our
microscopes are in compliance with the fractal structure.

So by observing the micro world, we can increase our understanding of the
macro world; likewise, by observing macro phenomenon, we can learn
more about the micro world.



These three key words— frequency, resonance, and similarity —will give
you a better understanding of hado. Another important aspect of hado is
flow. The Buddha, knowing that flow is a fundamental principle of the
universe, said that all things are in flux and nothing is permanent. Water is a
good example of this. Water is always flowing with life, purifying what it
encounters as it travels. It carries with it the nourishment necessary for
sustaining life while also carrying away impurities, giving life to all.

All life flows with the flow of water. Even your life is in constant flow with
water. In fact, even the cycle of birth and death complies with this single
principle. Circulation is indeed the law of nature.

But there is one form of life that insists on breaking this law of nature:
humankind. The desire for more, pride, and the insistence of one ideology
over another all serve to block the flow. This is the cause of many of the
problems that we find ourselves facing in these troubled times. War that
begets greed, tragedy that begets loathing, pollution that begets apathy.
These are distortions or blockages of the natural ways of nature.

Many of the problems that we have not even started to solve require careful
resolve and bold action. And what will be necessary for us to arrive at
solutions? The answer is circulation. This is the key that we need to open
the floodgates to a new day for the human race—finding happiness,
spreading love, restoring peace, and protecting this jewel called Earth. It all
begins with circulation, and it is water that will show us the way. I invite
you to begin the journey:

Let’s listen carefully. Let’s listen to the voice of water.

And steep ourselves in the fantasy world created by water crystals.

Someday we will return to water and become a part of the natural flow.

Filled with amazement, your heart and your step will be lightened.

Such a feeling will show you the most beautiful sight you’ve ever seen.

There’s no need to resist the flow.



No need to be afraid of moving forward.

And the reason is that you are water.



CHAPTER TWO

Water’s Healing Melody

If you find yourself feeling down, overwhelmed by the daily grind, or
offended by an unkind word or act, then I suggest you try something:
simply look at water. Walk to the edge of a nearby pond or a stream and
cast your eyes on the gentle waves reflecting the sun. If it’s raining, find a
puddle and watch the raindrops make rings that appear and disappear. Or
while you are washing dishes at the sink, gaze at the geometric creations
made as the light from the window mingles with water cascading
downward.

I recommend this because you will discover that water takes you to another
world where you will feel the water within being washed clean; you will be
able to return to who you really are. You have just forgotten for a while that
you are water. As you let the water flow gently through your mind and your
body, it will heal you at your core.

The flow of water has much to teach us. In fact, the act of living is the act
of flowing. It’s almost as if the water within your body has a desire to flow.
In the same way, your soul must also flow. When your soul is allowed to
flow, you feel a burden lifted from your weary body, for the soul and the
body are simply two sides of the same coin.

If you have been offended, forgive the offender. And if you feel oppressed
for your own offenses against others, forgive yourself. Forgiveness opens
up the path for you to naturally and freely flow toward your future.

The universe holds something potentially wonderful for you at each passing
moment of life. Open yourself to the good things flowing toward you and
you will be able to reach out and welcome a wonderful future into your
bosom. If you can’t get over a broken heart no matter how hard you try, the
last thing you can do is go back and change the past. But there always



remains the possibility that the flow of life will take you to a place more
wonderful than you could have hoped for. Every second of life is a new
crossroads with new possibilities. If you can realize this, you can free
yourself from your burdens, you will see how trivial your problems are, and
you will no longer need to be tied to the past.

Water teaches us how to live, how to forgive, how to believe. If you open
your ears to the possibilities in life, you may just be able to hear the sound
of the pure water that flows through your body even now. It is the sound of
your life—a melody of healing.

Water Is Part of the Rhythm of Life

The water flowing within us is part of the water flowing through nature and
part of the rhythm of life being played out throughout the universe.

In Europe and other parts of the world, it has long been said that the moon
rules over water. The ocean’s tides are directly affected by the movements
of the moon. Perhaps low and high tides are the most visible response to the
moon, but wherever life is to be found, there is certain to be a link to the
movement of the moon. The clam feels the gravitational pull from the moon
and opens its shell at high tide. The breeding cycle of the sea urchin is
exactly in line with the lunar cycle. And seagulls come to shore to lay their
eggs almost always on the evening of a full moon, for reasons other than the
increased light.

We could hardly expect that human bodies, consisting of 70 percent water,
would be the exception. More babies are born when there is a full moon, as
any midwife will tell you. The female reproductive cycle is in time with the
moon’s. Many people with sharpened sensitivities say they are energized on
nights when the moon is full. Full-moon energy is linked to insanity and
stories of werewolves. Even the word lunatic comes from the root lunar.

It makes perfect sense that most of the ancient cultures of the world have
relied on the lunar calendar to measure time. The lunar calendar, which is
closely aligned with the cycle of life, was an important tool for planting and
harvesting crops. When our rhythm is in line with the movement of the



moon, we can more easily align to the flowing of the water within us. This
is nothing less than living life to the beat of the drum played by the rhythm
of nature. It is also a piece of wisdom mostly lost on modern man.

Similar to the lunar calendar is the thirteen-month calendar used by the
Mayans, which is somewhat different from the lunar calendar. I learned
about Dr. Jose Arguelles and his wife, Lloydine, who have made it their
cause to print copies of this calendar and spread its use throughout the
world. They believe that if the calendar is used on a global scale, then
people will start to live within the rhythm of nature, thus opening paths that
lead to solutions for many of the problems faced by modern society.

According to this calendar, the new year starts on July 26. When the 365
days of the year are divided by 28, the days in each month, you get 13
months. And one extra day. On the Mayan calendar, this extra day of the
year was called “the day out of time.” All work was laid aside, prayers were
offered, and prosperity was celebrated with laughter and dance.

While changing to a lunar-based calendar may not be practical or desirable
for everyone, we can attune to the moon and the rhythm of life in our own
ways. The human body is a tiny universe of its own. Being in tune with this
grand universe within allows us to fully experience the energy flowing from
the cosmos. When we return to living as one with the universe, we will
rediscover the simplicity and spontaneity we were intended for and that was
intended for us.

The number of people in the world searching for inner healing is vast, and it
may include you. Perhaps the reason is because the environment we have
created for ourselves has evolved too fast, and now we find ourselves in a
world of pain and fatigue of our own creation. How do we save ourselves
from it? Listen to the melody flowing from the world around you. When
you can feel this rhythm flowing within the water that makes up your being,
then you will become one with the water crystals. This is the life that so
many of us are searching for. It’s the healing experience that we know deep
in our souls is waiting for us. Everyone is searching for healing.

Music as a Healing Force



Alan Roubik is an American pianist who has based his musical career on
the principle that music has the ability to heal. In addition to being a
performer, Alan is a music producer for television commercials and films,
and he also has his own recording company. His piano music has no rival in
clarity: many who listen to it say that they feel like their bodies become
transparent.

Alan had an experience when he was a young boy which convinced him
that music has the power to heal, and since that time, he has based his
career on writing music for healing. He started playing the organ at age
three as a child prodigy, and from the age of nine, he focused on the piano
and on writing and performing. But in his teen years his life took a sudden
change. He injured the ulnar nerve in his right arm during physical-
education class at school, making it painful and nearly impossible to move
his fingers.

For several months, he was unable to play the piano. The muscles in his
fingers began to weaken. It seemed as if the road to his future had suddenly
come to an insurmountable impasse, and the realization that he would likely
lose the music which he loved so much sent him into a deep depression. He
tried thinking about other futures, but he always found himself sitting in
front of the piano.

And then one day, perhaps in utter desperation, he put his hands on the
keyboard and let whatever was in his heart come out. Alan says that what
he felt at that moment was something like happiness in his fingers. He
could feel the life energy flowing through his hands and the resonance
between the sound of the piano and the movement of his fingers.

Alan’s hands began to recover almost immediately, and it wasn’t long
before he was able to play as good as before—or even better.

I first met Alan in 1995 through an introduction by the scientist who had
invented the Magnetic Resonance Analyzer (MRA), a hado measuring
instrument that is capable of measuring minute vibrations. With the
cooperation of this scientist, we asked Alan to compose music that would
express the healing powers of hado. We wanted to have healing music that
would be capable of boosting the body’s immune system.



When the score was completed and recorded, we exposed water to it, and as
might have been expected, crystals formed from the water were exceedingly
beautiful and delicate—typical of healing characteristics.

When we showed photographs of the crystals to Alan, he said that he was
surprised to see that all the crystals formed were identical to the images he
had in his mind when he was composing the music.

Alan is one of many artists who is highly aware that music is a form of
healing. But we also know that the classical music from the past, famous
jazz pieces, and folk music from the corners of the world also have the
ability to heal in their own individual ways.

I exposed water to classical music from various composers and then took
photographs of the resulting crystals. Then we took hado measurements of
the photographs with the MRA. The results revealed the hado—emotional
and physical—affected by the music. Some of these results I shared in The
True Power of Water. Here are two additional findings:

Wagner’s “Ride of the Valkyries”

Emotional hado: Self-pity

Physical hado: Alleviation of indirect pain

Debussy’s “Prelude to ‘The Afternoon of a Faun’”

Emotional hado: Environmental stress

Physical hado: Alleviation and prevention of back problems

What this all means is that good music has the ability to guide us on the
path of healing. It seems that this is especially the case with classical music,
which has stood the test of time. When water is exposed to this music, my
research has found that the water becomes energetic, and beautiful crystals
are formed.

Music is also a representation of the time and environment in which the
music was composed. If you look back on different periods in history,



you’ll find that different periods are characterized by certain music. This is
because the types and degrees of stress that society experiences change with
the times and require healing. This results in the creation of music that
harmonizes with the frequency prevalent in society.

Consider the jazz that came out of New York beginning in the 1940s. Toru
Yazawa, a member of a popular band in Japan known as Alice, once shared
with me a brief history of jazz.

Jazz got its start with the blues sung and played by African-Americans.
When this music was combined with the brass bands of New Orleans, the
result was the vivid and liberal genre known as New Orleans jazz. The jazz
of this period was mostly simple three-chord melodies, which is why it
sounds simple and blissful.

Over time, the center of jazz moved to New York, and in the years after the
end of World War II, a new form of jazz called modern jazz started to
emerge. Modern jazz consists of complicated chords. Sounds that would
normally create a roar were combined, and then other sounds are piled on
top of each other, resulting in the uniquely gloomy, avant-garde feel of
modern jazz.

During that time, New York City, as well as the whole United States, was
experiencing uneasiness and anxiety over the emergence of the Soviet
Union and other threatening enemies, creating the atmosphere that led to
the Korean and Vietnam wars. Those who lived in New York, a melting pot
of different people, in that particular time were experiencing a type of stress
never felt before. Perhaps, simpler music (three-chord) was needed for
healing simpler human relations, while more complex music was needed for
healing more complex human relations. Simply put, music, in addition to
being art and providing entertainment, is more than anything a form of
healing.

Healing with Hado

As I mentioned in my book The True Power of Water, I am keenly
interested in the field of hado medicine. Hado medicine focuses on the



underlying cause of the symptoms of illness, in contrast to the medical
practices which require that we take pills or undergo surgery to deal with
symptoms of disease. Hado medicine deals with the unique vibration of the
illness itself. I can say with certainty that the day will come when hado
medicine is widely accepted. Most people today go to the drugstore to find
solutions for their ailments, but perhaps one day instead of getting a
prescription of medicine, you will get a prescription of music to heal what’s
ailing you. Such a day may not be as far away as you think.

All symptoms of illnesses vibrate at a unique frequency. By knowing the
frequency, it is possible to overlap the exact opposite wavelength on top of
the symptom’s wavelength; thus, the frequency of the illness is dissipated
and the symptoms are alleviated. This is already in practice to some degree
with treatment for Parkinson’s disease and other neurological illnesses.

Hado medicine not only deals with the specific body part where symptoms
are located; it also helps to alleviate the real cause behind the sickness,
which is often negative emotions. For example, if a person is experiencing
liver problems, then we will also almost always find that the person has
anger issues. The wavelength generated by anger is the same as the
wavelength generated by the molecules of the cells that make up the liver,
so the wavelengths of anger and the liver are in tune with each other. In the
same way, the emotion of sadness is in tune with the blood, and so sad
people tend to be easily plagued by leukemia and hemorrhage-type strokes.
Continued irritability damages the nervous system, often leading to pain,
sensitivity, and stiff muscles in the lower neck and shoulders.

An important aspect of hado medicine is that the human body is considered
to be a universe of its own. Our bodies consist of some 60 trillion cells,
each carrying out its specialized responsibility while simultaneously
harmonizing with other cells in a wonderful way to make us who we are.
The organs, nerves, and cells of the body have their own unique frequency.
The body is like a grand orchestra consisting of the harmonization of
various sounds. When something goes wrong somewhere in our body, there
is discord with one of the sounds. And when even one sound is out of pitch,
the entire composition is not as it should be.



A dentist named Kazumasa Muratsu has seen significant results with
patients he has treated based on the perspective that teeth are nothing less
than organs of the body. In one instance, one of his patients was unable to
clench her hands for many years, but when Dr. Muratsu removed the metal
fillings on her upper teeth and adjusted her bite, she regained full use of her
hands. She also found that she no longer suffered from chronic pain in her
lower back and her right leg.

This indicates that teeth have an effect on the entire body, and
complications with teeth can influence the rest of the body in totally
unpredictable ways. Dr. Muratsu, in fact, says that the teeth are one part of
the core control center of the body.

But modern medicine sees the human body as a machine consisting of
various independent parts, and the healing they provide deals only with
taking care of the particular defect of the particular part that’s gotten out of
order. But if one symptom is attended to and followed by something failing
elsewhere in the body, then true healing has not really taken place. Hado
medicine is all about dealing with the health of the entire body, which is
why the word healing and not “curing” is more appropriate.

Other Forms of Hado Medicine

We can see that hado medicine holds tremendous promise, but I don’t want
to give you the impression that this technology is anything new. The
principles were well known by the ancient cultures and incorporated into
their daily lives. In fact, there have been many cases where the wisdom of
the distant past has been reexamined to discover that the applications are
still valid in our day.

The use of flower essences is one ancient method of healing that has paved
the way for hado medicine. The energy and vibration of flowers is
transferred to water, and by drinking this water, the patient receives both
physical and mental healing benefits. You might postulate that during the
transferring process, it is the actual components of the flower that are
dissolved in the water, but actually it is only the vibration that gets



transferred. Therefore, a chemical analysis of flower essence will detect
only water.

The science of flower essence was established by a British bacteriologist
named Dr. Edward Bach. He developed essences known as Bach Flower
Remedies, which can now be found throughout the world. In fact, flower
essence therapy has expanded to incorporate the characteristics of
individual countries. A popular form of flower essence in Japan is called
Findhorn flower essence. In northern Scotland, near Loch Ness Lake, there
is a community called Findhorn where people from all over the world have
come together to live and participate in events and workshops related to
living as one with nature and finding one’s true way through life.

Marion Leigh introduced flower essence therapy at Findhorn. She is a
woman whose smile has the brilliance of flowers. I interviewed Marion
when she came to Japan several years ago. She told me,

Our bodies serve as a tool for accomplishing spiritual missions. In order to
carry out our mission, we need to release the warped feelings and emotions
—fear and grief, sadness, suspicion, impatience, weaknesses, and apathy—
that form a block between the spirit and the body.

Such emotions become the cause of many of the symptoms that we
experience. Our modern medicine is for the most part unable to deal with
the roots of our illnesses, but this is an area where flower essence has
proven to be effective.

According to Veda philosophy from India, there are seven places on the
human body called chakra points that serve as the portals for unseen energy
to enter the body. It is said that flower essence makes use of these chakras
to heal certain ailments and parts of the body, depending on the
characteristics of the flower. The gorse flower prevalent around the area of
Findhorn has a vibration of joy and passion and can be used to effectively
deal with a lack of energy, depression, and the weakening of the immune
system. Scottish primrose is a symbol of peace and is used to calm and
harmonize during times of fear or panic. The cherry blossom can be made
into an essence that has the ability to return you to your inner path. It can
effectively be used to help you overcome negative patterns of thinking and



feelings of inferiority that weigh you down, while helping you to regain
feelings of love and compassion.

To make your own flower essence, go outside on a bright and sunny
morning and collect flowers. Cut each flower at the stem, being careful not
to touch the flower itself with your hand. Then put the flowers in a
container filled with fresh and pure water and set it in the sun. In about four
hours, the essence of the flower will be transferred to the water. You can
add a little brandy to make the water last longer. Store the water in glass
bottles, and as you use it, dilute it even more with water. As needed, put a
few drops on your tongue. Your body and soul will feel the effect without
the typical side effects of modern medicine.

I decided to see what would happen if I diluted such essence and made
crystals. The crystals that resulted were all very beautiful, not unlike the
flowers themselves.

Vibration is something you can’t see with the naked eye, which is why it is
difficult to verify the positive effects of hado healing using modern analysis
and medical examinations. However, we shouldn’t be too quick to say that
there can be no benefits without scientific verification. Many recognized
home remedies do in fact make use of the principle of vibration.
Homeopathy, as a form of vibration-based medicine, has the ability to heal
the body by using vibrational water.

Homeopathy is a medicine in which “like cures like.” To treat an illness, the
poison that causes the symptom is diluted with water by 10 to the power of
10, and sometimes even by 10 to the power of 600 or more. The poison,
diluted to almost an incomprehensible level, is then given to the patient.

Lacquer, for example, often causes a rash when it comes in contact with
skin, but when a homeopathic remedy is made using lacquer, it can be used
to treat rashes and skin injuries. Freshly cut onions cause tears and a runny
nose, but a homeopathic remedy made with onions is good for treating
colds, hay fever, and some allergies that have symptoms of teary eyes and a
runny nose. This is referred to as “the law of similars.”



Homeopathy got its start when a German doctor named Samuel Hahnemann
noticed that the essence of the bark of the cinchona calisaya, which is used
to treat malaria, brings on symptoms of malaria when extracted and taken
orally. Hahnemann developed his theory of homeopathy and announced it
in the early part of the nineteenth century; thereafter homeopathy gradually
spread throughout Europe and the United States. This was a completely
new type of medicine, and it was widely prescribed because of the
noticeable benefits.

By the middle of the nineteenth century, more than four hundred
homeopathy clinics existed; even physicians to the royal family in England
started practicing homeopathy in 1830. In America, homeopathy was so
popular by around 1900 that one in five physicians specialized in it. But
then medical associations began to form with the intention of getting rid of
homeopathy practices. Such organizations, hand in hand with
pharmaceutical companies, brought enormous pressure to bear, and soon
homeopathy was forgotten.

This is just one more example of how the most beneficial things often
receive the most negative pressure. But while homeopathy was once cast
aside, it is again starting to regain its former reputation. Homeopathy is now
taught in thirty or more medical schools in England, and state-operated
hospitals now specialize in it. In France, homeopathic remedies can be
purchased at the neighborhood drugstore; about 10 percent of German
doctors are homeopathic physicians. In recent years, a homeopathy medical
association has been established in Japan, and more and more people are
becoming aware of the benefits of this practice.

Healing Comes in Unexpected Forms

Two hundred years ago homeopathy was recognized as an effective form of
medicine, and many people over the years can testify to its effectiveness.
But it goes mostly unrecognized by modern medicine. I know of one well-
known scientific journal that has featured article after article supporting the
benefits of homeopathy, but the articles, often published with a note of
derision from the editor, have gone mostly ignored.



Many in the scientific community would say, “We know that a lot of people
use it, but there is no scientific proof for the benefits of homeopathy.” If
homeopathy had no benefits, don’t you think it would have been forgotten a
long time ago?

I will be the first to admit that saying that water has the ability to read and
memorize information turns scientific common sense on its head. But such
unscientific phenomenon are more common than we may think.

Dr. Teruo Higa, a professor at Ryukyu University in Okinawa, has been
striving to spread the use of a form of organic bacteria he developed called
Effective Microorganism (EM). EM is a liquid formed from bacteria. It has
been shown to be perfectly safe—even beneficial—for people and the
environment. When EM is applied to soil, the result is a bountiful crop
without the use of chemicals or synthetic fertilizers. When used to treat
polluted water, the water becomes drinkable. It can even be used to treat the
dioxin resulting from the burning of refuse.

While Dr. Higa was doing research on EM, he had a strange experience. He
poured the EM liquid in a ceramic container, poured it out, and then cleaned
the container, but the properties of EM persisted. He washed the container
repeatedly, but he couldn’t get rid of the EM properties. He tried to sterilize
the container with high heat, but even that failed to eliminate the EM
properties.

This gave Dr. Higa an idea. He transferred the EM into a new ceramic
container. At 700 degrees centigrade, a temperature that certainly would
allow no life form to survive, the bacteria survived and became baked into
the ceramic. This goes against scientific common sense, but EM ceramic
has proven to work and now has various uses in the home (such as water
treatment and building materials), in the environment, and in agriculture.

We can say that this is another indication of hado science. All matter has its
own hado, and water relays this information. The molecules of water carry
messages like the magnet of a computer disk. Hado can be either beneficial
for life or harmful for life. But even if the vibration is good for life, if water
—the mediator—is impure, the hado will not be relayed correctly.



Dr. Higa asserts that in nature there exists both a flow of revival and a flow
of destruction. For example, if a piece of fruit is left sitting, it will soon rot
and emit a foul smell. This is the flow in the direction of destruction. But
fermentation is the flow of revival. Fermentation is a process that creates
sauerkraut, yogurt, bean-paste soup, soy sauce, cheese, liquor, and many
other foods. Both fermenting and rotting are the work of microorganisms,
but they are not the same.

EM is a collection of microorganisms that do the work of revival. When
EM is added to the soil, it enhances the power of existing microorganisms;
the result is high-quality vegetables without chemicals or synthetic
fertilizer. EM is completely safe for humans, and it doesn’t deplete the soil.

In contrast, consider chemicals and synthetic fertilizers. Chemicals do
eliminate harmful insects, and synthetic fertilizers do ensure bigger crops.
But their use kills even the good insects along with all the microorganisms
that would normally enrich the soil. Chemicals provide instant gratification,
but the long-term and lasting result is destruction of the soil. In fact, much
of the farm soil now in use is, according to most definitions, lifeless. We
alone have the power and responsibility for restoring the cycle of nature.

Many aspects of our modern society appear to be in destruction mode. For
the pursuit of momentary pleasure and convenience, the cyclical laws of
nature have been ignored and replaced by the convenience of use-once-and-
throw-away.

And we are beginning to hear the groaning from our tortured planet. We are
at a point when we must realize that if we want to continue to call this
planet our home, we need to change—not the planet, but ourselves.

We have to stop being agents of destruction and start becoming agents of
revival. The slogan “From a destructive-type human being to a revival-type
human being” may be added to our list of slogans by which we will live
from now on.

One of the most beautiful sights you’ll find in Japan is a group of tiny
islands not far from Hiroshima. Starting in 1998, the people who lived on



the islands got together and decided they had to do something about the
polluted water that surrounded them. Batches of EM were made and
distributed to each home by volunteers with instructions to put it in their
drains. The results were immediate and unmistakable. The clumps of sludge
along the shore disappeared and schools of fish began to return. There are
now octopuses and abundant clams, something that had existed only in the
memories of the oldest inhabitants. The area is known for its seaweed crop,
and when EM was added to the water used to wash off the harvested
seaweed inland, sludge in the ditches and waterways was soon gone, and
even the seaweed quality improved.

A nearby village called Akitsucho heard about the success, and they also
distributed EM for free to the villagers, and again the effects were
immediate. The waterways became clean, frogs returned, and clams started
appearing in the once-barren bay.

The waters near Akitsucho produce some of the best oysters in Japan. When
the town’s residents put clods of dirt containing EM into the oyster beds,
the quality of the ocean water improved, resulting in bigger and better crops
than in recent memory. The use of EM spread quickly along the coast,
culminating with the formation of the Seto Inland Sea Environment
Conservation Council in 2002.

The people along the coast have taken the first important step to restore the
revival and circulating type of society. Healing isn’t only about the recovery
of our own physical health. We need to think about the healing of the land,
the rivers, the oceans, and the planet in its entirety.

But what does healing the planet really mean? The answer is a return to the
circle of life—the circulation of resources, of water, and of life. That is our
responsibility as occupants of this delicate and crystal-like planet.



CHAPTER THREE

Cycles of Water, Cycles of Life

According to a theory first proposed by Luis Frank at Ohio State University,
and confirmed by NASA and the University of Hawaii, water arrived on
this earth after traveling through space. In every minute of the day, about
twelve comets, some as heavy as 100 tons, fall to earth. These comets are
made up mostly of ice. When the ice reaches the atmosphere, it forms
clouds and eventually falls to earth in the form of rain to fill the ocean. And
since we are mostly water, in a sense we all come from outer space.

You’ve probably gone outside on a clear night to lie on your back and look
up at the stars. Did you ever experience a feeling like nostalgia, maybe
memories of long ago? When you gaze at the heavens, your soul is taken
back in time millions and billions of years. Do you ever get the feeling that
you yourself are somehow floating up there in the cosmos, like a planet of
one? It makes a lot of sense that we would be so eternally and universally
enchanted by the heavens.

From the time when Yuri Gagarin, the Russian cosmonaut, first broke the
earthly shackles in 1961, and Neil Armstrong made one giant leap for
mankind, the possibility that you and I might someday make the journey
ourselves has steadily become more of a reality.

Scientists currently have their sights set on Mars. NASA is already working
on concrete plans to send a manned spaceship to Mars, paving the way for
people like you and me to become aliens on a distant planet.

But traveling to Mars presents several challenges, and here again, the
solution may well be found in water. Among the risks of space travel is the
weakening of muscle and bone due to the lack of gravity, not to mention the
mental stress of spending long periods in isolation. Cosmic radiation is
another problem. Space is filled with radiation from distant universes as



well as from the solar flares of the sun, which can be especially harmful.
Safe space travel requires close observation of the sun and a way to escape
the intense radiation as needed. Such a place would need thick and sturdy
walls.

One way that NASA is addressing this obstacle is by working on building a
room in a spaceship with walls made of columns of water. The water could
be used for consumption and for preparing water-based foods—and for
protection. When a solar flare occurs, the water in the columns would act as
a shield for the voyagers until the danger passes.

Because the weight of a spaceship must be kept to a minimum, only a
limited amount of water can be carried. The average person uses about 180
liters of water a day; on a space vessel, this amount can be reduced to 3
liters. But even that small amount would add up quickly for a crew on a
long journey. This is where recycling of water becomes an important issue.
Systems are now being developed to effectively recycle the water used for
drinking and bathing and even to recycle sweat and urine.

When the NASA probe Odyssey touched down on Mars in May 2001, they
discovered that large volumes of water existed in the form of ice just
beneath the planet’s surface, meaning that water existed on the surface of
the planet at some period in the distant past. If this frozen water can be
used, then it opens up the possibility that this planet can be made green like
our own so that people can someday inhabit it. Work is now moving ahead
to make this a possibility.

In 1996, NASA conducted an experiment on Devon Island in Canada to
simulate life on Mars. The experiment studied biological scenarios, living
conditions, and telecommunications. The temperature on Devon Island is
low and the land is barren, not unlike the environment of Mars. Scientists
were studying the feasibility of space colonization, but there are other
implications of the experiment. Our planet is deteriorating at a rapid rate,
and no one has a definitive solution for global warming, overpopulation,
starvation, pollution, and water shortages. It makes one wonder how long
our own planet will remain friendly and inhabitable. Will we someday be
faced with the realization that the only way we will survive as a species is
by moving to a distant planet such as Mars? It is no small problem.



Understanding water’s remarkable journey to and through our planet may
bring us closer to the answers we are searching for.

The two-minute life span of a water crystal is revealed through
photographs.

The drama of life is played out in just two minutes, between the time the
crystal forms and when it disappears.

A small white granule forms on the tip of the frozen water droplet. In a
brief moment, a crystal jewel appears under the microscope and then melts
away.

Words are reflected in the water.

We showed words to water in a glass beaker.



Happiness

A crystal of almost perfect shape is formed, like an exquisitely cut
diamond. Perhaps this tells us that balance is an important condition for
happiness.

Unhappiness

This faint and weak crystal is out of balance and appears as if it is only
partially formed. Unhappiness is not the opposite of happiness—it’s what
we experience on the way to happiness.



Hang in there.

Just the way you are.

“Hang in there” results in a rather tight and shrunk crystal. But “Just the
way you are” results in a unique shape that seems to be stretching out, just
as these words let an individual expand.

You’re beautiful.



Try to be beautiful.

“You’re beautiful” results in a beautiful, natural crystal. “Try to be
beautiful” is slightly deformed. This indicates that praise yields better
results than pressure.

Like



Hate

The word “Like” seems to take on the shape of a joyous heart, and “Hate”
results in a hollow image, almost appearing to suffocate.

Power



Helplessness

“Power” created a crystal that was unique but jumbled; not every problem
can be solved with power. “Helplessness” results in a hollow-looking
crystal robbed of its power.



Innocence

Doing things with innocence perhaps gives you the greatest power to
accomplish them. The crystal became too large to fit inside the frame, and
so we decreased the magnification to take this picture.

Thank you



You idiot!

Thank you and You idiot!

When the two words in the top two photographs from my previous book
were combined, the result was a thin half-formed crystal. This might
indicate that the power of “Thank you” is stronger than “You idiot!”



“Thank you” in Malaysian

“Thank you” in Tagalog

“Thank you” in Portuguese



As in my previous book, we looked at the results of “Thank you” in various
languages. The crystal for Malaysian was especially unique. “Thank you”
in various languages has different nuances, resulting in highly distinctive
crystals.

War

Peace

The crystal resulting from “War” was taken two months before September
11, 2001. The crystal looks almost as if a jet plane crashed into it. The word
“Peace” creates a crystal resembling people coming together in harmony.



New York City, September 11, 2001

The events of September 11, 2001, shocked the world. The water formed a
crystal like a terrible nightmare.

Coexistence



Competition

The word “Coexistence” resulted in a crystal formed by two crystals, and
the word “Competition” created a surprisingly beautiful crystal. This may
indicate that wholesome competition is a positive thing.

Peace of mind



“Peace of mind” created an expansive crystal. Perhaps this is what people in
these hectic times need more than anything else. This is a photograph you
might want to put in your pocket and carry around with you.

The god of happiness and wealth

The god of poverty

In Japan, the Shinto religion observes hundreds of deities; these are two of
them. The top crystal is full and round, while the bottom one is pointed. I
interpret the message to mean that if you live your life harshly like the
pointed tip in the bottom picture, happiness and wealth may not come.



Marital love

This crystal may represent the relationship dynamic at work when one
partner is caring and the other needful. Of course, it’s best when each
partner takes turns caring for the other.



Goods and capital

Oil

These are some of the forces that move the modern economy. They are not
bad in and of themselves, but when balance is lost, chaos results.



Hemp

As I discuss in chapter 5, hemp has great potential and can be used to make
various products, like food and clothing, with its good vibration.

Healing melodies that touch the heart

This music has the power to heal, as seen in the formation of beautiful
crystals.



Alan Roubik’s “Keys to My Heart” (1–6)

Alan is doing research into the healing effects of music, and crystals formed
while being exposed to his music are all beautiful. This attests to his
music’s healing influence.



Mendelssohn’s “Wedding March”

This crystal results from the joyful wedding march. The crystal brings to
mind a flower in full bloom, resembling a beautiful bride.

Wagner’s “Ride of the Valkyries”



Sarasate’s “Zigeunerweisen”

These are two composers from the second half of the nineteenth century.
Although the motifs are different, both crystals shine with a brilliant healing
effect.

Albinoni’s Adagio



Schubert’s “Ave Maria”

The first crystal is the reflection of a mournful melody, while the second
one, reflecting “Ave Maria,” is a balanced crystal that appears to be
overflowing with love.

“Edelweiss,” from The Sound of Music

Edelweiss in German means “noble white,” and so appears the crystal. We
can imagine a glass mirror within the crisp white crystal.



“Amazing Grace”

This famous prayerful gospel hymn from America created a striking crystal
full of grandeur and reverence.



A Celtic folk song

We played a song sung by Enya, who is an Irish singer of Celtic spirit. The
resulting crystal was pure, innocent, and white, just like her voice.

“Rokudan,” traditional Japanese melody played on the koto

“Hyojo Etenraku,” ancient Japanese court music

These two pieces of traditional Japanese instrumental music we played to
water yielded beautiful and orderly crystals, indicating overlapping tones of
koto (above) and orderliness of the court music (below).



“Crane and Turtle,” traditional Japanese kouta song

“The Green of Pine,” traditional Japanese nagauta song

These pieces are traditional Japanese vocal music. It was interesting to see a
turtle-like shape as the title indicates (above). “The Green of Pine” is a song
about a beautiful prostitute.

The power of prayer can change the world.

Crystals produced before and after prayers were offered for the water and
the world are dramatically different, as can be seen from these examples.



Water prayed for by five hundred people

At the same time, five hundred people from all over Japan said a prayer of
love for the water. It was normal tap water, which does not usually form
crystals due to the chlorine, but the water formed beautiful crystals.
Feelings of love have an instantaneous effect, no matter the distance or the
source of the water.



A Sanskrit prayer

This crystal resulted from a prayer to Shiva. The pattern, as balanced and
orderly as a mandala, is divine indeed.

Before prayer, Lake of Lucerne



After prayer, Lake of Lucerne

We offered a Swiss Lutheran prayer at Lake of Lucerne. The crystal formed
after the prayer resulted in a marked difference.

Before prayer, Lake Zurich in Switzerland



After prayer, Lake Zurich in Switzerland

At Lake Zurich in Switzerland, the crystal formed before the prayer was
deformed, but the one formed after was gorgeous.

Before prayer, Bahamas



After prayer, Bahamas

We clasped our hands around a cup of water on the table and spoke to the
water with feelings of prayer, resulting in a completely different crystal.

Before prayer, Uchi Lake, Oklahoma



During prayer, Uchi Lake, Oklahoma

After prayer, Uchi Lake, Oklahoma

We gathered people who lived near Uchi Lake in Oklahoma and had them
offer a prayer for the water. It’s easy to see how the crystal changed from
the prayer.

Water’s Adventures on Planet Earth

Imagine you have just returned from a trip into space. You step off your
vessel onto our green planet and find yourself standing in a deep green
forest. Rays of light filter through the trees towering above you. Fallen
leaves soften the ground, and deep-green moss envelops the trunk of a
fallen tree. Ferns cover the ground all around you. The sounds of life
permeate the air—the flapping of wings, the calling of birds, and the wind
whistling through the trees and shaking the leaves. As you take a deep
breath of cool air and let the scents of pristine nature fill your body, you
have a deep realization that this is your planet and your birthright. And that
is why you must love it and why you do.

You now see water trickling out between rocks, forming a pool of water.
You cup your hands together and drink. You feel the energy of the earth
filling your soul, and you know it’s because of all that water has
experienced in its secret life.

Where did this water, arising from the bosom of the earth, come from?
Think for a moment about the earth as water has experienced it. Arriving



from the cosmos in the form of clumps of ice, water fell from the sky upon
mountains and forests to give moisture to the trees. That first droplet of dew
on a leaf is water in its infancy. From there it begins a journey of
unforeseen adventures on our planet. After water falls in the form of rain,
what happens next?

A good portion of rainwater—one-third of all that falls—seeps into the
ground where it’s absorbed by plants, again to be evaporated into the
atmosphere. In evergreen forests, as much as ten tons of water will
evaporate from a square hectare (approximately 2 1/2 acres) in the first few
moments after a downpour.

The water will then rise into the air as mist that drifts among the trees, or it
will rise even higher to form clouds. Water in the form of mist will
sometimes take another path. When the temperature drops below the
freezing point, the mist touches down on the leaves and flowers and forms a
thin white layer of ice on the plants and the ground.

It’s hard to find anything more beautiful than dew on flower petals and
leaves. Clear, crystal-like dew is loved by the plants. A single drop of dew
falls off the tip of a sprouting leaf on a branch and make its descent, through
the forest canopy, and lands on the back of a frog. Thus, in the forest
morning, water spreads itself about in multiple forms to shower love on the
frog and the new sprout—and to be loved in return. Just as a mother
instinctively loves her newborn, water in infancy is loved by all of nature.

After falling as rain or forming as dew onto the ground, what is water’s next
destination? Some water will be taken in by the roots of plants and then
evaporate again into the atmosphere, but much more will seep slowly into
the ground and begin an incredibly long leg of the total journey. Its main
path will be the infinite number of secret tunnels under our feet.

The ground is filled with spaces of air, such as the tiny tunnels created by
creatures out of our sight: earthworms, centipedes, spiders, beetles, bugs,
mites, countless microorganisms, along with moles, rabbits, and other
animals. All these creatures serve to soften the soil by opening spaces in the
ground in every direction. Spaces between rocks and sand, and openings



left by melted ice, rotted roots, dehydrated soil, and cracked stones, all
serve as possible pathways for water on its incredible journey.

Water moves through layers of sand and clay and bedrock. Its journey
downward is unwearied and profound. Depending on the hardness of the
ground, it’s not uncommon for water to move as little as 30 centimeters in a
year’s time.

Deep within the earth, when water finally reaches hard clay or bedrock, the
droplets of water come together and flow into streams, sometimes
becoming rivers or lakes such as those that exist above the ground and have
names we know.

From the time when water left on this journey through the ground early in
its infancy, it has gained experience and knowledge and has formed a
personality depending on its path in life, much as a person’s personality is
formed by his or her journey. Water that has experienced coal, for example,
has knowledge of calcium and magnesium, which is why we call it hard
water. And water that has experienced granite is mostly left unchanged by
minerals and is known as soft water.

Eventually, water learns all it can from the ground and is ready for the next
stage in life. Out of darkness, it moves upward, toward the light above
ground, and then after untold adventures and experiences, water emerges
into the light.

From the ground’s crevices rises water, cold and pure. From a tiny spring,
water merges with other water fallen fresh from the sky and water
permeating the soil to form a small stream that makes its way downward
until, eventually, a river is born.

The river builds momentum and eats away at layers of soil and ground as
the flow slowly widens and deepens, like a bright-eyed child emerging from
infancy. The river becomes strong enough to carve away at a mountain or
even to create a canyon. But the carving away of hard rocks and ground is
not accomplished by water alone; most of this work is accomplished by the
gravel and sand caught up in the flow of the water. These small particles
carried along by water carve away at the surrounding land and bring in even



larger rocks and stones, building enough strength to eventually carve away
even the largest of stones.

The river begins to develop characteristics that give the river its reputation.
While one river becomes dark brown from the earth it carries with it,
another one flows clear and pure, and still another roars downward,
smashing against rock and stone.

In its downward journey, water witnesses a great deal. It might witness
salmon migrating upstream. Deer, bears, squirrels, and other creatures
gather on its banks to quench their thirst. And trees brought down by a
storm might even alter its flow.

The river eventually comes to gentler reaches, and now it flows gently as it
winds along like an enormous snake crawling boldly across a plain. Never
satisfied with its current course, the river will continue to change, at one
point widening and letting sediment accumulating into a sand-bank, and
then later narrowing to grind its way past stone.

If we could see the passage of ages in seconds, we would see just how
much rivers turn and twist over time. Most rivers plot their courses so
slowly that it defies human measurement, but there are some that shift
relatively quickly. The Mississippi River, for example, has been known to
shift by more than 20 meters in a single year.

After a river has shifted, the sand and soil it carries often accumulates and
forms natural banks. Then a flood will come and wash away the bank,
pushing the sediment onto the flat land. These floodplains become fertile
land that gives birth to civilizations.

The Egyptian empire arose along the fertile floodplain of the Nile. So while
floods are considered natural disasters, they also provide land with
nourishment that civilizations require to establish themselves and grow.

When water encounters human beings, it has even more to witness. An old
man crossing a bridge, a young girl on her bicycle, a couple sitting and
watching the river flow. Ever slowly and ever gently, the river watches
children playing in the park on its banks and a father and son playing catch.



The river, now in its twilight years, becomes ever more gentle as it inches
toward the sea. Then the moment comes when it finally touches the sea, and
the flowing of water finally comes to an end.

All the sediment carried by the water is then dropped into the estuary of the
river. The result is the formation of a delta. The Ganges, the Mississippi,
and the Amazon rivers have all formed great broom-like deltas at the points
where they enter the ocean. What must have started as a small sand-bank
eventually grew into a great expanse of land, creating a new and spacious
coastline. These fertile deltas form some of the greatest agricultural regions
in the world—the final gift that water has to offer humankind before, at the
end of its life, it gives itself up to the ocean.

But this is not really the end of life for water, for the ocean is also teeming
with life, and together with all the creatures of the sea, water is even now
just beginning. In the process of eternal rebirth, water is there to give us a
full account of all its wisdom and experience. In a cycle that we would
count as eternity, water travels the path from above the earth to the tips of
mountains and to the depths of the ocean, carrying life within its bosom and
linking everything together in perfect balance.

As water makes it journey through life, it becomes a witness to all of life on
earth, becoming itself the flow of life.

For the second collection of water-crystal photographs in this book, we took
photographs of water collected at various points along water’s cycle, from
the source to the bottom reaches of rivers. We also exposed water to various
photographs of nature and plants to see how the water would reveal itself
through crystals. Within the crystals can be seen the reflection of life.

Let Water Flow

Much of human history has been set along the banks of rivers. The great
cultural hearths of civilization have all developed along the banks of rivers
—the Nile, the Tigris and Euphrates, the Indus, and the Yellow River. And
wherever explorers have traveled, they searched for water along their way.



From the days of the horse-drawn carriage to the automobile, rivers have
observed the workings of our race. Today people continue to walk along the
banks of rivers, talking with friends, looking at the flowing water, and
speaking their hopes and dreams.

But now, armed with technology and knowledge, we work to change the
very flow of water under the belief that the result will yield great benefits
for humankind. And we have succeeded. Or so it would seem.

In 1971, construction on the Nile River of the Aswan High Dam, 3.6
kilometers across and 110 meters high, was completed. Its construction had
required the relocation of the enormous and ancient Temple of Abu Simbel,
along with 100,000 people who lived in the area. The completion was met
with cheers of joy. Mankind had finally conquered the Nile, putting an end
to a long history of flooding while also producing enough electricity for a
quarter of Egypt’s population.

But gradually it became clear what the river really had provided. After
being dammed, the Nile was no longer capable of nourishing the once-
fertile farmland at the delta. Irrigation systems were implemented, and for
the first time chemical fertilizers were used. Irrigation raised the salt density
and deteriorated the quality of the topsoil. Puddles and pools of water
formed on the delta, becoming a breeding ground for harmful insects and
causing great harm to nearby residents. The delta plain itself has even
started to sink. Scientists soon noticed that the fish population in the dam
was becoming infected with mercury as the water from the mountain
valleys drained into the dam. Plant life buried by the dam became the
perfect breeding ground for bacteria; as this bacteria absorbed the mercury
in the ground, it became a highly toxic bacteria containing methylmercury.
The density in the ecosystem steadily rose until it entered the bodies of fish
in alarming amounts.

The annual flooding of the Nile may have made life along its shores
difficult for humans, but it was an integral part of the life cycle for many
other creatures. The dam squelched the vast ecosystem that nature had
taken hundreds of thousands of years to form.



Similar effects are seen in other parts of the world when rivers are dammed.
In Canada, high levels of mercury have been found in hair samples of the
Cree Indians living around the James Bay and Peace River since the lake
where they fished was dammed up to make a reservoir for generating
electricity. This same phenomenon can be seen in other parts of Canada as
well.

These are examples of what can happen when we choose to block or change
the flow of water.

The time has come for us to put on the brakes and think. Always keep in
mind water’s pure, natural journey, and you will see how we as humans fit
into this delicate cycle of life. We are part of the flow, and we need to
respect it. We have seen how water shows its love by showering its gifts
onto flowers, trees, birds, insects, and all the small creatures of nature as it
flows along its path. In return, water is loved by all of nature.

It’s time that we return to the cycle. When you have learned to love nature
from the bottom of your heart, then you too will be ready to be loved by
nature.

The earth knows how to answer our most earnest prayers. When you pray,
the earth responds. Then love spreads to all life and to water.



CHAPTER FOUR

The Wonder of Hado: Explaining the Inexplicable

“L ong ago at the top of a distant mountain lived an old shaman …” So
began a tale told to me by an old aborigine with a white scraggly mustache
and a face darkened by time. He’s in his late eighties, but no one, not even
himself or his family, knows his exact age. Wisdom and knowledge
accumulated over the decades is as deep as the wrinkles in his face.

I was on my first lecture trip to Australia in August 2002 when I was
introduced to Eric, the aborigine elder. We met at a restaurant, and I
presented him with a collection of my photographs of water crystals. He
looked at it slowly and intently, and then he began to tell me an ancient tale
passed down for generations.

This evil shaman lived at the top of Mount Ridge in the northern region
now known as New South Wales. A river runs down the mountain, and the
shaman lived near the upper reaches of the river.

One day she looked down on the river valley and saw all the happy people
who lived along the banks of the river. The sight of all this happiness filled
her heart with resentment, and she copied her thoughts into the water. She
filled the river with spite and the desire that only she would be happy.

She also blocked up the river so only a trickle of water reached the people.
The riverbed where pure water once freely ran became filled with filth. The
people who lived along the banks of the river soon became sick, and
thievery, bickering, and fighting became rampant because of the evil
thoughts copied into the water by the shaman.

Years of pain and sorrow passed. Then one day a young shaman in the
valley went for a walk with his dog. The dog chased after a kangaroo it saw,
and the shaman waited for a long time for his dog to return. When the dog



finally returned, he was dripping wet with pure water, not the foul water
from the river.

Wanting to know where the pure water came from, the young shaman
followed his dog up the mountain to the doorstep of the evil shaman’s
house. Nearby, the young shaman saw where the pure water of the river had
been blocked.

The young shaman turned the evil shaman into water, and in a moment she
was washed down by the river. They say that the rugged fissures at the far
reaches of the river were caused by the evil shaman clawing at the edges,
trying to save herself from being washed out to sea.

Just in time, she grabbed hold of a big rock. The young shaman spoke to her
and said, ‘I will save your life if you change your ways. Stay where you are
now and promise to work for the good of people.’

The evil shaman promised to do so, and she became a large tree growing on
top of the rock. The people along the riverbank were finally able to go back
to living happy and peaceful lives. The old shaman, in the form of a tree,
stood along the river to warn the people to stay away from the dangerous
ledges.

Listening to Eric’s story, I was surprised to hear the phrase “copied into the
water.” I then realized that this was in complete accordance with the
principle of hado. I would never have imagined that this phrase would be
found within a story handed down from generation to generation for
thousands of years. But I should have realized that the more years one has
lived, the more likely one is to know that such things are possible.

It was quite unexpected that I would hear such a story about water in such a
distant corner of the world. Like the myths and fables of other countries and
cultures, those of the aborigines in Australia are rich in truths about the
universe and the ways in which life should be lived.

From the fable told by the elder, we learn that water must always flow.
When the flow is stopped, then the river will die. We also learn that



jealousy and greed have the power to destroy that which is good—an
appropriate message for the times we live in.

Yet another lesson is that water has the ability to read emotions and to
spread the hado of such emotions to the rest of the world. In other words,
the messages that water carries throughout the world depends on each one
of us, for better or worse.

For our ancestors, fantasy, science, and theology were all one and the same.
And the way to pass on the truths of the world to future generations was
through stories. Such stories were based on an understanding of the
invisible laws that govern the visible world.

The advanced medical practitioners were the shamans who prayed for and
healed the afflicted. Such is the role of water crystals. In fact, my journey
toward water-crystal research was born out a desire to heal.

I was first introduced to the strange and wonderful world of hado more than
fifteen years ago. I had just set up my company, IHM (originally
International Health Medical, now International Hado Membership), and
was importing a low-frequency medical device used to alleviate pain from
the United States. My contact in the States was a biochemist named Dr. Lee
H. Lorenzen. I learned that Dr. Lorenzen’s wife had been quite ill. He had
done all he could think of to restore her health, but nothing seemed to work.
He finally decided to consider water.

He formed a team of scientists specializing in electronics and physics with
the goal of developing the best water possible. They started their research
with the proposition that water had the ability to transfer information. I
heard from Dr. Lorenzen that they had actually found this water. Then one
day I had the opportunity to see for myself what the water could do.

Under the bright blue skies of California, I was playing golf with Dr.
Lorenzen and two of the researchers working with him when my left ankle
started to ache from an old rugby injury. The other three noticed that I was
limping and were concerned.



When we finally got back to the clubhouse, one of the men handed me a
small plastic container with water in it. They instructed me to apply the
water to the area around my ankle. I knew on one level that water couldn’t
remove pain, but I also knew that it couldn’t hurt either, so I applied the
water to my swollen ankle.

To my amazement, my foot no longer hurt when I walked on it, nor even
when I stretched it out. I couldn’t help but become interested in this strange
water.

In Japan at that time, there was widespread interest in various types of
water that claimed to be good for the health, so I signed a contract to
introduce this technology to Japan, and I invited Dr. Lorenzen and the two
researchers to seminars in three of the largest cities in the country.

At all three locations, perhaps because there was no charge to get in, the
halls were overflowing with people. But I soon learned that the explanation
of water’s healing abilities was far too difficult for most people to grasp. I
myself could hardly understand what the scientists were describing. Some
people got up and left partway through; many others nodded off in their
chairs. It was pretty much a disaster.

Afterward, I reflected on what went wrong. I realized that water is essential
to human life in so many ways, and yet we really don’t understand much
about it. Around that time when I was still thinking about what to do next, I
heard something that made sense to me: “Science is based on first forming a
hypothesis and then using instruments and technology to prove the
hypothesis.”

Then it hit me. All sorts of instruments and technology can be used to
analyze chemicals and other materials, so why isn’t there anything that can
be used to analyze water? I wasted no time in calling Dr. Lorenzen to ask
him to look for a device of some type that we could use to analyze water.
This led to my encounter with the MRA device that analyzes and transfers
hado.

Since bringing this device to Japan in 1987, I have had the pleasure of
working with as many as 15,000 people who have come to me with



concerns about their health. I have written more than ten books about hado
and the many miraculous cases I witnessed.

Over the years, scores of people have tried to imitate this hado machine and
have made similar devices to analyze hado, creating a type of hado fad in
Japan. Vast numbers of people have become interested in learning about the
unseen world of hado. This movement has the energy to take us into a new
age and open the door to a new stage of our evolution.

Understanding hado gives us a better understanding of how our world
works, and it also gives us hope for the future. I sometimes even think that
knowing the possibilities of hado is like possessing a golden lamp that can
make the impossible possible. Then at other times, I feel that the more I
understand hado, the more there is to understand about what’s going on
around us.

Photographing Crystals Is a Subjective Science

To gain the understanding and support of as many people as possible, I have
approached my research as scientifically as possible. But we can’t forget
that not everything can be understood by research or science. The
photographs of water crystals present to us a majestic fantasy world, but
this is a fantasy world that has much to teach us, for sometimes fantasy is
the best way to get a clear picture of reality.

When water is frozen, the same crystal will never appear twice, just as there
are no two snowflakes that are exactly alike. When I show slides of crystals
at lectures, I am often asked, “If no two crystals are alike, how do you
choose one particular crystal photograph?”

It’s a good question. Of course it would be impossible to show you all the
hundreds of photographs we take of all the crystals, but then again, I don’t
see why this should cause grave concern. It would be like looking at an
encyclopedia of animals and questioning how the picture of one particular
dog could possibly represent all the different dogs of that species. When I
choose a photograph for a collection, I make a choice based on the



photograph of the crystal that most accurately represents the crystals made
under a certain set of circumstances.

In The True Power of Water, I briefly described how we photograph water
crystals. I’d like to add more details to that explanation. If we are testing the
effects on water of words, photographs, or music, we begin with distilled
water and then expose the water to whatever influence we are testing for the
appropriate amount of time. If we are testing water from a source such as a
lake, we do not expose it to any outside influence, such as words or music.
We simply use the water as is.

To photograph water crystals, we put 0.5 cc of water into about fifty petri
dishes using a syringe. Then we freeze the petri dishes to minus 25 degrees
centigrade and take photographs through a microscope. Of course, the result
is never fifty similar crystals in the fifty petri dishes.

When we have the photographs, we divide them into eight categories:
beautiful, rather beautiful, hexagonal pattern, radial pattern, lattice pattern,
indefinite pattern, collapsed pattern, and no crystal formation.

This classification helps to give us a general idea of the type of crystals
formed. Let’s take, for example, the crystals made from water collected
from the Honmyo River shown on pages 185–186. When we took water
from the river before it runs into the Isahaya Bay in the Ariake Sea, we
found that the crystals were broken and no complete hexagonal crystals
formed. The results were as follows:

Beautiful: 0
Rather beautiful: 0
Hexagonal pattern: 0
Radial pattern: 2
Lattice pattern: 6
Indefinite pattern: 29
Collapsed pattern: 2
No crystal formation: 11

This shows us that no crystal formations appeared in eleven of the petri
dishes, and when crystals did form they were broken. There was a not a



single crystal that could be considered beautiful. Based on this, we then
chose a crystal that we felt best represents the array of samples—an
indefinite pattern, in this case.

Let’s next look at the example of crystals formed from water collected near
the source of the Honmyo River. The results were as follows:

Beautiful: 2
Rather beautiful: 4
Hexagonal pattern: 0
Radial pattern: 4
Lattice pattern: 8
Indefinite pattern: 29
Collapsed pattern: 3
No crystal formation: 0

In this case, we chose a beautiful crystal to represent the sample. Of course,
there were only two beautiful crystals in the sample of fifty. But when such
crystals appear from a sample, there are also usually many crystals that are
classified as rather beautiful, hexagonal pattern, radial pattern, and lattice
pattern. This indicates that there are many formations that are in the process
or have the potential to make beautiful crystals.

Considering that crystals easily form from this particular sample of water,
we can justifiably choose a beautiful crystal to represent the sample. I admit
that the selection process is not strictly in accordance with the scientific
method, but simply put, we choose the crystal that best represents the entire
sample instead of simply one from the most common category.

And the whim of the person doing the selecting certainly comes into play.
When making the selection for a collection of crystal photographs, it is best
if one person chooses all the photographs for consistency, which is why all
the photographs in this book were selected by me.

In fact, the crystals in the photographs that we take are affected by such
factors as the environment, the timing, and even the personality and
thoughts of the photographer. This is not unlike the uncertainty principle of
quantum mechanics. The uncertainty principle was first put forth by a



Germany physicist named Werner Heisenberg, and it is said to have
completed the science of quantum mechanics. The theory says that each
time you look at electrons, they move in a different way. In other terms, the
very act of observing results in a differing movement of the electrons,
making observation impossible.

The reason for this is that human observation requires light, and when
electrons are exposed to light electrons, the electrons are disrupted, making
their direction impossible to predict. This means that we know very little
about what is going on in the world around us. When this theory was first
presented to the scientific community, it apparently came as quite a shock.

The same principle applies to water. It changes its form completely
depending on the person doing the observing. Water’s reaction will differ
depending on whether the heart of the observer is filled with appreciation or
with anger, and this difference is reflected in the formation of the crystals.

Another factor that makes the observation of crystals even more difficult is
that the form changes moment by moment for the two-minute life of the
crystal. The crystal will look quite a bit different depending on when the
shutter is pushed. Uncertainty truly is a factor in everything in our world.

The sun rises in the morning and sets in the evening. That is one thing we
can count on. But if you consider the long history of the universe, this
phenomenon is something that has continued for only a short time, and it’s
something that won’t go on forever. After some five billion years, the sun
will gradually expand and eventually consume the earth. And that too is just
a part of the process that the sun which lights our world today is going
through. What’s a mere five billion years of earth time when talking about
the forever time of the universe?

The methods employed to photograph water crystals might not pass
everyone’s definition of being scientific, and there is a degree of uncertainty
involved. In fact, there is much about the world of hado that is murky and
that cannot be explained by the black-and-white standards of statistical
analysis.



But when you think about it, all any scientist can do anyway is lift up one
small corner of the veil that covers the truth of this world and then try to
express it with words that the general population can stretch their minds
around.

Everything Emits Hado

Another question that I’m frequently asked is, “How could exposing water
to a picture or words possibly result in crystals that are so different from
each other?” Even I must admit that this is a difficult question to answer.

I first got the idea of exposing water to words and photographs before I
even thought about taking photographs of water crystals. I was
experimenting with the hado machine I mentioned previously. When people
suffering from health problems came to my office for consultation, I would
test and analyze their hado and recommend water as one treatment. The
water would be infused with hado to counteract their illness. If they were
too ill to leave their bed, I would print out the person’s name and then test
the hado from the name. Or I would test the hado of their photograph. The
scores of instances where the ill person healed convinced me that even
photographs have their own hado. (To read more about these cases, please
refer to The True Power of Water.)

You might refer to this hado as something like a desire. There are people,
but not many, who are able to detect the hado emitted by photographs and
thus are able to sense if a missing person is dead or alive from a photograph
in the newspaper. Even people who would never admit to believing in such
special powers may experience having a premonition and then later learn
that their premonition was valid. An acquaintance of mine said he
remembered reading about a mountain climber who had reached the top of
Mount Everest. When he looked at the picture of the climber, he sensed that
the climber was no longer alive. Not long after, he heard on the news that
that the climber was lost and presumed dead. It’s hard to deny that
somewhere buried deeply within the human consciousness, there is a hidden
power—perhaps intuition—to sense what has happened despite the barriers
of time and distance.



This same thing can also be said of words. There’s an ancient belief in
Japan that each individual word has its own spirit, which makes it possible
for messages to be transferred and information relayed.

When water is exposed to words such as “Thank you” and “You idiot!” we
can see that the water accurately captures the characteristics of these words.
But when words are spoken to water, the meaning of the words changes
significantly with the speaker’s intonation and inflection. The words “You
idiot!” can have completely different meanings depending on whether
they’re said with deep-felt hatred or in jest. But with words written on
paper, the way the word is said is not a factor, and the pure energy of the
word is able to reveal itself in the formation of the crystal.

No matter how often or how deeply you consider it, it remains remarkable
—almost unbelievable—that the messages of water are able to pass through
the barriers of time and space.

The fact that a photograph contains information indicates that
consciousness is involved. When you see a photograph of a landscape and
think it’s beautiful, or a picture of a friend that brings back old memories,
the photograph is appealing to your consciousness. In the same way, an ID
photo serves as ID because of the awareness that the picture represents the
actual person.

A psychology professor at Yale University conducted an experiment a while
back. He chose several words from Hebrew, and then he simply made up an
equal number of words. Next he mixed all the words together, showed them
to subjects who didn’t know Hebrew, and had them guess the meanings of
the words. The subjects, of course, did not know that half of the words were
fake. The result was that there were significantly more right guesses for the
Hebrew words than for the made-up words.

This experiment serves as support for the theories of Dr. Rupert Sheldrake,
a scientist who believes that the words which people have used for ages
form “morphic fields” for perception of the meaning of such words. So
someone who has never seen a word can guess its meaning with an
unexpected degree of accuracy. The morphic field is not anything you can



see with the eyes, and it’s not an energy that can be measured. It might best
be described as another world invisible to the eye.

With the formation of a morphic field, there’s an increased likelihood that
something which happens twice will happen again. This same process can
be seen in the unfolding of history. The words that have already been
spoken somewhere in the world are somehow easier to learn.

To illustrate this idea, let’s look at an example. On a visit to Germany a
while back, I heard an amazing story. A doctor had collected blood samples
from several patients and stored them. The doctor said he was able to
identify what the patient was ailing from by just looking at his or her blood
sample.

The samples were sealed and stored to keep them from being contaminated
or altered. But two years later, when the physician reexamined the patients
and the previous samples, he noticed that the components of the blood had
changed, and not just randomly. The two-year-old blood was now changed
to the same components as the recently reexamined blood. In other words,
if a patient was sick two years previously and then healthy after, the two-
year-old blood changed to be that of a healthy person, and vice versa. The
doctor then went on to conduct two thousand more experiments and to
publish the results.

I met another doctor, a man in his eighties, in Germany who had conducted
a similar experiment. He had used a pendulum to conduct diagnoses by
taking a drop of blood from the patient’s finger and soaking it into a piece
of paper. He said that he could use the same bloodstain throughout the
treatment of the patient, because it continued to change in appearance
according to the patient’s condition. In other words, a bloodstain from two
years ago could be used to diagnose the current condition of the patient.

The scientific explanation for this? I do not know.

How can we interpret the principles of hado? Think about the three terms
we discussed in the first chapter of this book concerning hado.



First, hado is vibration. All human beings are in a state of vibration, and the
condition of an individual can be understood by examining the vibration of
a blood sample from that person.

Second, hado is resonance. Blood taken from a person two years ago
remains in resonance with the person’s hado today, changing to match the
current status of the blood flowing through the veins now.

And third, hado is similarity. For all hado, there is a miniature and a macro
version, and these versions resonate with each other. In the experiments
done in Germany, my interpretation is that the blood sample is a miniature
version of the sample’s body, changing in unison with the body from
whence it came.

About seven decades ago, a scientist named Harold Saxton Burr laid much
of the basic foundation for the science of hado. Burr was a renowned
professor of anatomy at Yale University. In his attempt to understand the
mysteries of life, he gave us the term L-field or life field. Since all the cells
within our bodies are replaced over a period of six months, why do we keep
being reborn as the same person over and over?

Like a mold used to make Jell-O, an invisible force enables this to happen,
he believed, and he called it the “life field.” He believed that since the life
field is an electrical field in nature, it could be measured, and he even
developed his own measuring device using a voltage indicator and an
electrode. He discovered that the measurements he took varied with the way
the subject was feeling. He got higher voltage readings from subjects who
were feeling blissful, and lower voltage readings from those feeling
depressed.

It seems that his device was a forerunner for the MRA device that I use to
analyze hado. By entering various code numbers into the device, it’s
possible to identify the part of the body that matches the code. When a
certain part of your body is suffering, emotional hado is inevitably
involved. By using the codes, such emotional hado can also be measured
and classified.



In his book Blueprint for Immortality: The Electric Patterns of Life, Dr.
Burr wrote that someday it will be possible to pinpoint even the emotions of
people using millivolts.

Anyone who has worked very much with vibration has noticed at least one
thing: the soul is affected by anything, and it affects everything. Both your
body and the things that go on around you—and even the world that you
live in—is created by your soul. It’s something that I have observed over
and over. There is so much power within you.

Perhaps we do live in a world of uncontrollable and unpredictable chaos.
We really don’t know what’s going to happen from one moment to the next.

But this chaos is also of your own creation. Chaos is brimming over with
myriad amounts of energy. After all, before heaven and earth, before there
was a universe moving in order, there was just one thing: chaos.

So if you feel lost, disappointed, hesitant, or weak, return to yourself, to
who you are, here and now.

And when you get there, you will discover yourself, like a lotus flower in
full bloom, even in a muddy pond, beautiful and strong.



CHAPTER FIVE

Our World and Our Water Are Changed by
Prayer

When I was a child, I had a recurring nightmare. The ground shook beneath
my feet, and a volcano spewed out red-hot lava. The ocean turned into a
huge wave that enveloped everything, knocking over houses and buildings
like blocks, and all the people ran about screaming as the earth moaned.

There was a time when it seemed like I had this dream every night. I’m no
longer bothered by the dream. In fact, it stopped when I published my first
book of water crystals. But I suspect I have seen the dream thousands of
times over the years. Sometimes it scared me so much that I jumped out of
bed wide awake and ready to run for my life. To this day, I still don’t know
the meaning of the dream or why I saw it over and over. I know it was just a
dream, but that scene of hell still lurks in my memory as if it were real.

The turn of the century seemed to be a time of particular uncertainty and
instability. One of the outcomes was a greater interest in spiritual matters.
Yes, we survived July 1999, the month when Nostradamus said the world
would be destroyed, and 2000 came and went without all our computers
turning against us. While many people can recall a feeling that something
dreadful was about to happen, many others believed that we stood at the
brink of a period in human history when all the knowledge and wisdom of
the ages just might culminate to create a golden age. And those who didn’t
have such a feeling at least hoped for such a future. But the hopefulness
wasn’t to last long.

September 11, 2001, came and nothing was the same. The flames of war
ignited in the Middle East, Afghanistan, Iraq, and Israel. The first page of
our new hope-filled century was stained with blood. Then came the
devastating Indian Ocean tsunami in December 2004 and Hurricane Katrina
in 2005. And I recalled the nightmare of my childhood.



There have always been people who believe the end of the human race, the
destruction of the world, and global catastrophe are imminent. I don’t
believe such a bleak future is waiting for us, and I’ve always tried to take a
stand against such negative predictions. The reason for my optimism is that
I feel that the words engraved in our hearts might just have an effect on the
direction in which the world is moving.

But I must admit that it sometimes does seem that the world is taking the
steps which will lead straight to the destruction of the human race. No
matter how positive you try to be, it’s hard to ignore the fact that we are
faced by an avalanche of problems of our own creation.

With the global population expected to explode by 1.5 times in the next
fifty years and four times in the next one hundred years, with rapid
industrialization, with the condition of the environment deteriorating at a
rapid pace, our survival is uncertain. Some reports say that a temperature
increase of between 4 and 6 degrees centigrade within one hundred years
will increase the ocean level by 80 to 150 centimeters and flood much of
the land we currently inhabit.

And there’s no guarantee that the change will be gradual. Large islands in
the South Seas are already now slipping into the ocean. The rising of the
oceans combined with a tsunami similar to the one we just witnessed could
wipe out many of the great cities and entire civilizations in some parts of
the world. Instable weather patterns are another concern. Unusual
downpours and droughts are wreaking havoc with the world’s food supply.

I sometimes wonder if the recurring dream I saw a child wasn’t more than
just a child’s dream. What could we possibly do to change this course even
slightly? One solution is to change the way we live and the structures and
systems that form society.

Environmental Concerns

In chapter 3, I discussed the destructive repercussions of blocking the flow
of water. We see the same results when we interfere with the delicate circle
of life that forms ecosystems.



One of the first warning bells was the book Silent Spring by Rachel Carson,
who revealed that pesticides such as DDT pollute the water and push entire
species of birds and fish to the brink of extinction. Silent Spring told the
story of how the insecticide dieldrin was sprayed in and around Sheldon,
Illinois, in order to eradicate the Japanese beetle in that area and stop its
northern progression. The chemicals seeped into the ground, killing or
driving out all the beetles and other insects. After eating the insects or
bathing in the polluted water, the death of robins, pheasants, and starlings
came next, followed by the deaths of squirrels, rabbits, and then 90 percent
of farm cats. Even sheep could not escape the fatal effects of the chemicals.

Carson also revealed the impact of the chemicals on the salmon and trout in
rivers, and the rising cancer rate in humans. But all this didn’t stop the state
and federal governments from spraying stronger and stronger insecticides
for years to come.

As expected, her work earned protests from the agrichemical industry. They
made fun of the book and labeled her a hysterical woman. But when Carson
appeared in the press to defend herself, her logic and her dignity made and
even deeper impression on the viewers. Eventually this led to the
government being forced to admit that she was right. Carson’s good
judgment and courage reaches beyond her time and has just as much to
teach us today. Her book should be required reading for anyone living in
these times.

Carson sounded an early warning about the potential risks of pollution, but
she also warned us about the chain effect that results when a link of the
circle of life is broken. We have already seen where the removal of bugs or
weeds by chemical means can lead to the extinction of a vast area of other
forms of life, including the microorganisms that live in the soil. And when
the soil has died, then the perpetual use of chemicals becomes necessary to
continue farming.

Once the natural circle of life is broken, putting it back together is next to
impossible. Some forty years have passed since Rachel Carson first warned
us about the effects of pesticides. Have we seen any improvement in the
situation? In advanced countries, at least, the use of DDT, dieldrin, and
other chemicals that Carson warned us about have been banned and for the



most part discontinued. But deplorably, these chemicals are still sold to
other countries that haven’t banned them yet.

In our pursuit for profit and convenience, we have closed our eyes to the
cycle of life that has formed over the aeons. So much of what we do
threatens to end this cycle and create a new cycle of waste and destruction.

Ever-Increasing Materialism

Do you ever get the feeling that society in general and you in specific are
moving at a faster pace than ten or twenty years ago? It’s not likely that the
hands of our clocks have sped up, but our perception of time certainly has.

Imagine that the world is an enormous spinning top. We’ll call it the “top of
materialistic culture.” As culture develops and we acquire more and more,
the top gets bigger and bigger. This is how life goes in our materialistic
state. Each year, sales have to increase, incomes have to rise, and
economies have to expand. We’re made to think that staying the same or
slowing down will lead to recession, depression, and failure. Goals
achieved lead to the setting of higher goals and requirements to work ever
harder and faster. Ever loyal, we have labored diligently to expand the size
of the spinning top.

And we at the edge of this top must travel an increasingly wider distance to
make one rotation. While a small top might complete a rotation in one
second, a top twice as large—or a thousand times larger—would take much
longer to go around once. While a small top may rotate a few centimeters
per second, a larger top may travel a few meters.

The speed of the hands on your clock are going at the same speed, but the
rate at which change takes place is speeding up, and perhaps someday this
spinning top will go so fast that we’ll no longer be able to hang on. How
can we slow down this spinning top?

I know of only one way, and that is to cast aside our fast-paced,
materialistic lifestyles. In other words, our continued sojourn on this planet
will require that we pack lighter. It’s just that simple.



You may believe that you can get more accomplished in less time if you
live your life in over-drive, but for most people it ends up meaning working
harder and harder in a job they like less and less.

As society expands and infrastructures become more complicated, the role
of the individual is increasingly delegated to a miniscule piece of a vast
machine; feeling powerless to make a difference, people resign themselves
to doing what they are told to do and nothing more. But the greatest steps
forward can often be made by becoming smaller instead of bigger, by going
slower instead of faster.

Within an organization, workers are able to expand their abilities only to the
limits of the box within which they function. In many large companies with
compartmentalized divisions, the scope of most people is limited to the task
at hand. With only a small role to perform within a large box, the
importance and value of each role is minimal, as is the employee’s
perspective and need to develop his or her abilities. But when the size of the
box that people function within is reduced, the role of the people within the
box becomes more important and valuable, and knowing this, most people
will strive to expand their skills and abilities. They get to know their co-
workers, communication improves, and motivation increases. Ideas that
were formerly obscured by the complexities of the big organization would
emerge and innovations would revolutionize the organization. Young
employees in the company would see hope and be motivated by their
unlimited potential to move up in the company. The concept that smaller is
better applies not only to companies. These same results could be seen in
governments and all other organizations in society.

A Changing Sentiment

More and more people are beginning to understand that bigger and faster is
not necessarily better. It is becoming clearer that continually piling
unreasonable greed and demand on top of each other leads to destruction
rather than success. It’s not unusual to see financial institutions,
construction companies, and retailers fighting for their survival. We might
even say that the destruction of the World Trade Center was symbolic of a
broader change taking place in our society. Of course the terrorist attacks



were a heinous crime, but one reason the twin towers in New York were
targeted by the terrorists was because they were a symbol of the global
economy and one of the most enormous building complexes ever built. I
believe that its collapse has played a role in moving us humans toward the
theory of E. F. Schumacher, who advocates “Small is beautiful” in his new
economics with humans in its center.

Many people today are coming together to form communities beyond the
typical definitions of neighborhood and village. In Europe, the United
States, Australia, and other parts of the world, communities are forming
with the aim of living peacefully with the environment. These communities
take various forms, but they all have the basic goal of separating themselves
from consumer-based lifestyles and becoming self-sufficient. Another
aspect of this trend is the slow-food movement and the rising voice against
the drive for standardization promoted by globalism.

In recent years, we’ve also heard talk of new regional currencies and the
drive to implement systems that return to focusing on the exchange of
goods and labor of equal value instead of the continual expansion of
speculation that is going on now. This is another way that we are returning
to the fundamentals of the concept of community.

A Natural, Renewable Alternative to Oil

One thing that these new old concepts of community have in common is
concern for the environment. For a long time, oil has been a source of major
concern and conflict for the world. Most world economies are powered by
oil, as are many of the wars going on in the world. And that’s to be
expected. Energy is at the foundation of all cultures. We owe our
comfortable lifestyles to our ability to procure sufficient amounts of it. We
can keep the neon lights on all night. There’s always a store open nearby to
feed our hunger and our desire of the moment.

But what will happen to us when the last drop of oil is used up? The lights
will go out and our appliances will be useless. But it won’t matter because
we won’t be able to transport food to our tables. The foundation supporting
us is frail indeed.



If it’s not cramping our style today, then we tend to think it’s a problem for
someone else. But now in times of abundance is when we should be laying
the foundation for the survival of future generations. We need to be looking
for something to replace oil and the oil-based products that we so rely on.

One possible alternative that has caught my attention is hemp. Nature
provides for us in many wonderful ways, so we should look to nature first
for solutions to our challenges. The hemp plant can provide many of the
things that humankind requires in order to survive on this planet.

From its stalk, paper, cloth, and even plastic can be produced. Four times
more paper can be made from an acre of hemp than from an acre of trees.
The cloth made from hemp is much more gentle on the skin than chemical-
soaked cotton, not to mention that hemp is three to four times more efficient
than cotton as a crop.

From the seed and stalk of the hemp, diesel fuel, methanol, and ethanol can
be obtained without the by-products of sulfur that causes acid rain and air
pollution. Ford Motors has even made a car with a plastic body made from
hemp that runs on hemp fuel.

Hemp can also become an ideal source of human nourishment. The fruit of
the hemp plant provides the same amount of protein found in soybeans, and
it is easy to digest. It also contains essential amino and fatty acids.

The hemp seeds can also be used to make a healthy oil. Huo Ma Ren is the
Chinese name for it, and it is widely used as herbal medicine. Its medical
uses are numerous. Possible derivative products include an antibiotic,
antidepressant agent, pain reliever, and headache medicine. It’s also
reported to have shown dramatic results in the treatment of cancer, AIDS,
rheumatism, and skin rashes. Hemp can also be used to make shampoos and
cosmetics because of its moisturizing characteristics.

Another feature that makes hemp attractive is its rapid growth rate. In 110
days, the plant will reach a height of two or three meters, making it possible
to harvest several crops in a single season. In Japan, it’s said that ninja
would use hemp to improve their jumping skills. When the plant first



started to grow, they could easily jump over the top of it, but as it grew
taller day by day, it required more and more effort and skill to clear.

As the hemp plant grows, it converts carbon dioxide into oxygen at a faster
rate than almost any other plant. The amount of carbon dioxide taken in by
hemp is pound for pound three to four times more efficient than deciduous
leaves.

From a hado perspective, hemp is good for the environment because it has
positive hado. In fact, hemp’s high rate of vibration is what enables it to
grow so quickly. It is a gift of nature that could come to our rescue just
when we need it.

Hemp is woven into the fabric of America’s history. It’s said that without
hemp to make ropes and sails, Columbus would have never been able to
make the trip across the ocean. Even the Declaration of Independence is
written on hemp paper. You could even find hemp growing on George
Washington’s farm.

Unfortunately, there are misconceptions about hemp because of its relation
to marijuana, or cannabis, which is illegal in many parts of the world.
Despite this, there has been a grassroots reawakening in recent years to the
potential uses of hemp. In July 2001, the Hemp Car, a biodiesel car running
on fuel from the seed of the hemp plant, left Washington D.C. and started
on a trip across America to promote the benefits of hemp as a resource. The
efforts to attract attention to this amazing new source of fuel were going
well until the news was buried by the events of September 11.

In Japan as well, a hemp car also crossed the country in 2002. A man
named Yasunao Nakayama has made it his life’s calling to promote the use
of hemp. He says that he sees hemp as essential for the survival of the
human race.

As a teenager, Nakayama-san came close to drowning and had a near-death
experience. The young man found himself surrounded by light in another
world where people were going about their lives. He saw a plant with
beautiful leaves and recognized a wonderful sense of healing coming from



the plant. When he came to, the experience made him think in a deep way
about the purpose of life.

Several years had passed when Nakayama-san encountered the plant that he
had seen in his out-of-body experience. There was no doubt in his mind that
this was the plant which would help him understand the mysteries of life
and the universe. The plant of course was hemp, and since that time,
Nakayama-san has made the study of hemp his life’s work.

Japan’s version of the hemp car left a small city in the northern tip of Japan
with its destination the Heitate Shinto shrine in Kumamoto prefecture. In
place of gas in the diesel engine, hemp oil was used. This biodiesel fuel
emits no sulfur dioxide and only one-third the amount of toxic smog
emitted by petroleum fuel.

During his journey, Nakayama-san visited many places related to hemp,
including the hemp road of Japan that served as the network tying together
an ancient self-sustaining society. In ancient days in Japan, many trade
routes linked the country. Along with routes for salt, sugar, silk, and other
products, there were also routes for transporting hemp. If you drive the
hemp road you can see the traces that ancient Japan had an abundant self-
sustaining society, which was based on a solar worship.

The Shinto Religion and Hemp

On its long journey through Japan, the hemp car made stops at the many
Shinto shrines in Japan where hemp is considered to have special
significance. Their ultimate destination, the Heitate Shrine, is considered
the oldest shrine in Japan; even its name comes from the ancient Japanese
word for hemp.

From ancient times, hemp played an important role in Shinto beliefs and
practices. It was considered to have many powers, including the power to
purify and cast out evil spirits. I suspect that one reason the ancients revered
cannabis so much was its rapid rate of growth, indicating a high vibration
rate. This enabled it to drive out evil, impurity, and other forms of low
vibration.



Hemp’s many uses in the temples include the braided ropes around sacred
trees and the bell rope used to wake the gods at the entrance of the shrine.
At the Ise Temple, the most sacred of all Shinto shrines, ancient cannabis is
preserved along with the sacred mirror, serving as emblems of the body of
Amaterasu, the founding Goddess of Japan. A sacred Amaterasu talisman is
referred to as the shrine cannabis, and each year ceremonies take place
according to the sacred “cannabis calendar.”

The ancient Shinto religion of Japan can be described as a religion of
vibration. It has no founder, no teachings, no sacred writings, and no
ceremonies or practices with the aim of causing an awakening or rebirth.
Shintoism is mostly about raising the vibration rate to drive out negative
forces, thus creating holy spaces. It is said that the sites for ancient temples
were chosen in areas of pristine nature that emitted a high energy level.

Shinto does not claim one founder or one god. Mountains, rivers, oceans,
animals, trees, and flowers are all gods, and along with people, all elements
of a single, unified universe. The soul of Shintoism is harmony. In nature,
nothing is inferior and nothing is superior. All things are given a role and
responsibility, and one part of the universe serves all other parts by best
being who and what it is.

Perhaps the bountiful and beautiful nature of Japan had something to do
with the emergence of such a concept. With the beauty, colors, sounds, and
scents of four distinct seasons, the Japanese have become sensitive to the
nature around them, making it possible to see multiple gods within nature
and leading to the formation of a culture that promotes the richness and
sacredness of vibration.

When Prayer Touches Water

The Shinto prayers referred to as norito are for the purpose of creating
vibration, which will link us to the sacred. I have previously written that the
hado from a certain type of voice can have the effect of prayer in healing. I
have had many experiences with praying over water with the locals in
places such as Lake Biwa (the largest lake in Japan); in Lucerne,
Switzerland; on the shores of Lake Zurich; in the Bahamas; and in other



parts of the world. In every case, there was a striking difference in the
crystals made from water collected before the prayer and after the prayer,
and the subsequent crystals were always beautiful and glorious.

Words spoken from a heart filled with prayer takes on the form of hado, and
this leads to a new world being eternally created. Your world becomes
different when things are created in a whole new way. The Shinto prayer is
not a prayer to the One and Only but a prayer to myriad holy beings. What
could we mean by myriad holy beings? From the perspective of hado, it is
possible to form an idea.

Consider the fact that there are some sounds that can be perceived by the
human ear and others that cannot. The highest sound that humans can hear
is about 20 kilohertz, but there are certainly sounds that exist in a higher
range than that, and we refer to this sound level as ultrasound. The same
concept can be applied to light. The light spectrum visible to the human eye
has an electromagnetic wave of between 380 and 780 nanometers, and
anything outside of this range cannot be seen. But electromagnetic waves
above 780 nanometers do exist.

This principle applies to all our senses—or perhaps we should say that what
we can feel with our senses is only a small part of our world. The blind bat
uses ultrasound that the human ear cannot hear to avoid hitting cave walls.
A dog can distinguish between scents that are beyond our detection. Many
animals have almost supernatural abilities.

Considering these facts, it would not be too much of a stretch of the mind to
say that there are types of consciousness and life forms that are beyond our
limited ability to sense. Perhaps it would not be so strange to believe in the
existence of higher-frequency consciousness without a physical body like
ours. If there is such a being, I suspect that it may exist in a parallel
universe with our own world.

When a vibration is doubled, it is possible to create a new set of sounds one
octave higher. And with each case of doubling, the octave goes higher and
higher until we reach a set of sounds too high for the human ear to hear.



In the same way, rocks, grass, animals, and people all vibrate at their own
rate and in octaves we are in tune with, and so it shouldn’t be too difficult to
surmise the existence of an equivalent frequency in octaves that are off our
own scale of sensitivities. Within this line of theory, perhaps we can then
come up with a description of the gods of all of creation. Perhaps we can
form a link between ourselves and a higher being. The method I speak of is,
of course, prayer.

Our Common Consciousness

No one I personally know has seen the face of a deity, although I realize
there are people who say they have had this experience. All we can do is
gather evidence and consider it. By considering it based on the principles of
hado, I believe considerable progress is possible in this realm.

If you examine any culture—ancient or modern—you’ll find that everyone
has somehow arrived at a concept of deity. Genetic engineers, physicists,
and other scientists who have reached to the edges of their fields become
enraptured by the magnificence and order of nature and thus become
convinced of some unseen hand at work in the creation. My own path to
this understanding was shown to me by water crystals. Water has shown me
in a very real way how prayer can change the world.

No one particular religion has been able to secure the exclusive rights for
the power of prayer. No matter who we are, we all have the ability to take
advantage of this amazing and wonderful power. Once you realize this, you
will then be filled with the desire to help others realize this as well. More
and more people are resonating with this understanding, and this could
result in a more wonderful future for humankind.

In my presentations, I mention that I have another interpretation of
Einstein’s theory of relativity represented by the formula E=mc 2: c
represents consciousness; m represents mass (the number of people); and
when the number of people with an awakened consciousness founded in the
desire to make the world a better place increases, the result is an
exponential increase in E, or energy.



Earlier in this book, I talked about Professor Hideo Higa, who developed
the unique micro-organism EM. He explained to me that within the world
of microorganisms, 10 percent of microorganisms are harmful. But there are
also only 10 percent of beneficial microorganisms. He refers to the
remaining 80 percent as wait-and-see microorganisms. They watch until
either the good or the bad microorganisms emerge as the victors, and then
they join the stronger of the two.

I find that there is a correlation to what goes on in human society. Within
our society, there are people, about 10 percent, who have the ability and feel
the call to make this world a better place. But many of these people have
not yet become aware of their destiny. I am quite sure that as more and
more of these people awaken and begin to employ their consciousness in
prayer and action, the vast majority of the population—about 80 percent—
will then also join their numbers.

The Water within Us

We are well into the twenty-first century, and blood continues to be shed.
Especially painful to watch is the conflict between Palestine and Israel.
How much life will have to be destroyed by ethnic fighting and holy war?
Without an end to this horrendous conflict, it is hard to imagine a peaceful
future for any of us. But it appears as if the hatred and loathing has over
centuries slowly entered the very DNA of the two sides.

I was once thinking about this when I suddenly realized the close
relationship between DNA and water. DNA is structured by two chains in a
spiral formed by a hydrogen bond. The consciousness of our ancestors is
passed from one generation to the next through blood—the water that
circulates throughout our bodies. And the water that flows through the
bodies of the Jews and Palestinians comes mostly from the Jordan River.
The Jordan River flows southward from northern Palestine and connects the
Sea of Galilee with the Dead Sea, forming the eastern border of Palestine.
Along its way, it provides much of the water necessary for sustaining life in
the region.



The power of prayer has the ability to reach far distances of space and time.
Through the photographs of water crystals, I have strived to help people
from around the world understand the power and wonder of prayer, and I
have encouraged people everywhere to pray for peace in the world. I
decided that I would ask people to join together on a particular day to send
hado of love and peace to the Sea of Galilee, which flows into the Jordan
River. The people who drink its water would receive this hado, and their
bodies would be filled with beautiful energy. Can you just imagine the
possibilities for peace?

Before I set the date, I discovered something quite surprising. Another
name for the Sea of Galilee is Lake Kinneret, and kinneret, in Hebrew, is
the word for harp —the shape of the Sea of Galilee. And it also happens
that Lake Biwa is named after the biwa, a traditional harp-like instrument in
Japan. Could the similarity be more than a coincidence?

I decided to set the day for the special prayer for July 25, 2003. As I
mentioned in chapter 2, this day is very important on the thirteen-month
calendar used by the Mayans. It is called “the day out of time,” the one
extra day on the Mayan calendar.

Even in this modern age, perhaps we have the spirit of this day buried
within us. I intend to work toward making this an international day of
prayer for expressing love and appreciation for water.

A year prior to the date I set for sending hado to the Sea of Galilee, I
established what I call the Project of Love and Thanks to Water. This was a
project aimed at unifying the souls of people from around the world and
raising consciousness on July 25, 2003.

My first efforts focused on expanding the circle of people willing to
participate in the prayer. I asked everyone I knew to do the following: On
the 25th of each month, either at 7:25 in the morning or 7:25 in the evening,
face a body of water and express your love and appreciation. You could do
this anywhere, such as your kitchen or your bedroom. A glass of water
would suffice. Gently say to the water, “I love you” and “Thank you.” As
you do this, imagine the power of love and appreciation flowing through
you into all of the water of the world.



All water, even the glass of water, is connected to all the rest of the water in
the rest of the world. The hado of love and appreciation that you release
will become streams of brilliant gold and silver light in the flowing water
and reach out to the entire world, ultimately covering it in light. The result
will be a testimony of the healing and harmonizing of our planet.

Water carries within it your thoughts and your prayers. And as you yourself
are water, no matter where you are, your prayers will be carried to the rest
of the world.

So, pray. Pray for the victims of meaningless wars and landmines, for
orphaned children, for the sick and the bedridden. There is much you can do
from now on, and even a lot you can do at this very moment.

I recall that horrible recurring dream I saw as a small child. It wasn’t
warning me about my fate to witness the gloom and doom of the human
race. It was teaching me what I must do in life. But it wasn’t a lesson for me
alone. It was for you and for everyone else who reads this book: Fill your
soul with love and gratitude. Pray for the world. Share the message of love.
And let us flow as long as we live.



EPILOGUE

We are now approaching the end of this journey of water together. What
discoveries did you make along the way? Water has a secret life. It shows
us how to find happiness. It reveals the meaning of the love of nature. It
shows us the path that humankind must take to find the answers we seek.

Water Is Life

James Lovelock, a professor of biophysics, put forth the Gaia Theory, the
concept that the world is all one life form, an active self-regulating system.
The environment on the earth is kept at a certain level so as to make life
possible. The volume of oxygen in the atmosphere is always about 20
percent no matter where you go. Plant life produces oxygen through
photosynthesis, and animals breathe out carbon dioxide. The atmosphere
works to maintain the temperature within a set range. So even though the
seasons may change, we manage to keep our body temperature fairly
constant. They say that 3.5 million years have passed since the birth of life,
and while the sun may be gradually heating up, the temperature on earth has
been maintained within a range to make life possible. The world operates in
perfect balance

Indeed, this planet is like one life form. And what is it that gives life to this
living planet? Water, of course. Water makes it possible for plants to grow,
to produce oxygen, and to maintain life. But we all realize that this balance
of life is now becoming ever more perilous. We are even playing with the
balance of the atmosphere.

Water Is Beauty

Water’s long journey began when it arrived on this planet in the form of
lumps of ice from the far reaches of the universe. From there arose all the
diverse forms of nature and life that now cover the surface of this planet.



And from that point, human civilization arose, and the life of each
individual was born.

From water emanates all beauty: the colorful grandeur of nature, the green
meadows, the silk strings of rain, the clouds that filter golden sunshine, the
rainbow-filled skies, and the expansive sea, blue in gradation the deeper
you go. Rays from the sun dance on the surface, reflecting off ocean plants
and coral below. Fish of every color swim in schools that expand and
contract again as if by magic. It is art, a grand performance, at its finest.

And then there’s the crystals of water. Like pearls of the highest grade,
finely carved by nature—almost like grand chandeliers.

The work of nature is far beyond the aspirations of the greatest artists. And
the amazing thing is that it’s no accident. It’s all the result of a distinct
intention, a hidden master plan. Its creation requires a level of intent and
determination that we are incapable of understanding, much less
mimicking.

So then, we must ask, who? Kazuo Murakami, professor emeritus at
Tsukuba University in Japan, has used the term “something great.” It is an
existence that has put its signature on each one of the some sixty trillion
cells of our bodies, each containing enough genetic information to fill
thousands of books thousands of pages long. It is this “something great”
that has brought order to the universe and that keeps it moving in order.

It was through such a consciousness that water was brought to this earth. It
was brought to this earth for the creation of beauty.

Water Is a Mirror

Water reflects the human soul. If you say “Thank you” to water, it will be
reflected in the formation of beautiful crystals overflowing with gratitude in
return. If the hearts of those who live on the planet are contaminated, then
the earth as well will become that way.

Very little pure water—only 3 percent of our total water—remains on the
earth, and the amount suitable for human use is declining at alarming rates.



Of all the water on the earth, the amount that falls from the skies and runs
into the oceans is incredibly small. Almost all the water on earth is
saltwater in the oceans, while most of the drinkable water is frozen in
glaciers at the top of the tallest mountains. Compared to all the water that
runs into the oceans, the amount available for our use is a tiny fraction,
about 1/10,000th of all the water on the earth.

The outlook of the human race could be perceived as becoming more and
more gloomy. The population is rising at a rapid rate, and even the
groundwater, the source of last resort, is now becoming polluted. The
pollution of water is the pollution of our very soul, and unless we change
our consciousness, we will never be able to restore water to its pristine
form.

Water Is Prayer

Water comes to earth as the answer to our prayers, and that process
continues even now. What prayer, you ask? The prayer that life will be
born, breathe, and take root. The prayer that nature will prosper, expand,
and cradle what the native people call the “circle of life.” The prayer that
intelligence will emerge and civilizations will form to protect the earth and
spread love and gratitude.

Why do you think it is that when water is shown the words “love and
gratitude” such spectacular crystals form? The answer is that words are a
form of prayer. When something is in line with the principles of nature and
it interacts with water, the result is the formation of beautiful crystals. This
is because nature itself is the result of prayer. Prayer is also the true nature
of human beings. All races of people over time have had the element of
prayer. Even in these present days when science reigns supreme, we still
pray. What heart doesn’t pray when a sick child clutches to life or when a
loved one is far away?

Water is given to answer our prayer for life, for evolution, and so human
beings can look toward water and offer their prayers. Human beings are
essentially crystals formed upon this earth. And that is why we have the



responsibility to protect the earth by protecting our water. And the first step
we can take is to return prayer to our lives. I offer you a poem about water:

You are water and the wisdom of water you know.

So just allow yourself to flow,

And then the wonder grows …

Your soul will reach beyond the seas,

With harmony on prayers of peace …

Never stopping, never halting, bravely water flows …

Brightly and boldly into the cosmos, for water knows.



Springwater and dam water

We journeyed down the Kumano River to collect water samples along the
cycle of water. At the southernmost tip of Honshu Island in Japan, the Kii
Peninsula and Kumano Mountains protrude out into the ocean. From this
land where nature gods are said to live in Japanese lore, we collected water
and from it produced crystals.

Dew on a low, striped bamboo on a mountain trail

Springwater at the foot of a mountain



Water flowing into a river

We began our journey from an altitude of 1,800 meters and collected water
from a low, striped bamboo leaf. Such droplets eventually spring from the
ground and form streams that lead to rivers.

Dam water

A stream merging with a river



One kilometer downstream from the dam

The crystals formed from the dam water lack any momentum. However, a
kilometer away from the dam, beautiful crystals are once again possible.
The stream eventually merges with the main river.

A flowing river and blocked-off water

At the edge of the Ariake Sea where the Honmyo River empties into
Isahaya Bay, a land-reclamation project is taking place, despite protests
from local citizens. We collected river water from the source to the
reclamation area.

At the source of the river



Upper reaches of the river

At the source, the water creates an almost transparent crystal, and water
from the upper reaches of the river revealed a breathtaking crystal.

Water flowing through the city



Water right before it reaches the bay

Pond in a planned land-reclamation area

As the water moves along, it becomes polluted until crystal formation
becomes difficult or even impossible. At the land-reclamation site where
the water has been diverted, the puddle water resulted in a tragic-looking
crystal. When water is prevented from flowing, it dies.

Three faces shown by the river

The Fuji River flows through a plain at the foot of Mt. Fuji. We made
crystals at the upper reaches, midstream, and lower reaches of the river.



Upstream (Metori Yusui springwater)

Midstream

Downstream



The springwater from the upper reaches creates a crystal that looks like a
beautiful pearl. In the midstream, where the water runs through a rural area,
a deformed crystal is formed. At the lower reaches of the river, the water
becomes cleaner.

Japanese water collected at several locations

The difference in crystals formed from city water and water from springs,
waterfalls, lakes, and rivers is profound.

Doryuonotaki Waterfall, Yamanashi prefecture

Towada Lake, Tohoku

Doryuonotaki Waterfall is close to the Fuji River. It resulted in a well-
formed crystal. Water from Towada Lake in northern Japan has some



degree of pollution, but the crystal was relatively well-balanced.

Hotarunosato springwater, Niigata prefecture

Sumida River, Tokyo

This crystal from Hotarunosato, which means “home to the firefly,” created
tiny light-like crystals, as might be expected. Sumida River, one of the main
rivers in Tokyo, is now cleaner than it has been in years, but it is still not
clean enough to form a crystal.

Crystals from water shown photographs of nature

We took pictures of crystals formed by water that had been shown
photographs such as flowers and natural scenery.



A photograph of cherry blossoms

A photograph of a lotus flower



The water was shown a photograph of a fox in the lush forest under-growth.
The resulting crystal is bright and sharp but perhaps a little melancholy
also.



The photograph is of a tree silhouetted against a crescent moon at dusk. The
unique crystal formed seems to mimic the shape of the tree.



The brilliant autumn leaves in the photograph created a crystal that appears
to be formed by leaves before they have fallen from the trees.

This photograph of an ancient tree on Yakushima Island resulted in a large,
unique crystal that seems to be teeming with life.

Crystals formed by water shown names of various religions



We exposed the water to the names of the world’s five major religions.
What might you expect?

Buddhism

Buddhism was the only religion to result in a crystal with a hollow center.
Perhaps this indicates the pathway to the next life, per the Buddhist
teachings of reincarnation. It is a beautiful and well-balanced crystal.



Christianity

The tips of the crystal seem similar to Christmas trees. The fine detail and
shape remind us of the religious ornaments of churches of the Middle Ages.



Judaism

The commandments of Judaism are said to be strict, but this crystal is
certainly gorgeous and unconstrained. The overlapping layering of the
crystal is also unique.



Islam

This also resulted in a beautiful crystal, perhaps indicative of the religion’s
comprehensive doctrine.



Hinduism

This crystal hexagon is almost perfectly geometrical, as if you were peering
into a kaleidoscope.

The power to heal is the power of life.

We tested Effective Microorganism (EM), a patented microorganism being
promoted in Japan in various products, which has the ability to cleanse the
environment, along with flower essence and aroma oil.



Water with EM added to it

EM is made from a microorganism good for the environment and health.
Just a small amount diluted in water resulted in a crystal teeming with
vitality.

Findhorn flower essence

Gorse flower



Scottish primrose

Cherry blossom

These are photographs of crystals made with the vibration of flowers. They
all resemble beautiful, blossoming flowers. The finely detailed crystals
seem to have a healing effect.

Iona pennywort



Valerian flower

Elderflower

All of these crystals are charmingly beautiful. Just looking at these pictures
may make you feel your mind and body heal.

The vibration of aroma oil reflected in water



Chamomile

The vibration of aromatherapy oil was transferred to water using a device
that transmits hado. The result is a crystal almost identical to the flower
itself.

Fennel



This crystal is influenced by fennel flower essence. Like blossoms floating
in the water, the crystal is a brilliant representation of the flower.

Love and Thanks in three languages

The crystals formed when water is exposed to Love and Thanks seem to
express all that is beautiful in the world. We compared the results in
English, German, and Japanese.

Love and Thanks (English)

Love and Thanks (German)

The two crystals look almost identical. Maybe this indicates that love and
thanks have the same vibration no matter what the language. These are
words that can be understood by everyone in the world.



Love and Thanks (Japanese)

Everything begins and ends with love and thanks. Wouldn’t it be wonderful
to live each day with the beauty of this crystal within your heart?

Rainwater from Tokorozawa in Japan, three years previous



Tokorozawa on the outskirts of Tokyo was known as a dioxin-polluted
waste dump.

Rainwater from Tokorozawa in Japan, present

Thanks to the efforts to clean and improve the area by the local citizens, the
rainwater has changed, as evidenced in the most recent photo.



“With thanks to all our readers”
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INTRODUCTION
 

The Positive Energy of Love
and Gratitude

What comes to mind when you think of water? Oceans and rivers? Perhaps rain, or the water you drink every day?
About 70 percent of this planet that we call home is covered with water, and about 70 percent of the human body is
water. Without water, we would not be able to exist, and neither would the earth exist as we know it. Water is as
important as it is irreplaceable.

Over the years, I have taken photographs of crystals made by freezing water. But I don’t always take pictures of
crystals as I find them. I often first expose the water to written words, freeze it, and then compare the various
crystals that result.

Different water samples may appear to be all the same, but when one sample is exposed to positive words such as
“Thank you” and another sample is exposed to negative words such as “Stupid,” the two samples form distinctly
different types of crystals. The “Thank you” crystals are balanced and well formed, while the “Stupid” crystals are
deformed and broken. The energy of words is reflected in the formation of crystals, and depending on the words, the
crystals are either beautiful or unsightly.

Since our bodies consist of 70 percent water, we can infer from the crystals that the water within us also contains
the energy of words. It is perhaps not a stretch to think this way, because we often use words such as thick, thin,
heavy, and clean to describe blood. If you think about water in terms of its quality, then it is easier to understand the
energy contained within water.

What can we do to purify all the water within our bodies? I have explained that showing water good words results
in the creation of beautiful crystals, and that’s the answer. Simply use good words on a daily basis. People whose
language is filled with expressions such as “Thank you” and “I love you” have water within them that is pure and
beautiful, and likewise, people who use negative expressions such as “You idiot!” and “It’s no good” can expect that
the water within them will be deformed and distorted.

I am often asked, “What words did you use to create the most beautiful crystal you’ve ever photographed?” And
my answer without hesitation is always, “Love and gratitude.” The crystal on the cover of this book happens to be
such a crystal. When water is exposed to the words “love and gratitude,” it is filled with the most joy. If you look at
the crystal on the cover, you’ll see why I say this. When you continually think thoughts of love and gratitude, you
simply cannot help but be changed. These thoughts will change the water within you, and the result will most
certainly be a changed you.

In this book, I will focus on these words—love and gratitude—and share some of my ideas for using water’s
unique role of transporting vibration and resonance to help you welcome change and live a more positive and happy
life.

The Balance between Love Given and Gratitude Received
What do you think is the most essential energy necessary for sustaining human life? Love and gratitude, of course.
The most important form of energy that we have on this earth is the ability to love someone wholly and purely and
to be filled with gratitude when someone rescues us from the edge of despair. You can probably remember a time or
two when the energy of love and gratitude has come to you just when you needed it. They are essential forces in our
lives.

You might wonder why I didn’t show water the words “love” and “gratitude” separately. It was a whim that made
me show both words combined, and the resulting crystals were noticeably different. Here’s my explanation for why
these crystals are the most beautiful: Love is the energy that we give to others, and gratitude is the love that we
receive from others. In other words, the greatest form of energy results from the harmony between the energy of
giving and the energy of receiving.

To apply this lesson to our own lives, if we hope to use this powerful energy as a guiding force, then just the
energy resulting from only giving is not enough, and neither is the energy resulting from only taking. Only when
love and gratitude are combined and balanced will they create a beautiful life for us, just as the combination moves



the earth and the universe.

Words Are Vibration
When you look at water crystals formed from pure water and crystals formed from impure water, there isn’t an
easily discernable difference. So if it is not the type of water, what influences crystal formation? The answer is
vibration.

Words are a form of vibration. The Bible states, “In the beginning was the Word,” and the Japanese have a saying
that, roughly translated, means, “Words bring both good and ill fortune.” Words and language are an integral part of
our collective history.

The words we use evolve over great expanses of time, not unlike the process of evolution evident in nature. Of all
the words that have evolved over time, love and gratitude are the most beautiful, in my opinion. We all live in
pursuit of these virtues. Love and gratitude create the harmony found in all of nature. This harmony is a force so
powerful that it is quite likely beyond our ability to understand. Even if we appear to be seeing chaos in the details,
the overall effect is one of harmony.

Therefore, while you may not experience an immediate result when you disrupt the balance of love and gratitude,
the negative effects will ultimately catch up with you. Pain and sorrow often result. There are times when, due to a
lack of love and gratitude, the harmony of the entire human race is thrown into chaos by natural disasters such as
earthquakes or tsunamis. My theory is that disastrous phenomena are the result of disruptions in the energy of love
and gratitude.

Some might say that this is a preposterous idea. It is true that this theory lacks solid scientific backing, but the
starting point for all science can be found in fantasy and dreams. The preposterous idea of yesteryear is the proven
science of today. We can never hope to understand the world unless we practice unlimited thinking.

I hope that each person who picks up this book will become aware of the energy of love and gratitude that he or
she possesses and then spread that knowledge to others. Those people will be likewise affected and share their
experience with even more people. Knowing the power of love and gratitude has the potential to bring happiness to
the people around you—and even to all the people of the world.

Join me in exploring the power of words and vibration, and the energy of love and gratitude, in the following
pages of this book.



CHAPTER ONE
The Relationship Between

Words and Water
 

I’ve already explained that when water is exposed to good words, good crystals result. So if you make it a habit to
use positive words, then the water within your body and the water around you will become beautiful and clean, and
health and well-being will result. This might sound like the conclusion of the book, but I have only just begun. Let’s
take a closer look at water and the meaning of our words.

Perhaps you have thought that the words you use day in and day out are tools to enable you to communicate with
others. That’s true, but they have another valuable function. Words contain the element of vibration, which plays a
vital role in the grand scheme of nature.

The water that I experiment with to make crystals is nothing more than ordinary mineral water. However, when
the individual water samples are exposed to different written words, the resulting crystal from each sample is quite
different, depending on the vibration of the word. We can learn two things from this result.

The first thing is that while water may look the same on the surface, when we consider water’s molecular
makeup, we can see that it is capable of displaying a vast array of expressions. We might even say that water is like
two people who look identical on the surface but are completely different inside. I have found that you can take any
two healthy-looking people, and one might have a healthy mind and spirit, while the other has a fatigued mind and
organs. Water crystals show us that, because appearances can be deceiving, it is helpful not to rely on ordinary
means to look at something. Instead we need to turn our focus to the inside.

As an example, I often see young women diligently drinking copious amounts of water for their health and
beauty. Perhaps they would see better results if they focused on purifying the water that makes up 70 percent of their
body by using positive words and thoughts. This, I believe, is the best and quickest way to internal beauty and to
physical vitality.

The second lesson that the water-crystal photographs teach us is that no matter how pure and tasty the water you
drink, careless words and thoughts have the chance to destroy the beautiful crystals that might have formed. Crystals
formed from even the purest water available change daily, depending on the environment and the words that it’s
exposed to in every moment. Keeping your words positive will keep the water within you pure and beautiful.

The Sounds of Nature
So what are words? I was raised in Japan by parents who spoke Japanese, and that’s why I speak Japanese. But if,
for example, I was separated from my parents soon after birth and raised by Chinese parents, then my mother tongue
would, of course, be Chinese. In other words, no matter how much Japanese blood runs through my veins, it’s not
going to affect my language or the way I speak. Language is learned and not passed down through our DNA.

If we consider the biblical Adam and Eve, who taught them language? Since they had no earthly parents to teach
them, I believe that they learned the first language of humankind by listening to the various vibrations and sounds
created by nature.

Nature’s sounds are indeed numerous. Just consider all the different sounds made by water in a stream as it flows.
At the source, the water bubbles out of the ground, and then it trickles down and joins other creeks to become a
rushing stream and perhaps even a roaring river that plunges over falls. The water may eventually form an
expansive river that hums slowly toward the sea. With each subtle change in the environment, the sound of water
changes as it moves along.

A sudden and radical change in nature, such as an earthquake, volcanic eruption, or tidal wave, is also revealed
by sound. The ancient people were more attuned to nature than we are, and they knew what it was telling them.
When someone heard the sound of water about to rush over the banks, he or she would need to tell others so they
could escape to high ground, and the best way to do it was by imitating the sound of the river. By continuing to
listen, they would be able to tell when the rain had stopped and the water had retreated. Likewise, they would have
wanted to communicate this to others and to indicate that it was safe to return.

Coincidentally, the word in Sanskrit for “sound” is Nada-Brahman. Nada means “wide river” and Brahman



means “the source,” indicating the concept that sound is at the source of the river. My name, Emoto, also happens to
mean “source of the river” in Japanese, so I guess it would only make sense that I would travel around the world
spreading the message of water.

In any case, the sounds of nature come in many forms. Some are pleasurable sounds while others are mournful,
and our distant ancestors understood this from what they experienced on a daily basis. They also understood the
sounds of calmness, heat, cold, frustration, comfort, large animals, small animals, and males and females. And
through imitation, the sounds of nature became our sounds—and our eventual language. See for yourself: Listen to
water in a creek, river, lake, or ocean and try to hear the similarities between nature’s sounds and our own words.

Differences in Environment Account for Different Words
When you think about the role that nature plays in the formation of language, it makes you wonder if there were
ancient words that could not be replaced—words so fundamental to a language that they should not and must not be
replaced due to the connection to the unchanging principles of nature.

Yet our world contains many different languages. How did this happen?
The principles that exist in nature exist everywhere in nature and always have and always will, but the form of

nature changes depending on factors in the environment such as temperature and humidity. This accounts for the
differences in languages spoken by different peoples. Japanese, for example, has a large array of descriptive words,
which may be a result of a generally homogeneous ethnic group being spread from the frigid northern part of the
country to its tropical southern tip. And with distinct seasons throughout most of Japan, the weather is in a constant
state of flux. Japan is a country blessed with bountiful nature, filling the air with a rich variety of sounds that would,
over time, have become the source of an equally rich variety of words, including those used in distinctive forms of
Japanese poetry such as haiku and tanka.

By contrast, the tongue of the Ainu, a distinctive and small minority group living in the most northern part of
Japan, includes very few words, although they do have some 160 words to describe water. The part of Japan where
most of the Ainu live is known for its many streams and lakes and heavy precipitation. These aspects of nature each
have distinctive sounds—sounds that over the years evolved into words.

No matter where you go in the world, nature emits sounds with vibrations distinctive to the particular location
and environment, accounting for the many different languages spoken by the various peoples of the earth.

The Formation of Crystals Using Different Languages
Unpleasant and pleasant phenomena witnessed by the ancients were expressed by words that conveyed the nature of
the phenomena, i.e., ugly words or beautiful words. And by extension, water exposed to beautiful words forms
beautiful crystals, while ugly words form ugly crystals. This should be expected, considering that words came from
the sounds or vibrations of nature. The ability to distinguish between the fearful sounds, gentle sounds, enjoyable
sounds, and worrisome sounds of nature, and the desire to communicate with others, is where language all began.

But here’s something you might not expect. When water is exposed to a word from Japanese, German, English,
Korean, or any other language with the same meaning, crystals similar in appearance are formed. “Thank you” and
its equivalent expression in Japanese, “Arigato,” despite being completely different words, look surprisingly similar
as crystals. Why would different words, albeit with similar meanings, have this effect on crystals?

We already know that differences in nature result in the formation of different words. While the sound of the pig
in English is oink-oink, the sound in Japanese is something like bu-bu. While the English-speaking rooster goes
cock-a-doodle-doo, the Japanese rooster’s morning call sounds more like ko-ke-ko-ko. The reason for the differences
is that the way people who grew up in Japan hear a sound is ever so slightly different from the way people born and
raised in a different country perceive that same sound. The pigs and chickens of one country are not that different—
perhaps not any different—from the animals found in another country, but the way a culture hears these sounds is
different.

Although words of different languages may look and sound different, they are all formed according to the
principle of nature. So regardless of the language, when water is exposed to words with similar meanings, the
crystals formed are similar.

We Are One with the Universe’s Vibrations
The Japanese word for “cosmos,” uchu, supposedly came from the sounds the stars make. Perhaps the English word
“cosmos” was formed based on the same sound. Although there are many different words for the cosmos, there is
only one cosmos, and all the different words are perhaps nothing more than different ways of hearing the same
thing.



Knowing that words come to us from the vibrations of the universe should help us to see that we are all one.
Going about your life with this understanding is completely different from going about your life thinking only of
yourself. Being concerned only with the short term is no way to live. Perhaps worrying only about the immediate
future is the best some people can do. But when you have worried yourself sick over the immediate future it’s
important to broaden your perspective and see that the sky is all one and that we are all one with the sky and the
cosmos.

Today more and more people seem to feel lost. Young people no longer know what to do with their future. The
reason for this feeling of aimlessness and confusion is that the world we have created seems artificial. In this
consumer society where everything we see was made by someone else besides us, what’s real is what’s natural: the
sun, the moon, the stars, and plant and animal life. We gain perspective when we consider these natural wonders. All
of us who feel lost can find direction by remembering that we all feel the universe’s vibrations and by taking
comfort in the common roots of our language.

Changing Yourself with Your Words
Think about the words you use day in and day out. Your words and the way you use them have an important
influence on what kind of life you live. This isn’t a discovery that’s going to catch anyone by surprise.

Words are vibrations, and when our bodies, with all the water coursing through them, are exposed to good words,
we cannot help but experience health and well-being. And in the same way, bad words and their bad vibrations will
predictably have a negative effect on our bodies, so we should not be surprised when destructive words destroy.

So much can ride on a single word. That’s why your life’s outcome depends on how you use words and how you
relate to their meaning each and every day. More so today than in the past, we are surrounded by negative words on
the radio, on television, and in conversation with others. While some negative language used for humor may not be
so bad, much of the language we use, and even many of the new words and expressions that enter our language
through modern culture, are negative in their vibration.

It is within our power to shift our shared lexicon to the positive. You can start with yourself.



CHAPTER TWO
Improving Your State of Mind

with Crystals
 

Let’s take a closer look at some crystals. Look through the crystal photographs in this book and ask yourself which
is the most beautiful. The crystal that you think is the most beautiful is the symbol of what you most desire. That is
what your heart is searching for and what it wants to resonate with. If, for example, you think the “exhilaration”
crystal is the most beautiful, then exhilaration is what you need in your life. You can choose to wake up in the
morning and go about your life with exhilaration, even feeling exhilarated by what you eat. If you live your life that
way for seven to ten days, you can be sure that your life will become more exhilarating. At that time you can open
this book and again ask yourself which crystal you find the most beautiful. Maybe then you’ll choose the “hope”
crystal, in which case you would go about your daily life with hope being your predominant thought and feeling.

Place your selected crystal’s picture in a spot where you can look at it several times a day. Frame or stand the
photograph where you can see it out of the corner of your eye as you go about your day. Every time you gaze at it,
you will align with the vibrations of love and gratitude, and you will achieve the feeling you desire. You might want
to put the “You’re beautiful!” crystal next to your mirror as a reminder to appreciate yourself. Or perhaps place the
“love and gratitude” crystal near the bathtub where you wash away your fatigue and worries. Surrounding yourself
with water-crystal photographs brings a ray of sunshine into your life.

You can change your life by looking at the crystal photographs. No two photographs of crystals are exactly the
same. And maybe this is one reason why these photographs have the power to relax and heal. They are one of a
kind, and so offer a unique vibration. Even simply having them nearby will create vibrations with which you can
resonate.

Let the precious water within your heart become like beautiful crystals. That is where all change begins.

Words of Energy for Achieving Dreams
What is the true message of individual words? What message is hidden in words that can change your life? You can
find clues to the answer to these questions and others in water crystals.

The crystal on page 36 was taken after the water was exposed to “I can do it.” Solid and beautiful, the crystal
seems to be telling us that if we believe we can do something, we can find a way to make it happen, even if it seems
impossible. So if your boss says to you, “It’s a really tough job, but I’d like you to do it,” the outcome will depend
on whether you say “I can do it” to your boss and yourself.

Saying words out loud creates the energy you need to accomplish the task in a focused and efficient way. Even if
you’re all alone when you say it, the water within your body will respond to this powerful affirmation and provide
just the right support to get the task done.

In Japanese, words have a spirit. Thinking about words as having a spirit may help us understand their power.
One thing I have noticed through research and life experience is that you can better use the spirit of words to help
you achieve your dreams by using the past tense. In other words, it’s even better to say “I did it” than “I can do it.”
Saying the same thing as if it has already happened seems to bring about an especially strong level of energy to any
effort.

The next time you embark on a goal, try saying, “I did such and such” rather than “I can do such and such.”
Speaking in the past tense when faced with a difficult task can make all the difference.

By contrast, if you think you can’t do something, you’ll probably be right, no matter how easy the task may
actually be. This seems to be the message of the “I can’t do it” crystal found on page 37. “I can do it” results in a
beautiful crystal, while “I can’t do it” results in a distorted crystal. However, if you make an effort, you can see in
the distorted crystal the possibility of a beautiful crystal forming. If you maintain a strong desire, then the people
around you will come to your aid. The worst thing you can do is say, “I can’t do it.”

Why is it that negative statements such as “I can’t do it” and “I won’t do it” result in deformed crystals? I’m
convinced from my research that it is because these concepts are not found anywhere in nature. The power that
created our planet and our universe incorporated perfect and complete harmony and purposefulness. Everything that



exists is in a constant state of recirculation. A leaf, for example, falls to the ground and returns to the soil to provide
nourishment to the tree from whence it came. Such an environment, where everything has a purpose, leaves no room
for vibrations of “I can’t do it.”

Words of Encouragement to Others for Yourself
When you’re thinking about attempting a goal for the first time and you lack confidence, the words “You can do it”
have special significance. But when you’re venturing into unknown territory, other people are unlikely to give you
this encouragement. Instead you might hear, “You’re not serious?” or “You don’t really think you can do it, do
you?” At a time when you need all the confidence you can muster, such words have a negative effect on both the
person who hears them and the person who says them.

This is closely related to the main theme of this book: the power and resonance of words. For example, love and
gratitude: We do know that love comes from the inside and spreads out, and that gratitude is the feeling felt by the
receiver of this vibration. However, as I mentioned previously, the person who receives love and feels confidence
will then be in a position to emit love, and in this way, love and gratitude spread throughout the world with the
vibration of this beautiful energy.

So when you say to someone, “You can do it,” you have done a great service not only to that person but also to
yourself. When the response is something like, “When you say that, it makes me feel like I really can do it, and I
will,” then the energy will come back to you and the can-do vibration will fill you with confidence.

Now, if you had instead said, “Are you sure?” then what would happen? The other person’s confidence would be
crushed, filling the space with negative vibrations, and you, likewise, would be filled with uncertainty. This is why,
whenever you can, it makes more sense to speak positive words than negative words. Another case in point can be
found by looking at the crystal on page 39: “Everything is going to work out.”

It seems to form two crystals. Perhaps we can see the overlaying of the feelings of the person who says the words
and the person who hears them. You can imagine someone saying, “I know you’re worried, but I’m behind you so
give it a try.”

Any words that give positive energy to another are certain to result in positive energy for the giver. Try this out at
home, with your co-workers, and with your friends—you’ll surely see results. If your words shine a light on those
around you, you won’t have to walk in the dark.

The Rewards of Making Others Happy
The crystals formed by “happiness” and “dislike” on pages 40 and 41 form an interesting contrast. The “happiness”
crystal looks somewhat like a happy crab with hornlike formations on its hexagonal body. The “dislike” crystal
looks similar to the “happy” crystal, but it appears as if it was squashed in its growth process.

To explore the differences, let’s consider for a moment what makes people feel the happiest. Of course, we are
happy when we are paid a compliment or given a gift. But I suspect that most people are happiest when they do
something for someone that causes happiness for that person. There’s nothing that makes me happier than to see a
happy face and to know that this person looks that way because of me.

This, again, is a phenomenon of the love and gratitude that I’ve mentioned. What’s happening is that the feeling
of gratitude which the receiver has toward the giver changes form and becomes love. When you understand the
happiness that comes from giving, the circle of happiness around you will spread.

The Japanese word for “happiness” is ureshii, which is written with a Japanese character formed by two parts.
The first means “woman” and the second means “good fortune.” Perhaps the ancients who created the writing
system used in Japan knew something about how important it is to make other people, and maybe women in
particular, happy. And in fact, the crab-looking crystal seems to resemble a smiling woman.

However, the “dislike” crystal looks like the face of someone who has taken a bite of something bitter. As long as
you look at people in such a way, you will continue to dislike them. But if you make a special effort to smile at the
people you dislike, you’ll soon sense that your feelings of dislike are dissipating.

Certainly there are some people whom I don’t much care for, but I know that I shouldn’t carry feelings of dislike
within me. It only hurts me in the end. So what can we do to get rid of negative feelings? Here’s my suggestion. If
you harbor feelings of dislike toward someone, that person will likely also have negative feelings toward you. If you
can think that the cause for the dislike lies within you and ponder how that person might be feeling toward you, then
you’re halfway to solving the problem.

The next step is to think about how you might be responsible for the different vibrations within that person and
then to approach that person again with your negative feelings in check. You might be surprised to discover that all
your dislike for that person has suddenly disappeared. Also, if you find yourself in a situation where you’re alone



with someone you dislike, bring a third party into the meeting. I’ve found that while two people might result in a
conflicting frequency, a third person often brings everyone’s energy into harmony.

Instead of giving up on improving relations with someone you dislike, try the methods I’ve mentioned and you
might just surprise yourself with a change of heart.

Be Generous with Compliments
Any type of compliment helps create a beautiful crystal. The crystal created by “You tried hard” on page 44 is
beautiful and perhaps a little restrained. Let’s say that a child needs to study for an hour, but after thirty minutes you
can see that he or she can study no more. You say, “You tried hard.” What would the child think as a result of this
encouraging statement? I thought I would get in trouble for studying only thirty minutes, but I actually got
complimented. If I study more, I might get complimented even more.

So even a half-compliment can do much more to encourage someone than other expressions such as “Try harder”
and “Keep at it.” Expressions such as these usually result more in pressure than encouragement. While verbal
pressure might result in more study time, it’s not likely to result in more motivation. Crystals created by
complimentary words seem to support this deduction.

This doesn’t just go for children. Instead of telling co-workers and family members to work harder, you can
compliment them for trying hard. You will be doing them the favor of energizing the water within them.

This strategy is especially important when you are in a leadership position. When you want improvement, you
could demand it directly. However, often a more effective approach is to compliment first and then suggest what
could be improved. For example, “You did a nice job. I like what you’ve done. But maybe you could …” While we
often say that a leader leads by example, it’s important not to underestimate the power of words.

For an example of what happens when you criticize, look at the crystal on page 44 made by “It’s hopeless.”
Perhaps you know someone who has a habit of saying, “It’s hopeless,” or “It’s not going to work out.” Their words
create their future, and every possibility they encounter will have a negative outcome.

There are some people who can take bad news and use it to give them the energy they need to try even harder.
For most of us, the best we can do is to avoid bad news. Negative information relays negative vibration, often
resulting in a negative chain reaction that at times can lead to a fight, a crime, or perhaps even a war—all things that
should be avoided when possible.

But ask yourself this: Why do so many people get enjoyment from watching mean-spirited television shows and
hearing malicious gossip about celebrities? What they really get out of this is bad vibration rather than any true
enjoyment. When you expose yourself unnecessarily to unhappy vibration, you put your own happiness at risk.

Wouldn’t it be much wiser to wish happiness for others as much as you wish happiness for yourself? If everyone
did this, the world would indeed be a wonderful place.

Finding Your Natural State of Wellness and Enjoyment
Water crystals also teach us about returning to our natural state: enjoying life and experiencing wellness.

Take a look at the “energetic” crystal on page 42. This healthy and well-balanced crystal seems to be telling us
the importance of being healthy and energetic. When we make that choice, we fill the water within our bodies with
energy. The “exhaustion” crystal on page 43, on the other hand, looks tired and worn out. When you say you’re
tired, the water within your body responds accordingly.

The Japanese word for “energetic,” perhaps also translated as “health,” is written with two characters: . The
first means the “source” or “origin,” and the second refers to “energy” or “spirit.” Our original state is health, and
it’s only natural that we return to this state and be healthy. If we are not healthy, then we have, somewhere along the
way, gotten out of rhythm. For human beings, this energy or natural state of health is the starting point, and it’s the
point to which we need to continually return. Keep a photograph of the “energetic” crystal close by to help bring you
back to your natural state of wellness.

When I exposed water to the word “enjoyment” to make the crystal on page 45, I anticipated a lively and vibrant
crystal, but the crystal is actually quite conservative and basic. Perhaps this crystal is telling us that enjoyment is
something that’s quite normal, something that should catch no one by surprise. “Enjoyment,” as well as “energetic,”
produced a surprisingly typical crystal, and why should we think these elements aren’t a typical part of our daily
life?

The act of living itself is an act of enjoyment. Some might argue, “That’s not true. Life is full of pain.” But think
about this: At the moment of conception within your mother’s womb, one of between 100 million and 400 million
sperm was the one to fertilize your mother’s egg. That already makes you an exceptional being to begin with. Now
you, as the chosen one, carry the responsibility to live and enjoy life to the fullest.



The most natural life we can live is the one that is most enjoyable—and also the one that is best for our bodies.
Here’s an interesting way I look at it from my Japanese point of view.

The word for “enjoyment” in Japanese is written with the character . If you add an element or “radical” that
means “grass” to the top of this character, then the resulting character becomes “medicine”: . And medicine is
what is used to restore the body and mind to a state where enjoyment is once again possible. The “grass” radical at
the top refers to nature, and so we might also deduce that when you live close to nature, your body will be healthier
and better able to enjoy life. Nature, water, and our natural state of wellness and enjoyment are forever linked.

Keep On Dreaming
When you look at the “Dreams come true” crystal on page 45, you’ll see that it looks somewhat like the
“enjoyment” crystal, although it is considerably more complex. This seems to indicate that our dreams are of a
different dimension, accounting for the multiple layers seen in the crystal.

Human beings have evolved over the ages in order to achieve their dreams, and this is our natural evolution.
Having a dream pushes you forward. Take a moment and think about your dream. It might be a big dream or a little
dream. Maybe it’s a dream that others would laugh at. Don’t worry about what others think. Strive for your dream,
and when you accomplish it or even a small part of it, celebrate! You will now be able to move ahead with more
confidence than before, and soon you’ll find your next dream, and on it goes.

When I was a small boy, I told my friends that my dream was to become the Secretary General of the United
Nations. That’s not the direction I pursued in life, but that dream still occupies a corner of my mind. Perhaps it’s the
water within my body that remembers it, and perhaps that’s why I have created two opportunities in the last few
years to give speeches at the United Nations.

Your body remembers your dreams, which is why it is important to speak your dream. It will help you find the
way to make the impossible possible. If all the people around the globe speak their dream of world peace, ten years
from now that heretofore unachievable dream will be closer to being a reality.



CHAPTER THREE
Understanding Vibration

and Resonance
 

In this chapter, we will take a further look at the way our words vibrate and resonate between ourselves and others.
Let me first explain more about vibration, the force that moves us.

The Vibration of Existence
When we think about the factors necessary for survival, at the top of the list will come breathing, and in order to
breathe, we need oxygen. We also need water, food, and sleep. Without an almost constant supply of these elements,
survival would be impossible. What do these elements all have in common? The answer is energy.

We are talking about this same energy when we say things like, “I don’t seem to have any energy.” If we really
didn’t have any energy, we wouldn’t be able to survive, and neither would anything else that exists on this planet.
Whether we’re sitting, standing, working, or playing, everything we do requires energy. In order to regain the
energy lost through activity, we need sleep. And so the sustenance of life requires a constant and consistent
combination of oxygen, water, food, and sleep.

We can’t talk about energy without talking about vibration. Without vibration, we would be unable to create
energy. Vibration is what makes it possible for everything to exist. All that exists is in a state of vibration, and this is
the source of energy.

Vibration, the Energy of Life
Imagine an object vibrating. Perhaps you can almost hear the sound of it moving back and forth. Scientists tell us
that everything vibrates, and thus everything emits sound—even the pebble lying alongside the road, even though
you might pick it up and hear nothing.

The human ear is capable of hearing sounds within the range of approximately 15 to 20,000 hertz. One hertz is
equivalent to one vibration per second. Human beings cannot hear anything with a vibration higher or lower than
that range. So just because you can’t hear a sound doesn’t mean a sound isn’t being made. As long as a little pebble
exists alongside the road, it is vibrating, and that vibration is making sound, no matter how small.

This concept was perhaps better understood by the ancients than by the people of today. A Buddhist saying
speaks of Kannon, the goddess of mercy and compassion, as being capable of seeing all and feeling all. All
existence is vibration and sound, and vibration is life itself. Without vibration, we would not exist.

The Japanese write the word “life” using the character . At the top of the character, you can see a roof, and
under the roof is a person sleeping, symbolized by a horizontal line. Under the sleeping person are two symbols that,
when combined, refer to “tapping.” We might compare this to the creation of vibration and, thus, the formation of
life.

This life force that makes our existence possible is the same life force that makes possible the existence of the
pebble alongside the road. To say that something exists is to say it vibrates, and everything that vibrates has life.

Vibration by Way of Water
We now understand that without vibration, it would be impossible for us to live, but since when was simple survival
enough? Human beings differentiate themselves from other life forms by seeking a quality of life and happiness in
addition to survival. And that leads us on the search for what makes us happy.

I have found in my studies that the phenomenon of resonance causes happiness. Resonance is simply the act of
vibration resulting in more vibration. It requires the interaction of two complementary objects or energies. These
energies are referred to in the Chinese culture as yin and yang, or light and dark—or, as I believe, love and gratitude.
The love given and the gratitude returned resonate with each other through the vibration of giving and the gratitude
of receiving.

Perhaps when you were a child you conducted an experiment using two tuning forks. When one tuning fork is



struck to make a vibrating sound, the other tuning fork placed nearby starts to make the same sound. This is
resonance, and in order for it to work, the two objects need to have the same number of vibrations; they need to be
on the same frequency. If the two tuning forks are of different frequencies, no matter how hard you strike one, it
won’t have any effect on the other.

It’s not hard to see why something vibrates when you strike it, but it takes some thinking to understand why one
object vibrates when you strike a completely separate object. It’s a simple experiment, but it is eloquent in
expressing the fundamental characteristics of energy.

Let me explain this more thoroughly. If vibration is energy, then resonance is the reverberation of energy, and
resonance is thus capable of relaying energy. When you shout in a tunnel, you can hear your voice echoing. This is
also a form of resonance. In order for resonance to be created in the tunnel, you need to shout first. In other words,
energy cannot be relayed unilaterally. It requires the resonance of two elements, elements such as two friends, parent
and child, or husband and wife.

The energy that is all around us wasn’t always there. It is the resonance from earlier times passed down to us
today. When we trace the energy back to the beginning of this resonance, we will reach the point at the very moment
when this universe was created, that very first vibration. Who made this vibration? It was the creator of this
universe, however you refer to this being or force. At the moment of the universe’s conception, the creator made the
first vibration. When this vibration met with vibrations of the same frequency, resonance resulted and energy was
created. The vibration continued to resonate and create energy. Thus, the creator used the medium of resonance to
create this universe.

Something was required to transmit the energy of resonance necessary for creation, and that substance was water.
Water was instrumental for forming and sustaining life, just as it is today. Think of water as a train that transports
vibration. Without sufficient water, the energy of vibration will not be able to flow throughout the body. Since
vibration is the source of energy, energy would have no way to enter the body without water, and death would be not
far behind.

This may not be the way everyone sees it, but more than ten years of research and water-crystal photography has
convinced me that water’s role is to transport vibration—energy—to the body. More and more people recently seem
to be coming to this way of thinking.

Water is not only critical for sustaining life, but it is also necessary for keeping a good outlook on life. I have
observed that people who are dehydrated soon lose their sense of humor. It so happens that the words “humor” and
“humidity” come from the same Latin word. Even the ancients understood that with sufficient water, people are
lighthearted and can enjoy humor, but humor wanes when humidity dwindles. In fact, when humidity drops by 50
percent, life is no longer sustainable. The vibration carried by water is nothing more or less than energy. If we only
have half as much water as we need, we’ll only have half as much energy as we need, and at that level, we’ll not
only be unable to resonate, we’ll also be unable to vibrate.

By understanding that life is vibration, you’ll also see that life after death is possible. Because vibration is life,
life does not require a body in order to continue. Think of the body as little more than a tuxedo or dress that you rent
for a short period of time. You’ll need to return your tuxedo or dress when the time is up, but that fact alone does not
mean the end of vibration. The soul, freed of the body, continues to vibrate, making life eternal.

In the next chapter, I’ll explain how the principle of resonance can be applied to your daily life to improve your
communication, relationships, and health.



CHAPTER FOUR
Using Resonance in

Your Daily Life
 

Perhaps the greatest role that water plays in sustaining life is the transportation of vibration, and the greatest role of
vibration is resonance. Resonance is not possible in a vacuum; for people to resonate, they require someone with the
same vibration.

Resonance can occur among unrelated people without them even knowing. The British biologist Rupert
Sheldrake gives us an example of how written or spoken words can have an effect on other unrelated people all over
the world. According to his theory of “morphic resonance,” when a person begins something new, if it’s good and
wholesome then the words of that person will go to other people who have similar consciousnesses.

To study this theory, he divided fans of the hugely popular and difficult London Times crossword puzzle into two
types: those who worked on the puzzle as soon as they got it on Saturday evening, and those who waited until later
to do it. The people who waited until later to work on the puzzle did significantly better than those who worked on it
right away.

Perhaps what was happening was that when someone filled in a word, the vibration of the word blended into the
fabric of the universe and then was attracted to people who resonated with the same appreciation for crossword
puzzles. The phenomenon of resonance affects us all, wherever we are.

While we often resonate with people we aren’t even aware of, we resonate on a daily basis with people directly
connected to our lives—friends and loved ones. Through this resonance, love and gratitude are exchanged, and
energy is created. Because resonance is similar to communication, fully understanding it will help you improve your
relationships and communication in all aspects of life.

Resonance for Better Communication
Perfect resonance would make the ideal relationship possible, but people will inevitably have different frequencies.
If two people vibrate on vastly different frequencies, it will soon become evident that they need distance between
them, and that will take care of the problem. However, when two people’s frequency is only slightly different, then
it can cause all sorts of problems.

You see this phenomenon at play in many relationship problems among in-laws. The frequencies of a husband
and a mother-in-law, for example, are probably not so different, since they both, at the very least, share a love for
the same person. But sometimes even small differences in frequency can create disharmony. The same thing can
occur in relationships between co-workers and acquaintances.

To help you get over hurdles in these kinds of relationships, think about a piano keyboard. It consists of black and
white keys, each one essential to the formation of the keyboard, just as everything in our world is essential. When
played together, some of the keys result in harmony, while other keys of different values result in a sound that is
quite unpleasant. For example, the sounds of do and mi, do and fa, and do and so are able to create resonance. But
do and re, sounds that are close to each other, result in a disharmonious sound.

Like the harmonious chords of do-mi-so, when people talk with others with whom they naturally resonate, the
result is harmony. But what should you do when you have to be with someone with whom you don’t resonate, say a
co-worker or mother-in-law? Try adding another person to the mix. When two people just don’t seem to be able to
communicate, another person can help harmonize the energies.

Another way to improve relationships is to align your frequency with the frequency of the person you don’t get
along with. How? Stand in the shoes of that person and try to see the world through his or her eyes. In order to do
that, you need to know that person rather well. If you know someone’s interests, family situation, and past, then you
can put yourself in that person’s place and see why he or she is thinking and behaving that way. With the passing of
time, people grow and change, and someone you initially rejected might eventually seem not so bad. Consciously
and continuously put yourself in the same frequency as another in order to resonate with them. When you become
capable of that, then you will be able to share love and gratitude with that person, and the relationship can be
mutually fulfilling and nourishing.



By becoming fully aware that your vibration is a living thing, you can become far more skilled at getting along in
the world.

Friendship and Resonance
As you can see on page 90, water crystals that were formed by being shown the word “friend” were extremely
beautiful and reflected happiness. Moreover, when we look at the concept of “a circle of friends,” we observe that
when you make one friend, then, one by one, you make more friends.

Your friends are like a mirror in which you can see a reflection of yourself. By extension, if you notice particular
good points in your friends, it’s quite possible that you are lacking these “good points” in yourself. Your friends
exist for the important purpose of assisting your growth.

If you are able to express yourself freely on a variety of issues with friends, then it can be said that you are
“open.” If you are not open to having discussions with friends about a wide variety of matters, then you are closing
yourself off from receiving new knowledge and wisdom. How about making a fresh start today? Henceforth, start to
think of your friends as a mirror in which you are able to see your own reflection, and be open to freely exchanging
ideas, emotions, and knowledge.

I count myself lucky to have friends who are older than me, friends who are about the same age, and friends who
are younger than me. In my organization, there are members of the staff with whom I associate and whom I consider
to be my friends. Generally, I am the kind of person who is quick to make new friends regardless of age. I receive
energy from these new friends because of the phenomenon of resonance, and this energy helps me continue living in
a healthy manner.

Having a huge number of friends is not so important; the main thing is to have high-quality friendships with any
number of people you feel comfortable with. This is what makes people happy. I feel that the most important
condition of friendship is to be able to hold heart-to-heart discussions with your friends. The ability of people to talk
and share ideas with each other is of critical importance, and I feel that people who are unable to do so become part
of the cause of various social problems. Finally, in order to bring meaning to your discussions with friends, you need
to possess compassion and kindness. Then you will experience the full benefits of energy resonance.

It’s Important to Resonate with Other People, Not with Electromagnetic Fields
It seems that something has been changing in the world in recent times: there are people who seem impossible to
resonate with, despite one’s best efforts—such as the type of person who chooses to sit in front of the television and
become reclusive, and as a result becomes adverse to communicating with or relating to others.

A major reason for this type of behavior can be found in the electromagnetic fields around us. There can be no
doubt that the diverse electromagnetic fields have a negative impact on human beings. Cell phones, televisions,
computers, and other electronic devices surround us all the time. When people have weakened immune systems, the
electromagnetic fields they surround themselves with may be strong enough to alter their consciousness.

Let’s look at the relationship between the human nervous system and computers. The building blocks for
computer systems are 0s and 1s, and these two digits are used to provide all the instructions required by the
computer to operate. In other words, it is like a world of yes-no choices. When we are constantly exposed to the
electromagnetic fields of computers, our bodies and our nervous systems begin to harmonize with the machines.
Take a look at the photographs on page 98 to see the effects of these devices on water.

The human nervous system is formed by a vastly diverse number of building blocks, making it possible for us to
express a vast range of emotions, including even the level of love and gratitude. However, when our bodies begin to
harmonize with the electromagnetic field emitted by computers, all sorts of things can happen. Most notably, we
lose our ability to harmonize with other people around us. Perhaps you know someone who spends an unhealthy
amount of time in chat rooms and mail messaging and have witnessed this phenomenon firsthand.

I venture to say that electromagnetic fields are like synthetic spirit. I believe that the spirit of these machines has
the potential to attach to our own spirit and drain us of our energy and health. If you find yourself feeling less
energetic than you used to be or than you would like to be, first consider the electromagnetic fields created by the
electronic devices around you. Whenever the vibration within your body becomes weak, there will be an equivalent
weakening of your health and your energy. If you want to increase your energy, look at what’s giving you energy—
in other words, what you are resonating with. For the well-being of ourselves and the planet, it is critical that we
seek to harmonize with other people rather than with the electronic devices that are so ubiquitous in our lives.

Achieving True Love
It is one thing to lack resonance with a co-worker or acquaintance, but falling out of resonance with your own life is



another matter entirely. Two people fall in love and form a relationship so close they think it will last forever, but
then one or both partners change and sweetness turns to bitterness. In time the relationship ends. It can happen to the
best of couples.

When one person changes and the other is unable to detect the change, disharmony is sure to follow. The way to
prevent this from happening is simply to continually strive to understand the other person’s feelings. Keeping your
frequencies aligned depends on striving to see things from your partner’s point of view—to change together. If you
still find you are unable to resonate with your partner, try putting some space between yourselves. With the distance
you need, you may discover who you really are and find how you want to live your life. And then eventually you
might be able to return to the situation as before and live in harmony by maintaining your identity and the right
amount of space.

To sustain any close relationship, to achieve true love, you need to understand the relationship between love and
gratitude and to be willing to show more love and more gratitude.

Loving continually is the secret of happiness—in a relationship, in your career, in yourself. The reason I can say
this is because my greatest happiness comes when I give love to someone and they respond with simple gratitude.
Love is a feeling of caring and compassion toward the entirety of our world—everyone and everything. Love is
sending out vibrations of caring and compassion. Love is the ability to sympathize and empathize with others in a
way that makes them a little bit happier.

For some, love and gratitude doesn’t get expressed easily. If this sounds like you, even starting out by faking it is
all right. Simply saying the words “love and gratitude” more often or writing them in a place where you can see
them is a positive step. You might try writing “love and gratitude” on your coffee mug; each time you look at it, you
will feel that energy. Do anything you can do to expose yourself to the vibration of love and gratitude.

Once you give love and gratitude a chance to take hold in your own heart, you will be able to experience the
joyousness of resonating love and gratitude with others.



CHAPTER FIVE
Water Crystals Can Bring

Forth Your Potential
 

Photographs for Positive Change
We have already seen how resonance results in harmonious vibration and an increase in positive energy. I

frequently have the opportunity to meet with people who say to me, “I want to change.” As you already understand
from the various photographs of water crystals, positive words result in positive change, and we can also conclude
that if we wish to make a positive change within ourselves, we will need to change the purity of the water within our
bodies.

Perhaps you’ve seen card decks printed with positive messages. The idea is to pick a card from the deck each
morning and then live your life in accordance with the card’s message that day. In this same way, I encourage you to
look at one of the positive photographs in this book each morning or to use the Water Crystal Oracle that I have
created (see www.beyondword.com).

In this chapter, we’ll look at each crystal and explore the meaning of words and how the meaning is reflected in
the crystals. We’ll see how each crystal has its own distinct character and unique beauty.

The Amazing Power of Unconscious Words
What do you say to yourself each day when you look into the mirror? What words are stirring within your soul?
How many of us say such things as “I’m so beautiful” or “I’m really charming”?

Take a look at the crystal at the top of page 47 and you’ll see the effect that words such as “beautiful” and
“charming” can have. Perhaps you’re used to using these words when referring to others, but these are also words
that you can say to yourself. Keep on talking like that and soon the water within you will change and you will
become a truly beautiful person from the inside out.

Now consider the crystal at the bottom of page 47. This crystal appears isolated and ignored. In another
experiment conducted with rice, we discovered that rice which was ignored spoiled more rapidly than rice which
was exposed to words of scorn. From this, we can deduce that apathy about your body, face, or personality cannot
help but have a negative effect. Apathy will spoil the water within us, and from the inside out, the cells will age and
deteriorate at an accelerated rate. But if you wish to slow down this process, then become aware of your absolute
beauty and appreciate and love every body part, from the top of your head to the tips of your toes.

Just as words have the power to generate energy, so does the casual gaze. When someone looks at you in a
positive way, it can do wonders for the way you feel, while being ignored seems to suck the energy from you. In the
same way, when you look at yourself in a positive way, you will feel positive energy fill your body, while ignoring
yourself will have the opposite effect. If you can see the beauty within yourself, that’s the direction in which you’ll
move. But if all you can see is what you think makes you unattractive, then that is what you’ll become more like.

The Power of Desire
As a child, I once made a hundred wishes. Upon those fulfilled dreams of a child, I have built the dreams that I now
have as an adult. It is important to have big dreams and to desire with passion. By having big dreams, you will meet
the people you need to meet, have the experiences you need to have, and your capacity will rise to the level of your
dreams. The bigger your dream, the bigger your capacity will be.

I’m quite sure that everyone who has met with some degree of success in his or her life could tell you something
similar to this. Expressions such as “I want this to happen” or “I want to do that” are born of the abilities that you
already have. There isn’t anything you can honestly wish for that isn’t somehow possible.

Have the biggest dreams possible. Big dreamers live bold and full lives. They may get discouraged at times, but
they soon succeed. Perhaps this is what the “hope” crystal on page 48 is telling us. One unique thing about this
crystal is that it formed and grew at an incredibly fast speed, telling us that hope, even a little hope, will lead to more
hope and more possibilities.



Wouldn’t it be wonderful to live in such a way that your hopes and dreams continually expand and branch out? I
encourage you to place the photograph of this crystal in a place where you can see it as you go about achieving the
dreams within your heart.

The Meaning of Dreams
Water that was shown the word “dream” formed a crystal with a beautiful seven-sided shape (see page 35). To me,
this seven-point crystal symbolizes a bridge to the fourth dimension, or the future. I believe that dreams possess an
unusual dimensional aspect—namely, that they are between the third and fourth dimensions. In other words, they
suggest the future but are not a full representation of the fourth dimension. For this reason, I say that they are part of
a 3.5 dimensional world, and the seven-point water crystals formed by “dreams” are also part of this world. The
world inhabited by the souls of the departed is also made up of 3.5 dimensions.

We always dream, but the dreams themselves are illusory and often fade into nothingness soon after we awaken.
These imprecise, seven-sided water crystals formed by being exposed to “dreams” are part of an in-between world.
If we look at phenomena from the world of 3.5 dimensions, these phenomena might also serve as a kind of blueprint
for a new future.

Let me explain: In Japan it is believed that dreams transcend limitations of time and space. Through our dreams,
we are able to receive communications from previous ages and from our own previous lives. Dreams, then, are a
form of reference material that provide us with an almost godlike capacity to understand the future.

Lately in my dreams I see the world coming to an end. Because our dreams give us access to memories from
previous generations, we have been given the appointed mission of not allowing the same bad things from the past
to be repeated. These dreams give me the resolve to change the direction that civilization is headed.

On this point, through water, an appeal is being made for world peace. Through your dreams, you are able to
guide yourself. If you have good dreams, those are the kinds of things that will come to pass. When you experience
a bad dream, it should be your hope that the contents of that dream will not come to pass. If the terrible things that
you dreamt about are actually coming true, then it is up to you to avoid those undesirable things as you go about
your daily life. Because it is good that happy occurrences take place, you should set your life’s compass to move in a
positive direction.

What I am suggesting here is that dreams give us the opportunity and power to control what we do. We can use
this power for positive change in the world. This is the belief system that currently guides my life.

Vocalizing Your Dreams for Stronger Effect
How often do you express positive words rather than just letting them float in and out of your consciousness? The
water crystals show us the effect that the simple act of vocalizing good words can have.

When we compare water that has been exposed to words only and water exposed to music, the water exposed to
music forms into a crystal much faster. Water exposed for only about thirty minutes to music will form crystals that
reflect the music, but the formation of the crystal affected by a written word requires at least one day of exposure. It
makes sense: music creates and relays considerably more vibration than that created by writing.

To understand the strength of vibration, think about the volume of a speaker. Music is like a speaker turned to
high volume, relaying vibration in a direct way. When I previously suggested that you look at yourself in the mirror
and compliment yourself, I suggested that you speak out loud instead of just thinking the thoughts, and that also is a
direct way of relaying vibration. Perhaps you think that saying “I love you” or “I respect you” to yourself in the
mirror just isn’t something you could actually do, but I can promise you that people who are capable of changing
themselves for the better are all capable of this simple task. When you become accustomed to this, you’ll be able to
make changes within yourself that, while not initially noticeable, will nonetheless be real through the water within
your body.

Let’s take another look at the “ugly” crystal on page 47, which effectively reveals what the word “ugly” can do to
us. Considering that just thinking “ugly” has this effect, can you imagine the effect it can have on you when you
vocalize it? Avoid casting judgment on yourself, other people, or other things by calling them “ugly.”

Despair Is the Beginning of Hope
Life is full of mistakes and failure. We sometimes think that everything that can go wrong usually does—the person
you love rejects you, the place where you wanted to work doesn’t hire you. If you thought about ending your life
every time you failed, life would be short indeed.

But let’s look at the crystal formed by the word “despair” on page 48. The formation could hardly be called a
crystal. This experiment resulted in one or two scrawny crystals, but that was all. What could this be telling us? I



think the message is that despair is the beginning of hope. Of course, you experience great sadness at times of
despair, but it’s also an opportunity to go back to and start again with a clean slate. It’s the starting point of new
hope.

Crystals teach us that by looking at despair in this way, we can soften the pain even a little.

Clasping Hands as a Source of Energy
When water was exposed to “clasping hands,” it formed one of the crystals shown on page 49. Think for a moment
about why people clasp their hands. No matter what the culture or religion, people clasp their hands together when
asking something of the creator or of other people.

A ritual of the ancient Japanese religion of Shinto is to face the sun at about 4:30 in the morning, lifting up your
arms and bringing your hands together as if you were absorbing the light into your soul. It is a way of gathering
energy. By bringing the hands together, a simple form of energy from resonance forms and expands and enters your
body.

Consider the character that the Japanese use to write “sound”: . Pronounced oto, this character is actually formed
of two simple characters, the top part meaning “to stand” and the bottom part meaning “sun.” So it would seem that
the people of long ago understood well the relationship between the vibration of sound and the sun.

Of course, modern science has now shown us that light is waves—vibration, if you will—and the source of our
energy. And so it’s not hard to imagine why people of ancient times faced the sun in the morning and asked to be a
vessel of its energy by clasping their hands together.

The Power of Adoration
Is there someone for whom you feel adoration? If there’s not, then I would like to encourage you to find such a
person. Just looking at someone you adore has a purifying effect. Being around that person raises your spirits and
causes you to sit just a little bit straighter.

The crystal influenced by the word “adoration” on page 49 is indicative of the love and respect that a child feels
toward his or her parents, or the love and respect shared by an elderly couple.

The crystal influenced by the word “eternal,” also on page 49, is formed around a distinctive hexagonal shape
that appears as if it could go on forever. As I mentioned previously, if you consider that life is vibration, then it’s not
hard to understand how life can go on forever. The experience we know as death can define the extent of our
physical life, but our vibration can go on resonating for eternity, regardless of what happens to flesh and bone.

The Power of Your Name
Write down your name and take a look at it—a really good look. Your name has the power for good or evil and the
power to influence what road you choose in life. Now with a feeling of gratitude, take another look at your name,
and you will then be able to feel something new—energy you’ve never felt before.

Not long ago in Japan, news was made by a father who tried to name his child “Devil.” Although some argued
that parents have the right to give their children any name they choose, the city refused to accept the name, and
instead of taking it to court, the father backed down. When we exposed water to the word “devil,” the result was the
deformed crystal on page 83. By contrast, when water was exposed to the word “angel,” the result was a beautiful
formation of tiny crystals in a circle.

Japanese names are usually written with characters that express a trait the parents would like to instill in their
children. Here is one of my favorite names: . Pronounced Mari, this name means “truth.” One of the crystals on
page 83 was formed after being exposed to this name, and you can see the beautiful results.

The most common character in Japanese names is the character for “harmony”: . This character, which formed
the crystal on page 83, seems to form a circle, so perhaps it’s more than a coincidence that this character is closely
related to the word for “circle.” Peace is often symbolized by a circle, and so this crystal with its complex formations
seems to be telling us about the importance of peace in our troubled world.

Compliment Yourself for a Change
Compare the two crystals on page 85, which were formed after being exposed to “You’re beautiful!” and “You’re
becoming beautiful.” I have already mentioned the importance of complimenting yourself, but instead of
complimenting yourself every day with the same words, try to find a new compliment for each new day. The effect
will be slightly different each day as you evolve into a new person. New cells are continually being formed within
our bodies, and by changing the words you praise yourself with, you can have a surprising amount of influence over
how you change. It may be easier than you think to reset your life and become the person you truly want to be.



Next look at the crystal formed by “unhappiness” on page 88. Everyone knows people who are always
complaining about how miserable their life is, but this crystal seems to be telling us just how destructive this word
can be. Telling people how unhappy you are can bring little good, so instead let people know when you’re happy.

Positive Words Come Back to You
Now let’s look at the crystals formed by “You did well,” “That’s no good,” “affection,” and “hate” on pages 86 and
87. As you can clearly see, the photographs of the crystals influenced by “That’s no good” and “hate” aren’t pleasant
to look at. What this shows is that the positive and negative images of words are clearly reflected in water. I’d like to
encourage you to use words with positive images as often as possible. Positive words have the power to give
positive vibrations to the people around you, and those same positive vibrations will eventually return to the source.
Something similar can be said for negative words: After having a negative influence on those around you, the
negative vibrations return to you to create a vicious cycle of negative vibration.

When you look at the crystal formed by “rage and murder” on page 87, perhaps you can imagine a masked
person in hiding suddenly attacking an unsuspecting person. Some of the worst crystal formations that I’ve seen are
those formed by words having to do with abuse and violence. Perhaps what we can learn from this is that when you
seek to do harm or damage to others, you are at the same time inflicting similar harm or damage upon yourself.

Now consider the “Let’s do it” and “Do it” crystals on page 89. While the “Let’s do it” crystal is strikingly
beautiful, the “Do it” crystal is somewhat similar to the crystal created by “devil.” As I implied in an earlier chapter,
the concept of “Do it” does not exist anywhere in nature. All we know about nature tells us that things happen
naturally rather than being forced, and we would be doing ourselves a favor if we avoid using expressions such as
“You have to” and “You’d better.” A more attractive alternative is to value the true nature and spontaneity of
yourself and others.

Sharing Your Feelings and Yourself
Everyone will agree that the crystal formed by the word “soul” on page 90 is indeed beautiful. The Japanese word
for “soul,” pronounced tameshii, is written in two parts, like this: . The part on the left side looks like this: . This
side of the character means “to speak,” while the part on the right, taken alone, means “evil spirit.” While it is said
that silence is golden, keeping your feelings bottled up inside is certainly not recommended. In fact, it may be wise
to be wary of people who refuse to share their feelings with you. I have found time and time again in my research of
water crystals that the combination of crystal photographs and Japanese characters gives surprising insight into the
nature of words.

Making the Most of Positive Words
Consider the different crystals formed by the words “Thank you” and “I’m sorry” on page 92. The different
formations are to be expected, considering that we use these two expressions in different circumstances. In the same
respect, we choose the words we use depending on how we feel day by day and moment by moment.

As we go about our busy lives, how can we find the time to take advantage of the power of positive words? One
possibility is to write or even tattoo good words on your body, but I, for one, have a hard time believing that tattoos
are a positive thing. Instead of the body gaining power from the words written on it, I’m concerned that the body
might actually become dependent on the power of such words. An old Japanese ghost story tells about a man who
writes sutras all over his body to protect himself from devils. But he forgets to write sutras on his ears, so the devils
bite them off, illustrating the fallible nature of writing on ourselves when we should be thinking about how we can
incorporate these good words as part of our souls. Covering your body with the words love and gratitude is not
nearly as effective as daily making the choice to go about your life with your heart filled with love and gratitude.

But instead of having only certain words as your constant mantra, I encourage you to consider, for each situation
you face, what positive words would match. If you are experiencing something unpleasant, then you can think of a
positive word or expression for that situation and focus that word or expression on the water within your body.

As we have seen, the expression “I’m sorry” creates quite a beautiful crystal. We can all think back to a situation
where we should have used these words. If this is something you can relate to, I encourage you to look at the “I’m
sorry” crystal, speak the offended person’s name, and say, “I’m sorry.”

The crystal on page 93 formed by the words “peace of mind” is stable and steady. It’s not hard to feel peaceful
vibrations from this lovely crystal. When you feel troubled or ill at ease, such as when you have an important
interview or face a new challenge, look at this photograph and let the peaceful vibration calm your soul.

The Soothing Vibration of Sutras



There are many ways to calm yourself; two popular ways are to keep a diary and to chant. That both of these
activities relate to words is, I think, no coincidence. When we exposed two well-known Buddhist sutras to water, the
result was the beautiful crystals on page 97. The sutras are known for a lovely chant-like vibration, and so this is the
result we expected. It seems to me that the sutras form a conduit to the energy of the universe.

As you may know, there are seven chakras or “energy points” located along the body, from the top of the head
and down through the spine, with each chakra having its own frequency. I believe that sutras, like the chakra at the
top of the head, serve as portals for the energy of the universe. If you’ve ever heard the chanting of sutras, you’ll
know how simple and minimal the sounds are. But perhaps that is what makes them so powerful.

Recently in Japan, stage performances of sutra chants have been quietly gaining popularity. At one such
performance by sixty monks, I placed some samples of water on the stage, resulting in the crystal formations on
page 97. The soothing effects of these chants are evident in the pure, delicate crystals.

Loving Others Begins with Loving Yourself
The series of “love” photographs on pages 94 to 96 were very telling about the nature of love. In the “self-love”
crystal, you can almost see hands clasped together as if in prayer in all four directions, forming what appears to be a
high-energy crystal. This indicates just how important it is to love yourself for who you are. The concept of self-love
is not easy to grasp, but think about it in terms of vibration and resonance: without your own positive vibration, you
will be unable to help others vibrate. Simply put, it’s impossible to love another unless you can first love yourself.

Let me give you an example of what I mean. Let’s say that there’s a 440-hertz tuning fork. If it’s just standing
there, there’s not enough vibration to be audible by the human ear. But if you sing “Ah!” at this level the tuning fork
will begin to vibrate. By sharing your vibration, you have restored the tuning fork—you have brought it back to life
through an act of sharing. In this case, we might even say that the act of singing “Ah!” is a loving act.

Each one of us has an important responsibility to give love in the way that only a human can. Of course
everything emits vibration, but not the continuous and conscious vibration that humans can. And we have another
quality that makes us special: as human beings, we are capable of resonating with everything else in our world. We
can resonate with all the sounds in the octave as well as with higher and even lower octaves. Perhaps you can’t quite
sing the la sound of a high octave, but you can resonate with that la using one from a lower octave. And this is why
we are capable of resonating with and giving energy to anything and everything that is.

Neither the tree nor the flower is capable of independent vibration, but by speaking to a plant, you can breathe
vibration and energy into its fibers. If you doubt this, just ask anyone who loves spending time with their plants.
They’ll tell you that they don’t just take care of their plants, they speak to them. Understanding the principles of
vibration and resonance may help give understanding to the unexplainable.

Capable of making all vibrations, the human being has a special place with the creator and has special powers to
affect the world we live in. We have the power of thought and the power of free will, and thus the power to make
whatever sound we desire, and in this we have the power to be a force for change.

But to give energy to the world around us, we must first have energy within us. You can’t give someone
something that you don’t already have. So to have love in your life, begin by respecting, appreciating, and caring for
yourself. When you feel secure in your self-love, then and only then will you be ready to share your love and your
life with someone else. All successful unions begin with the love of your self—not with your love of someone else.

The Power to Make Others Happy
Now take a look at the “spousal love” crystal on page 94. The crystal appears to have two layers, with the smaller
one encompassed by the larger one. This perhaps indicates that the secret of a good relationship is that the two are
not the same: symbiosis does not require that one be dominant and the other subservient. The ability to reverse roles
as needed is an indication of a healthy relationship, one upon which the love of family can be created.

The “family love” crystal on page 95 shows a group of three formations, perhaps indicative of grandparents,
parents, and children living together in harmony. It’s rather uncommon nowadays to find three generations living
under one roof, but even if families live apart, they can still be of one heart. Grandma and grandpa don’t need to be
forgotten. If you take your children to see their grandparents, then your own children will probably do the same
when you become the grandparent. The message from the crystal is that the family unit in its fullness—in the past,
present, and future—is the combination of three.

When you have love for your family, then it is possible to love your neighbor. The “neighborly love” crystal on
page 95 creates a beautiful image of harmony. And after you have become capable of love for your neighbor, you
can next love your country.

The “love of country” crystal on page 96 looks as if it’s sitting on a larger crystal in the background, indicating



how our identity is closely related to the country of our origin. You can’t help but feel sorry for the millions who
have been forced by the dishevelment of these troubled times to give up their homeland. Perhaps the little crown off
to the side on this crystal indicates that governance is required for countries to go on existing.

And then, after love of country, you are capable of love for humanity. The “love for humanity” crystal on page 96
seems to be an especially well-balanced and beautiful crystal. This is an important crystal because this type of love
will help us solve the problems of war, famine, and worldwide disease.

These six crystals of love are all built on the love of self. If you’d like to have a part in spreading love to the
world, then you must first love yourself deeply and completely. Some people might think that they already focus too
much on their own needs, but that’s actually a good starting point. You will soon realize that having self-love is not
being self-centered. Self-love is the energy required for loving another person, your family, your neighbor, your
country, and all your fellow human beings.

Moving toward Peace
As I mentioned previously, water that was shown the characters for “peace” formed crystals in a shape that looked
like the joined crystals formed when water was shown the words “love and gratitude” (see page 35). I feel this
means that when “love” harmonizes with “gratitude,” you get “peace.”

If thoughts of peace are not coming into your heart, you should recall love and gratitude, especially the latter.
Being thankful brings you love; being thankful even helps create love within your being. When you heap love on top
of thanks, your soul will be at peace.

Peace must be created first by individuals. In this way, peace will spread to your family. This sense of peace, in
turn, evolves into love that permeates a region, an entire nation, and finally the entire world. It is you, yourself, who
becomes peace. In order to accomplish this you need to pile thanks on top of love.

I believe that our planet is sick. When people take ill, the weakest parts of their body develop symptoms of
illness. People who experience weakness in their throat often eventually develop a disease in their throat. The same
holds true for other organs of the body. People with weak lungs are prone to developing a lung disease just as people
with a weak stomach are more likely to develop a stomach condition.

Our planet works in much the same way. Earth is like a diseased patient who is sorely in need of medical
assistance. For example, look at Afghanistan, Iraq, Israel, the Indian Ocean, Pakistan, Thailand, and Mexico’s
Yucatan Peninsula. In all of these places, disastrous conditions in the form of wars, earthquakes, tidal waves, and
hurricanes are occurring. It is as if the planet’s immune system is weak and losing cellular matter as a result.

Why are these things happening? One by one, the earth’s harmony is being seriously tampered with. Only
through the phenomenon of resonance are the vibrations of energy’s essence able to give us beautiful, peaceful
energy.

At this time, “harmony” and “peace” are missing in our world. As long as we continue destroying “harmony,” the
planet is going to experience more and more natural disasters and war. As for us residents of this planet, make no
mistake that the conditions of life are going to become tougher and tougher unless we do something to reverse the
course.

I am Japanese and must never forget the ancient spirit of my native land, originally called Yamato before it
became known as Japan. The Japanese word for “harmony,”  (pronounced “wa”), makes up half of the Japanese
word for “peace,  (pronounced “heiwa”). This character (“harmony”) is also seen regularly as part of the ancient
word for Japan,  “great harmony” (usually pronounced “Yamato”). In daily Japanese, “harmony” , is widely used to
represent “Japan” or “Japanese” (food, language, style, architecture and the like). In all these ways, the symbol for
“harmony,” , permeates Japanese life. I feel that it is my task to dispatch this message to the world: “Get back in
harmony.” The starting point for this endeavor is to create harmony. Bring harmony back to your marriage, bring
harmony to your family, and bring harmony to the people in your neighborhood. With this kind of thinking, we can
create the foundation for a world that is more and more harmonious.

It is difficult to create world peace by yourself. And yet, by creating harmony within the lives of individuals a
broader, more profound harmony will develop, step by step, in our world. When this kind of thinking comes
naturally to you, you will be able to make a large contribution to peace.



CHAPTER SIX
Living with Clean Water:

Finding Peace and Comfort
 

Energy Giving Energy
Living life to its fullest requires a considerable degree of positive energy, and to harbor this positive energy

within yourself requires resonation. The resonance that I refer to comes from aligning yourself with the resonance of
love and gratitude while also emitting vibrations of love and gratitude.

That is easily said, but how do we actually make it a part of who we are and what we do? In this chapter, we’ll
look at some of the specific ways that you can live life within this positive energy without being distracted by the
negative stress that so easily besets us.

I have already mentioned that to vibrate in a positive way requires that you resonate with someone else’s positive
vibrations. Resonance is what we use to share our energy with each other. In the same way, when we align our
words and thoughts to the grand principles of nature and the will of the creator, we can experience positive vibration
and happiness. This energy makes us feel alive and full of energy. But when we are out of alignment with this
energy, we soon feel stressed and depressed. Of course, the foundation for the grand principles of the universe and
the will of the creator is nothing less than love and gratitude.

By giving vibration—energy—to those around us, we give them love. This, the intentional sharing of the energy
of love is something that all human beings are uniquely capable of. Positive words have the power to give energy to
the receiver while also having the same effect on the giver.

When a person is loved, the natural result is gratitude, and when gratitude and love exist together in the same
sphere, the natural result is resonance. When a sick child is nursed back to health by the love of his or her parents,
feelings of gratitude result. And then when the roles are reversed, the child, out of gratitude, cares for the parents
with love, as the loving giver becomes the grateful receiver.

The Difference between Negative and Positive People
We are all capable of emitting beautiful healing vibrations. These are the vibrations that loving mothers and fathers
send to their children.

As I have mentioned before, water, as the ultimate transmitter, is capable of capturing and relaying anything and
everything. So if there’s something that’s not right about the water within your body, you will be unable to receive
the positive vibrations that surround you. If the container of water is deformed, the vibration will also be deformed.

A negative person hears positive words as negative. Perhaps you know someone like that. We can easily surmise
that the very structure of the water of such a deformed thinker is also deformed. Such people are incapable of
enjoying what is right and good about the world, and they have an enormous capacity for creating a dark cloud on
the most positive of happenings, serving as an illustration of the importance of good water.

When people have caved in to the stresses of society and daily life, their vibration becomes distorted, and even
the kindest of words will have little or no effect on them. When you’ve reached that point, it becomes difficult to
improve the water within yourself on your own. But if you open your eyes, you’ll realize that there are people all
around you who are able and willing to share their positive energy with you. If you are able to share your love, then
I hope you will be willing to do so. Love is one thing you never have to worry about running out of.

When you have made it a habit to extend a loving hand to those around you, whenever you find yourself down
and discouraged, loving hands will raise you up.

The Same Wavelength
Think about when you last picked up a little baby. Did you find yourself speaking in a soft, gentle voice? No matter
what language you speak or what culture you’re from, we all speak to babies in the same way. The reason, simply
put, is because we are aligning ourselves with the vibrations of the baby. We all subconsciously understand that a
baby’s vibration is short, resulting in the soft sounds that all babies make, and when we align ourselves with this



vibration, we make similar sounds.
Perhaps you have also realized that your voice and manner of speaking change depending on whom you talk to.

When I talk to someone, I intentionally try to speak in a way that will put me in harmony with that person. But even
the vibrations of any one person will change depending on the mood of the moment, as revealed by the speed and
pitch of the voice.

I suspect that you have experienced times when your vibration has been in harmony with someone else’s. You
might have come away from such an experience saying, “We just seemed to resonate.” This is something that we do
at an instinctive level, so unless you think about it, you might not even be aware that it’s happening.

When you align your voice with the vibration of the other person, you can choose what note on the scale you are
going to use. If you wish to comfort a friend suffering from a broken heart, are you going to choose do-mi-so or do-
fa-la? You might say, “Heartbreak opens the doors for something new,” or maybe, “Better things await you.” But
whatever you say, you’ll speak it in gentle, loving tones.

When you talk to a person in distress, they may vibrate in all the possible notes on the musical scale, but you can
use kind and loving words to create the opposing notes to offset the negativity. Perhaps the highest compliment you
can pay to someone is to say that they have the ability to see things from another’s position. Such people are capable
of listening, showing they understand, and then saying the words that make the other person realize that it’s not the
end of the world. That’s what resonating with another means.

If you know someone who seems cold and uncaring, consider that they may just be poor at putting themselves in
the position of others and aligning themselves with others’ vibrations. You may have sought comfort from such a
person only to come away feeling worse than ever. It’s simply impossible to comfort others if you can’t feel their
feelings and align yourself with their vibration.

A Beauty Treatment That Requires Neither Time nor Money
To feel something that stirs your emotions each day is the way to find the energy for a full and rewarding life.

Emotion is motion, which makes it no coincidence that the phenomenon of resonance is the combination of
emotion and movement. By resonating with someone, we experience powerful vibration—powerful energy, if you
will. And the deeper the emotion, the more clear and pure are the vibrations that we experience.

I often give lectures, and when those lectures go well, I know that there was resonance between myself and the
audience, that I have in some way stirred their emotions. I’ve stirred emotions when what I have said has entered the
listener’s mind as energy and memory. It happens when the way I see the world becomes the way another person
sees the world.

The level of enjoyment, vitality, and meaning of each day is directly related to the degree that we allow our
emotions to be stirred by what goes on around us.

Shizue Kato, a well-known women’s rights activist, was asked by a newspaper reporter on her hundredth birthday
what her secret to longevity was. “Get excited about something at least ten times a day,” she replied. “It’s exciting to
wake up in the morning and realize you’re still alive and breathing. It’s exciting to have something really delicious
for breakfast. It’s exciting to see a beautiful morning glory blooming outside. You can get emotional about the
charity of the warm sunshine and the blessings of the falling rain. If you just take the time to look around and see
even the most insignificant of things, you’ll realize that the world is full of things to get emotional about.” These are
words to live by, indeed.

For Better-Tasting Water
We want to purify the water within our bodies, but we also want to make the water that we drink as pure as possible.
Here’s an easy way to do that: before you take a drink of water, pause a moment and look at it. With warm,
benevolent feelings, say “Thank you” to the water, and then drink it. I do this throughout the day, whenever I take a
drink of water, and it makes a noticeable difference.

As I’ve mentioned previously, vocalizing words strengthens the vibration, so saying “Thank you” to water before
drinking it results in a change in water’s taste. The moment you say “Thank you,” the positive vibration needed for
beautiful crystals begins. The vibration spreads to the water in the atmosphere, forming an expanding ring of
vibration that your body feels. Water is water, whether it’s in a cup, in the atmosphere, or in your body; they are
fundamentally linked. The water outside of you resonates with the water within you.

Daily Fulfillment through Water
Ask yourself how conscious you are of water as you go about your daily life. If you’re like most people, you
probably don’t consider it much. I’d like to give you a few suggestions for making water a conscious part of your



life.
First, when you wake up in the morning, take a cup that is labeled with the words “Love and gratitude” and fill it

with water. Then, with reverence in your heart, drink the water. After drinking the water, face the sun. The sun is a
source of special energy. Just as the ancients of Japan did in the earliest days of Shinto spiritualism, place your
hands together and face the sun so as to take in its energy. I also recommend placing your hands together in
gratitude before you eat.

Morning is a hectic time for most of us, but I encourage you to make your mornings more relaxing and leisurely.
Take time to enjoy the flowers along the way. A Japanese saying goes that if one of the tea leaves in your morning
tea stands upright in your cup, you’ll have good luck that day. But maybe the luck will come to the one who takes
the time to consider the leaves in the teacup. If you think having a hectic morning is a natural way to start the day,
try getting up thirty minutes earlier—not to do more but to do less.

To make your morning more relaxing, think of nature right when you wake up. Greet your pet if you have one or
water a plant and say something to it. (“I love you” is always a good choice of words.) When you make a habit of
this, the plant will grow to be strong and healthy. But often when we become ill and are unable to give a plant
positive energy, the plant will dry up and die—that’s how important the phenomenon of resonation is. Learning to
slow down and take your time in the morning will reveal to you the strength of this power.

Now for your evening routine: taking a long, hot bath can be a good way to relax your body and mind after a
stressful day. Close your eyes and feel the vibration of water all over your body. Fill your soul with appreciation for
the water. The ideal temperature for bathwater is around 104 to 107 degrees Fahrenheit. Heat is a result of vibration,
and so covering your body in water of this temperature can be extremely comforting, helping you to expel fatigue
and negative vibrations.

Hot springs throughout the world are desired for their ability to aid in relaxation, and one of the things that make
them so enjoyable is the vibrational effect of the water. The vibration enters your body and pushes out the negative
vibration, resulting in the formation of a healthy and vibrant metabolism.

There’s so much that water does for us: it warms our bodies, replenishes the dry parched throat, and carries away
our waste without ever a complaint. When you think about all the things that water does for us, how can you not
help but be filled with gratitude?

It shouldn’t be a stretch of the imagination to understand why taking a nice, warm bath can feel akin to what a
baby feels like when cradled in its mother’s arms. If you begin to see the water in your bathtub as amniotic fluid, it
can make the experience all the more relaxing.

At home in your own bath, you might try various bath salts. And if there’s a baby in the house, I recommend
writing the words “love and gratitude” on the baby’s toy. After your bath and before you go to bed, take a drink of
love and gratitude in the form of water. Then place your hands together in thanks for your pets, your plants, and
your loved ones.

Perhaps you have your own routine for relaxing at night, but I like to listen to relaxing music as I drift off to
sleep. This, I believe, helps the water within me return to its pristine, beautiful origin as the stress of the day leaves
my body. Near your bed, have access to different types of music—classical, jazz, anything—to help you relax from
the particular stresses of the day.

Avoiding Stress-Induced Illnesses
Too much stress leads to illness, which is why you should aim to make every morning and evening relaxing. Stress
arises when the vibration that you should be experiencing becomes deformed. Deformed vibration builds up, and the
result is ultimately and inevitably illness.

A great variety of vibrations exist within our bodies, and the stresses of daily life often change them slowly and
gradually. When the change first begins at the subatomic level, there are no outward signs, but as the change reaches
the molecular and cellular levels, symptoms begin to appear. If the stress continues, then the change in vibration will
move from the cells to the organs, health will deteriorate, and death will loom. The messenger that carries this
deterioration is, of course, water.

As mentioned, vibration is maintained by the phenomenon of resonance. There is nothing stronger or purer than
the resonance of two positive vibrations. You can stay healthy and happy by freeing yourself from stress and finding
pure resonance created by pure vibration. You can do this by taking time for any activity that helps you forget your
troubles and experience moments of quiet peace. Finding moments of peace helps you put your life back together,
consciously purify the water within you, and begin to live the life you want to live.

Use the energy you get when talking to a friend to neutralize negative vibrations, or enjoy a massage or some
other relaxation technique to calm yourself and get back on your feet. Taking a bus or train ride can help you relax,



too. Let the rumbling of the journey rock and lull you—it might be just the vibration you’ve been looking for. You
might want to do some experimenting to find a type of music that helps you relax. Water will hear the music and be
purified by its positive effects.

The Nature of Electromagnetic Fields
I mentioned in a previous chapter the danger of too much exposure to electromagnetic fields. (See page 98 for
photographs of water exposed to various electromagnetic fields.) While we do not need to throw away our cell
phones and become obsessed with avoiding electromagnetic fields, it’s important that we keep our words and
thoughts centered around love and gratitude.

We can’t live without cell phones, microwave ovens, televisions, and computers; living with electromagnetic
fields just seems to come with the territory. Almost every little thing we do in this modern world seems to require
the generation of electromagnetic fields. Understanding their nature will help you get electromagnetic fields to work
for you. And that involves making love and gratitude a part of everything you think and do.

It’s not essential that you unplug the television, but you can choose to watch only good and wholesome programs.
Your computer is fine where it’s at, just as long as you use it as a positive tool. Go ahead and use your cell phone,
but don’t use it to carry on negative or angry conversations.

How about your microwave oven? This device uses microwaves to vibrate the atoms of the food at a rapid
enough rate to cause the food to heat up, and to assume that this has an effect on your nervous system requires no
great leap of logic. Microwaves are of course designed so as to have only a minimal effect on us, but the water
within the heated food has recorded the effect of the microwaves, and you can’t help but wonder if it is the best
thing to consume.

If you would rather not get rid of your microwave, then I suggest that you use your microwave with love and
gratitude. The best thing you can do is to say “I love you” to the food as it heats up; another, less proactive, measure
is to simply place “love and gratitude” stickers on the microwave containers.

Likewise, we need to be conscious of the way we use the Internet. You may be surprised to learn that the words
you write in e-mails and text messages have a stronger effect on your body than the words you use in conversations
and letters. This is because the vibration of the human nervous system is actually on the same level as the vibration
of electronic communication systems such as e-mail and chatrooms. When you write something by hand or print
something, the vibration is not fine enough to resonate with your nervous system, limiting the effect that the
vibration can have on you. But writing involving electronic fields harmonizes perfectly with the vibration of your
nervous system, resulting in the formation of resonance and making it possible for an e-mail or text message to have
an enormous effect on your brain and body.

Words carried on electronic waves have the power to go right to the core of the receiver, having a devastating and
lasting effect. By contrast, sending warm words of praise can have a positive effect on the well-being of the receiver.
If you have something negative to say about someone, e-mail is not the place to do it. Companies are used to getting
complaints from clients through e-mail, and many people have received a rebuke from a superior in the form of a
text message, but if you wish to limit the harm caused by your negative vibrations, then reserving these kinds of
messages for face-to-face meetings is always a good idea. If you feel it’s easier to express your true feelings through
e-communication, then try to express yourself with positive and encouraging messages.

Voice communication via cell phone also deserves attention. Unlike the old telephones connected by cable, cell
phones use electronic fields, and thus they, too, are a matter of concern. Positive conversations on your cell phone
are one thing, but when the discussion turns dark, the danger can range from anything from a harmed relationship to
serious physical damage.

Normal words spoken face-to-face with no particular harmful effect can become a damaging weapon through a
cell phone. The potential damage of harsh and hateful words communicated by cell phone should be enough to make
us all careful about the words we use when we talk on these devices. It is but one more reason to try to keep your
thoughts and words positive at all times.

Freedom from Negative Emotions
When you think about negative emotions in light of what we know about vibration, it isn’t hard to realize how and
why irritation, frustration, and envy can be detrimental to your health. Anger and excitement raise the rate of
vibration in your body and lead to an abnormal physical condition. Anger, for example, can be especially hard on
your liver. In Eastern medicine, the close relationship between the emotion of anger and the liver has been accepted
as common knowledge for centuries; it is well known that anger will destroy the cells of the liver, explaining why
people suffering from cirrhosis and hepatitis tend to have hot tempers.



Sadness can be harmful to the cells of the hippocampus in the brain, increasing the risk of Alzheimer’s. Sadness
can also affect the blood and lead to leukemia and other blood-related illnesses. Envy can damage the thyroid gland.

Why an emotion can have an effect on a particular organ of the body can be explained by the differing
wavelengths caused by each emotion. Day in and day out, our emotions vibrate the atoms and molecules within our
bodies. It may be hard to avoid all negative emotions, but with love and gratitude you do have the ability to
neutralize all the negative emotions you may experience. When you feel the onset of a negative emotion, then in
your mind, just imagine the opposite emotion.

If, for example, you feel pangs of resentment and you don’t want that emotion to harm your health, take refuge in
the emotion of gratitude, the opposite of resentment. Gratitude can neutralize resentment because they are both on
the same wavelength—on the negative side is resentment, and on the positive side is gratitude. But if someone has
resentment for you, then responding to that person with gratitude requires the fiber and fortitude that most of us
don’t have. When in the heat of such a situation, I suggest that you form an image of someone for whom you do feel
gratitude. When you get a call from someone who can make your blood boil, think of the pleasant face of someone
you know, and soon you’ll free yourself from the negative feelings and be able to fill your heart with gratitude.

Keep the recommendations of this chapter in mind and you will be well on your way to making water a conscious
part of every day.



CHAPTER SEVEN
Love and Gratitude and

Saving the World
 

Free Energy: One Measure of Love and Two Measures of Gratitude
Let me explain how we can improve the water outside our bodies through the power of crystals of love and
gratitude. As I mentioned previously, the act of improving the water within our bodies is at the same time the act of
improving the water that covers our planet. So once you love and appreciate the water inside yourself, you can help
improve the water of the world.

When we consider water atoms, then we can easily see the role that water plays on our planet. Water has two
hydrogen atoms and one oxygen atom, in other words, H2O. Whenever I consider this chemical formula for water, I
cannot help but think of the relationship between love and gratitude, with love being oxygen and gratitude being
hydrogen.

There can be no flame without oxygen, and without flame there can be no heat. And without oxygen, life would
come to a quick end. So without love, or oxygen, the continuation of life would not be possible. When on the
receiving end of love, an extra dose of gratitude is always appropriate. In response to one part love, two parts
gratitude forms the balance of life.

When it comes to energy, the structure of one part love and two parts gratitude creates a type of free energy. Let
me explain: Let’s say that I try to tell something to someone. If the other person resonates or gains an understanding
of what I’m trying to say, then his or her heart will be stirred and the person will begin to vibrate. And when that
happens, they will be open to receiving love at a deep level. The vibration from that person will spread to others, as
the receiver of the vibration of love becomes the giver of the vibration of love. Another way of saying this is that
one part love becomes two parts of vibration, and this is the basic concept of vibration.

But that is not the end of free energy. Free energy spreads out and the vibration goes on and on. I recently had an
interesting experience that illustrates this. On February 6, 2005, I started a lecture tour that would take me from
Santa Monica, California, to Hawaii. Two days before the first seminar, only about half of the tickets had been sold,
but on the day of the seminar, the tickets started to sell. We soon realized that many more people wanted to come
than what we had planned on. What caused this? It was the energy of a few individuals widening and spreading to
others. The result was a sold-out event, with many in the audience experiencing love and gratitude when it had been
initiated by just a handful.

Water as a Divine Messenger
As we already know, water responds with beautiful crystals when we expose it to positive words, and the opposite is
true as well, but let’s take a closer look at the mechanism from a different perspective.

To understand the complex nature of the existence of our universe and our own existence in that universe, we
need a model in order to make any progress. My model consists of four parts: the creator (vibration), water
(messenger), crystals (blueprint), and phenomena (matter and physical bodies).

Water crystals can be described as little blueprints for the design of our world. We can also make the assumption
that when the creator set about to create this universe, the first project was the creation of water—the messenger, if
you will, needed to deliver the architect’s intention. The next question is, what is intention? I like to think that it is
love and gratitude. I believe that before the universe was created, there was first a concept, a prelude to conception
that could be described as the concept of love and gratitude. And perhaps this is why these two words create crystals
more beautiful than any others.

Now let’s look at the role water plays in the delivery of this intention. The ancient Greek philosopher Thales said
that water is the basic building block of all matter. It’s hard to disagree with this, but I’d like to express this concept
in a slightly different way, while risking the possibility that some might find my description a little too religious for
their tastes.

Of all of the creator’s creations, water is unique. It is a type of conductor that can link the various dimensions of



creation. Extending this metaphor, we can say that half of the body is in this third-dimensional world, and half is in a
higher-level dimension.

The creator, also being in a higher dimension, is a being of matter and light that vibrates at an inconceivably fast
rate. And when you think about it in that way, it shouldn’t be hard to consider this divine being as the Sun or the
Light of our world who created this world in order for us to have a place where we would be able to grow and
develop to prepare for a higher dimension.

The creator saw that a physical body would facilitate the process of growth and development, and so water,
entrusted with divine intention, was sent down, and it materialized into the first crystal. And then another crystal was
formed, and then another, until intention formed life in all the diversity we know today. So Thales did get it right
when he said that all comes from water, but perhaps I like to say that water is the messenger of the intention from
the source of all existence. Understanding this helps you see how words can affect the formation of water.

When we show a word to the water—the divine messenger—if the word is a word of the divine, then the water
will respond with a “yes,” or beautiful, crystal, and if it is not, the response is a “no,” or deformed, crystal.

However, in the last few decades, we have been facing a serious problem that threatens the underpinnings of the
model I have described. The speed at which technology has developed in recent years has had results that are
negative and against the natural and divine laws given to us. Harmful and destructive words, the harmonizing with
electronic devices, and our disassociation with nature all threaten to disrupt the balance needed to maintain our
planet and our existence on it. The corruption of words has become the corruption of country, the corruption of our
planet, and perhaps worst of all, the corruption of our souls.

Stemming the Tide of Negativity
If love and gratitude retreat from the world, they will be replaced by negative vibration. In this age, the weakening
of love and gratitude in one part of the world can become the cause for wars and disasters on the other side of the
planet.

The decline of love and gratitude takes place in war zones like the Middle East, but it reaches beyond the
battlefield and makes the I’m-the-only-one-who-matters belief the norm of our age. The decay within the soul seeps
out to disrupt the world in ways we can hardly imagine or understand. And water, the mirror of the soul, the
messenger of the creator, feels this and knows all, and this includes the imbalance that prevails all around us.

Water forms the world we live in and the universe the world exists in, creating a cosmic soup, if you will. Air,
atmosphere, and light are all water in one form or another, but water all the same. Starting from the outer core of our
planet to the very center, each layer contains water in either large or small amounts, and that, pretty much alone, is
what accounts for their differences.

Since water permeates our entire planet and everything on it, the water of the world cannot help but reflect the
decline that takes place within a human soul, as revealed by the formation of beautiful crystals and not-so-beautiful
crystals.

The people who lived on earth for millions of years in a balanced relationship with water now worship power,
profit, and self-interest. And none of this goes on without being noticed by water. The natural disasters in the world
may actually be a little less natural and a little more man-made than we care to think. I realize that convincing a
geologist of the relationship between what goes on in your heart and what goes on under the ground is no easy task,
but that doesn’t stop me from believing that the natural disasters of our age may be nothing more than the buildup of
pressure within your heart rather than between continental plates.

Human Consciousness and Disasters
You don’t have to go back far in history to find a time when the human population on the planet was much smaller
than it is now. On the first day of the Christian era (1 A.D.), the population is estimated to have been about 200
million people, and the figure rose gradually and steadily until 1900, when it reached 1.5 billion. And then from
1900 to 2000, the population exploded, reaching and exceeding 6 billion.

When people were still rare on the planet, the effect of the consciousness of a single person on the water of the
earth was probably insignificant, but as the population expanded, perhaps starting from around 1850 when the
population exceeded a billion, the negative and evil consciousness of humankind began to be reflected in natural
disasters around the planet. Now, with the population exceeding 6.5 billion, perhaps we should not be so surprised
by all the fighting and wars going on around us. If 6.5 billion people continue to think the way they do now, we’ll be
lucky if the planet lasts another twenty years.

The risks our planet faces are not only of the sudden kind. The environment of our planet is moving closer to a
planet-wide crisis that is fast approaching the point of no return.



Heat is vibration. You probably already know that heat results when atoms vibrate, and that explains how a
microwave oven is able to create a sudden burst of heat. What will happen as the temperature of the planet increases
at the current rate? After the temperature rises an average of 2 degrees centigrade, life will still be sustainable, but if
it goes up two more degrees, then the earth will no longer be able to provide the environment and food necessary to
sustain human life.

It’s said that the planet’s temperature has already risen 2 degrees in the last hundred years, causing massive
melting at the North and South Poles, and it’s now expected that the temperature will rise three degrees in the
coming one hundred years.

Think about your own body temperature, especially how you feel when you have a fever. There’s not an exact
parallel between the planet and the human body, but if the planet’s temperature does rise as expected, then we will
all be living on a very sick planet indeed.

Ourselves and our planet both require stable vibration in order to survive. The vibration that compensates for a
loss of love and gratitude can come in the form of a pistol, a bomb, or perhaps terrorism—all negative and abnormal
vibration used to rule the world. The war in the Middle East and all the other wars going on around the planet are
excessive vibration, leading to the acceleration of the burning up of our planet. It is also the mechanism for the
disruption of the water that covers our planet, leading to earthquakes, tsunami, floods, typhoons, hurricanes, and
droughts.

The Process of Self-Realization
Despite the negative outlook we’re faced with, all hope is not yet lost. There are things we can do even now. We just
have to follow the example of the natural world.

In the microscopic world, 10 percent of the microbes are generally considered bad, and 10 percent are considered
good. The remaining 80 percent are neutral. This might have parallels in our own world. The battle for the survival
of our planet is between the 10 percent working to destroy it and the 10 percent working to save it. When the 10
percent making up the good population win, then the neutral 80 percent will join them, and so that’s why there is
still hope. It is this 10 percent of the population that I hope to reach with my message of love and gratitude.

And here’s why I think we can win: When the same number of good and bad microbes come together, the good
microbes win.

This perspective is also supported by an experiment with water crystals.
When we put two labels—one saying “Thank you” and one saying “You fool!”—on water samples, the result

was always the beautiful gratitude crystals. So if ten out of every one hundred people in the world open their eyes to
love and gratitude, the planet can be saved.

The earth is the way it is because that is the way the creator made it. It and all the living creatures on it are
designed with the ability to return to the point where all is well and right. Every life has a degree of pain and
suffering, but there is nothing that is too negative to teach us something.

No matter who you are, there’ll never be a shortage of people who come along to ruin your perfect day. That can
either bring you down, or it can provide you with an opportunity to learn from responding with love and gratitude.
And after you’ve learned all you need to learn, then you will be ready to graduate from this school of tribulation.
And that is what life on earth is.

At three separate times, three different people with spiritual powers have told me that I’ve been reborn 700 times
on this planet. This is nothing to brag about when you consider that it might mean I’ve failed to graduate 700 times.
I’m now attempting to live my life to its fullest so I don’t have to wait another lifetime to go to the next level
beyond. I try my best to keep love and gratitude in my heart and to share positive vibration with those around me. I
hope that you have been inspired by this book and will join me.



EPILOGUE
Water and the Expanding

Circle of Peace
 

On May 26, 2005, I gave a lecture on the energy of love and gratitude at the United Nations in New York City. The
lecture was part of a twelve-part seminar based on themes related to spiritualism, the first of its kind ever for the
United Nations.

This opportunity came to me by way of Ida Urso of Italy, who chaired the Spiritual Dimensions of Science and
Consciousness Subcommittee of the NGO Committee on Spirituality, Values and Global Concerns. Ida had read and
resonated with my book The Hidden Messages in Water. When she asked me to give a lecture, she said, and I’m
paraphrasing, “The way the United Nations and the NGO see the world plays an important role in achieving the UN
goals, but there will be very few people in the audience who realize that. As long as we are attached to outdated
paradigms, we will never be able to find new solutions. To achieve our goals and to move humankind from a culture
of war to a culture of peace, we need to promote the importance of spirituality—the importance of love and
kindness. We would like Dr. Emoto to speak on the energy of compassion formed by one part of love and two parts
of gratitude.”

Of course I accepted her invitation and was able to make considerable progress in showing some of the most
important people and greatest thinkers in the world how to create free energy combining one part love and two parts
gratitude. The experience reminded me that without a fundamental change in our paradigm, we will never overcome
the many serious challenges that we face in our day. It also convinced me that this combination of love and
gratitude, a product of twenty years of research and experience into water and vibration, could be used as the
yardstick for the creation of a new paradigm and new values throughout the world.

Had it not been for the publication of my books, I would have not been nearly as far down the road on my
journey as I am now. The books led to a lecturing tour starting in March 2000 that has made it possible for me to
reach even more people around the globe. In this book, I have tried to include the information that people have
resonated with the most in lectures given in over three hundred cities over the last six years. I hope it will serve as a
kind of primer to help more and more people understand the function and importance of vibration.

I encourage you to frequently revisit the crystal photographs and reread just a section a day. Imagine beautiful
words and recall the beautiful crystals created by these words. That’s enough. Just love and gratitude. And if you
never forget this as you go about your daily life, your life will be one of happiness and joy.



These photographs were taken from water frozen after being placed in four different glass containers with the words
taped to the sides. It’s easy to see how such positive words would yield these beautiful crystals.

Approach new adventures with a feeling of self-confidence. What you need to do to succeed will become clear. If
you have a vision, then there’s little else to worry about.



You can’t if you think you can’t. If you keep on trying and don’t give up, you might discover that people around you
will come to your aid when you need it the most.

This crystal seems to be beaming with reassurance, like a child full of innocent buoyancy.



It looks like someone has told this crystal that it’s good to try and that a helping hand is always nearby.

With six legs and two eyes, doesn’t this crystal resemble a crab with a joyful face?



The difference between this crystal and the “happiness” crystal is striking. It looks like this crystal has bitten into
something bitter. When you harbor thoughts of dislike, then dislike is internalized. A smile is the best thing to give
to those you dislike.

Your health comes from within, and it is affected by your words. If you want to make the water within your body as
vibrant as this crystal, then it is important to tell yourself, “I feel great!”



Even saying “exhaustion” makes the water within your body look worn and withered. If you find yourself saying
this out of habit, try shifting your thinking.

Words of encouragement always seem to form beautiful crystals. This crystal is well formed, but it appears a little
restricted.



Negative words have an immediate, disastrous effect on crystals. Think twice before exposing yourself to negative
thoughts.

You might expect the “enjoyment” crystal to be more playful and energetic, but this appears to be a rather solid
geometric crystal. For water, enjoyment is a completely natural state. You might say that truth can be found in
enjoyment.

Dreams form a world of their own, and so it seems that this crystal has created a multi-layered shape with rings and
light orbiting around it, possibly indicating a dream come to life.



Crystals receive even more damage from being ignored than from being exposed to degrading words.



Even thinking of yourself or someone else as ugly rather than beautiful can cause considerable damage.



The “hope” crystal appears to have first been tiny, and then it grew into a big and beautiful crystal. Hope can grow
and expand with age and experience. The “despair” crystal seems to have created two hexagonal crystals, possibly
indicating that new hope can be found within despair.

Do you know someone who can have a healing effect on you just by being nearby? “Adoration” results in an
untainted crystal full of life. The “eternal” crystal creates a well-formed hexagonal crystal, almost as a symbol of
eternal resonance. “Clasping hands” creates a crystal that appears willing to share its energy.



“Mom” takes a softer bundle of a shape than “Dad.”

Compared to “home cooking,” “convenience foods” does not even cause the water crystals to form a hexagonal
shape.

The crystal formed by the word “truth” has a mysterious beauty. Albert Einstein said, “The most beautiful
experience we can have is the mysterious.” Harmony is all-encompassing, and a circle seems to be forming in this
crystal when the word “harmony” is shown to it.



In contrast to the “devil” crystal, the “angel” crystal seems to be formed by an array of tiny crystals linked together.

Instead of exposing water to written stimulus, for these two crystals we repeated the expressions over and over.
Spoken words seem to have the same effect as written words, which makes sense considering they both emit energy,
or vibration.



We tried changing the words we used just a little. The result was a gradual change in the crystal, suggesting that we
are reborn with each new day.



The “You did well” crystal is indeed beautiful, while the “That’s no good” crystal failed to form. By using positive
words, you’ll spread good vibrations to those around you, and those good vibrations will eventually return to you.

While the “affection” crystal appears open and emerging, the “hate” crystal seems to be closed in. The formation
from “rage and murder” creates an image of someone hiding and waiting to attack.



“Happiness” resulted in a refined and highly detailed crystal. The second crystal makes it clear why “unhappiness”
is a word that should be avoided.



Here we have two vastly different crystals, reflecting the distinctly different energies of these two phrases.

The Japanese character for “soul” is created by combining one character that means “to speak” with another that
means “evil spirit,” indicating the importance of expressing yourself precisely.

Water crystals formed by the word “friend” were extremely beautiful and reflected happiness. Moreover, when we
look at the concept of “a circle of friends,” we observe that when you make one friend, then, one by one, you make
more friends.



These phrases both created beautiful crystals, indicating that good words resonate and bring about positive results.



These two crystals indicate the importance of sincere gratitude and apology. If there is someone to whom you should
apologize but have not, look at the “I’m sorry” crystal, say the offended person’s name, and say, “I’m sorry.”
Apologizing within your heart is the next best thing to apologizing in person.

This word created a beautiful and stable crystal. The Japanese character for “peace of mind” is represented by a
woman beneath the roof of a home, indicating the role that women can have in creating a calm and stable
environment.



The crystal created by “self-love” is packed full of energy. Perhaps you can see hands raised in prayer in all
directions. The “spousal love” crystal appears to be a smaller crystal protected by a larger one.



The “family love” crystal appears to consist of three layers of water crystals, perhaps indicating grandparents,
parents, and children. The “neighborly love” crystal seems to shine with harmony.

The “love of country” crystal seems to be supported by a larger crystal in the background. It is interesting that a
small crownshaped crystal formed off to the side. The “love for humanity” crystal is a beautiful geometrical
formation.



Exposing water to Buddhist sutras resulted in the formation of beautiful crystals, explaining why writing and reading
sutras has a soothing effect.

I placed samples of tap water on a stage where sixty Buddhist monks were chanting and recorded this remarkable
change in crystal formations.



All of the water exposed to electromagnetic fields received some damage, but the words “love and gratitude”
counteracted some of the negative effects.
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This book has the potential to

profoundly transform your world view.

Using high-speed photography, Dr.

Masaru Emoto discovered that crystals

formed in frozen water reveal changes

when specific, concentrated thoughts

are directed toward them. He found that

water from clear springs and water that

has been exposed to loving words shows

brilliant, complex, and colorful snowflake

patterns. In contrast, polluted water, or

water exposed to negative thoughts,

forms incomplete, asymmetrical patterns

with dull colors. The implications of this

research create a new awareness of how
we can positively impact the earth and

our personal health.
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NTRODUCTION

More than ten years have passed since I began taking

photographs of frozen ice crystals.

For years before that I had conducted research into

the measurement of wave fluctuations in water, but

when I started learning about crystals, I discovered that

water expresses itself in a vast variety of ways.

I learned that these photographs of crystals are

filled with much wisdom for us. In contrast to tap

water, natural water displays a beautiful array of crys-

tals—even more so when the natural water is exposed

to beautiful music. There are also fascinating differ-

ences generated in the crystals when the water is

shown different words, such as "gratitude" or "stupid."

These crystals are filled with lessons concerning how

we should—and must—live our lives.

In June 1999, I published a collection of photo-

graphs in a book called The Messages oj Water from a small

publishing company that I called Hado Kyoikusha

(Wave Fluctuation Publishing). Although this book was

self-published and not intended to be sold in the large

bookstores, word of mouth resulted in it becoming a

bestseller.

IX
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This is something that almost never happens in the

publishing industry. I was filled half with amazement as

this was happening right in front of my eyes, and half

with appreciation for the many people who took the

time to tell others about the book.

In order to share my book with more people, I

had all the Japanese explanations translated for an

English version. This led to further successes, and I

began receiving requests from Switzerland and other

countries throughout the world to give lectures.

The publishing of these crystal photographs, with

the many messages that they have for the world, couldn't

have come at a more appropriate moment in history, and

it may well be a sign of the times that so many people

are receptive of these messages. I thank God that I have

been given the opportunity to work in this capacity.

I understand that some people have difficulty with

the word or concept God. The main focus in this book

is water. And the more you understand water, the more

difficult you will find it to deny the existence of a god.

I'd like you to think about your feelings on this topic as

you look through the crystal photographs found herein.

When I was first asked to write this book for Sun-

mark Publishing in Japan, I immediately knew that there

were many marvelous things inside me that I wanted to

write about, and when I told this to Nobutaka Ueki,

President of Sunmark Publishing, he said that was what
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he wanted me to focus on. He even sent along a subor-

dinate, Ryuya Saitou, to hear my lectures in Switzerland.

Now that the book is finished, I am filled with a

sense of satisfaction. This book has given me a "stage"

from which to speak to you about the "fluctuation" the-

ories that I have studied for more than a decade, and

also about my own experiences, my research based on

the observation of human behavior, and my own

thoughts concerning the cosmos.

I wish to take this opportunity to expression my
appreciation to Shinji Tanigawa, president of Kokoro

Inc., Naoki Uchiki, Chief Editor of Sunmark,- Tatsuya

Saito,- and also to the people who I interviewed for

this book.

I also owe appreciation to Tetsuya Taguchi, past

president of Nichirei Ice Inc., who provided much of

the water that I used to make the crystals introduced in

this book.

Thank you to Beyond Words Publishing for pub-

lishing this book in English, so that more people

around the world can read about our relationship

with water.

I must not forget to offer my gratitude to all the

readers of this book. And, finally, I must say thank you

and pay my respects to the water of the cosmos.

Thank you.

XI





PROLOGUE

As you begin reading this book, I'd like to ask you to

evaluate your life. More specifically, I'd like you to ask

yourself if you are happy.

Of course, your definition of happiness will depend

upon who you are—but do you have a sense of peace

in your heart, a feeling of security about your future,

and a feeling of anticipation when you wake up in the

morning? If we can call this happiness, then would you

say that at this moment you are happy?

I think I can safely say that not many people will be

able to reply with a resounding yes. Most people are

unable to say that their life is everything they had

hoped it would be. What is it that causes us so much

pain? What is going on in the world that prevents so

many people from simply being happy?

It seems to me that we are living in an age of chaos.

Chaos describes a condition of confusion, indicative of

the unorganized matter that existed before the creation

of the cosmos.

Simply by going about our lives, we find ourselves

worn out and fatigued. Newspapers and television

bombard us with information, and at work we face
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problems and misunderstandings. The sources of our

problems seem numerous and overwhelming.

This is likely to be a fact of life no matter where

in the world we go. This tiny planet of ours is covered

with economic conflict, domestic discord, ethnic

prejudice, environmental distress, religious wars, and

every other type of problem imaginable. And all the

bad news about people suffering, people enjoying

the suffering, people getting richer, people getting

poorer, the oppressed and the oppressors, reaches us

within a matter of seconds from the opposite side of

the globe.

Who, might we ask, is responsible for all this suf-

fering? The world is becoming an ever more divided,

estranged, and complicated place to live. We are

already up to our necks in chaos, but the world's trou-

bles seem to be getting deeper and deeper.

One thing we all have in common is that we are

looking for a way out. Everyone is looking for an

answer—and it is an answer so simple and effective

that it has heretofore eluded us.

So what is the cause of all this chaos? What is at the

center of it all? Whatever it is, it is pushing the world

away from harmony and towards discord.
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Perhaps this is an inevitable phenomenon. Though

we all belong to the same species, if we live in different

places and in different skin ways, the way we think is

bound to be different.

And to make matters worse, most people have diffi-

culty accepting things that are unlike the things around

them. The result is a neverending process of troubles and

suffering. It would seem that as long as people are people,

any solution proposed is certain to come up short.

And so now we are back where we started. Can

there ever be a single solution that can apply to all

people on the globe, that everyone can be convinced of,

and that is so simple that everyone can understand it?

In fact, I have found the answer, and it is just this:

The average human body is 70 percent water.

We start out life being 99 percent water, as fetuses.

When we are born, we are 90 percent water, and by the

time we reach adulthood we are down to 70 percent. If

we die of old age, we will probably be about 50 percent

water. In other words, throughout our lives we exist

mostly as water.

From a physical perspective, humans are water. When

I realized this and started to look at the world from this

perspective, I began to see things in a whole new way

First, I realized that this connection to water

applies to all peoples. Therefore, what I am about to

say applies to everyone, all over the world.

XV
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I believe I am also starting to see the way that

people should live their lives. So how can people live

happy and healthy lives? The answer is to purify the

water that makes up 70 percent of your body.

Water in a river remains pure because it is moving.

When water becomes trapped, it dies. Therefore, water

must constantly be circulated. The water—or blood

—

in the bodies of the sick is usually stagnant. When
blood stops flowing, the body starts to decay, and if the

blood in your brain stops, it can be life threatening.

But why does blood become stagnant? We can see

this condition as the stagnation of the emotions.

Modern researchers have shown that the condition of

the mind has a direct impact on the condition of the

body. When you are living a full and enjoyable life,

you feel better physically, and when your life is filled

with struggles and sorrow, your body knows it.

So when your emotions flow throughout your

body, you feel a sense of joy and you move towards

physical health.

Moving, changing, flowing—this is what life is

all about.

If we consider that before we became human beings,

we existed as water, we get closer to finding the answer

XVI
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to the basic question of what a human being is. If we

have a clear understanding of water, we will better

understand the human body, and even unlock the mys-

tery of why we were born and exist as we do.

So just what is water? Your first answer might be

that it is a life force. If we lose 50 percent of the water

in our bodies, we can no longer maintain life. Water,

carried by blood and bodily fluids, is the means by

which nourishment is circulated throughout our

bodies. This flow of water enables us to live active lives.

Water serves as the transporter of energy through-

out our body.

This transport of energy is similar to a freight car

that moves throughout the body. If the body is clogged

and soiled, then the cargo in the freight car will also

become filthy, and so it is essential that water always

remain clean.

More now than in the past, the medical commu-

nity has begun to see water as a transporter of energy,

and it is even being used in the treatment of illness.

Homeopathy is one such field where the value of

water is recognized.

Homeopathy originated in Germany in the first

half of the nineteenth century with the work of Samuel

Hahnemann (1791-1843), but its roots go back to the

father of medicine, Hippocrates (c. 460-c. 370 BC),

who wrote down many treatments similar to those
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promoted by homeopathy. In a word, these pioneers of

medicine taught us to "treat like with like, fight poison

with poison."

For example, if someone is suffering from lead poi-

soning, symptoms can be alleviated by drinking water

with the minutest amount of lead in it—an amount rang-

ing 1 part in 10 12 (one trillion) to 1 part in 10 4 ""!

At this level, the matter no longer for practical pur-

poses remains in the water, but the characteristics of the

matter do remain, and this forms the medicine for

treating lead poisoning.

Homeopathy proposes that the greater the dilu-

tion, the greater the effectiveness. The logical conclu-

sion is that the denser the poison in the body, the

higher should be the dilution ratio.

Another way to express this idea is that, instead of

the effect of the matter being used to get rid of the

symptoms, the information copied to the water is being

used to cancel out the information of the symptoms

from the poison.

So water has the ability to copy and memorize infor-

mation. We may also say that the water of the oceans

has memories of the creatures that live in the ocean.

The earth's glaciers may well contain millions of years

of the planet's history.

Water circulates around the globe, flowing through

our bodies and spreading to the rest of the world. If



PROLOGUE

we were capable of reading this information contained

in the memory of water, we would read a story of epic

proportions.

To understand water is to understand the cosmos,

the marvels of nature, and life itself.

I have studied water for many years. The realization

that water has the ability to copy information has

changed my life. After making this discovery in Amer-

ica, I brought it back with me to Japan, and have since

used the information-copying function of water to help

people recover their health.

At that time, however, doctors would not even

consider the possibility that water by itself had healing

capabilities. I was and am fully convinced that water is

able to memorize and transport information, but this

suggestion has been met with complete rejection by

the medical community.

In 1988, the French scientist Jacques Benveniste

undertook an experiment to test the basic principles of

homeopathy. He diluted a medicine with water to the

point where the medicine was no longer detectable

by clinical means, and then he discovered that this

dilution had the same effect on patients as the undi-

luted medicine.
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A year after he submitted his results to the British

scientific journal Naturt they were finally published,

along with the comment that the results of the experi-

ment were doubtful and without any physical proof. The

hypothesis has remained buried and forgotten ever since.

Whenever someone comes along with research and

experiments that turn the scientific community on its

ear the reaction to one degree or another is usually

the same. 1 long wondered if it might be possible to

rind physical evidence of the ability of water to memo-

rize information—might there be some way of seeing

it with the physical eye?

When your heart is open to possibilities you start

to notice small things that can lead to enormous dis-

coveries. And one day I casually opened a book to

words that jumped off the page: No two snow crystals

are exactly the same

Of course I had learned this same thing in elemen-

tary school. The faces of all the snowflak.es that have

fallen on the earth for millions of years have all been dif-

ferent However I read this sentence as if it had a com-

pletely different meaning because my heart was open

and receptive to its message. The next moment I

thought. // I freeze water and look at the crystals, each one will

look totally unique. And that moment marked my rirst step

on an adventure into a new and unexplored world My
plan was to freeze water and take pictures of the crystals
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It's my nature not to want to sit on a fresh idea.

I immediately asked a young researcher in my company

to start experimenting, but this was a field that no one

knew anything about. There was nothing to assure us

that our efforts would eventually pay off. Oddly

enough, I never doubted that they would. I knew with

certainty that my hypothesis was correct and that the

experiments would go well

—

I just knew it. I usually suf-

fer from a critical shortage of perseverance, but this

time I refused to give up.

My first step was to lease an extremely accurate

microscope and look at water frozen in a kitchen refrig-

erator. However, since the photographs were taken at

room temperature, the ice would soon melt. It took us

quite some time before we were able to get any photo-

graphs of crystals.

Late each evening, I would take the young researcher

to dinner and try to encourage him. I told him that I

only expected him to do his best.

After two months of experiments, we finally suc-

ceeded in getting one photograph. The water gave us

a photograph of a beautiful hexagonal crystal. I was

filled with excitement when the researcher came to me

with the news.

I now have a large walk-in refrigerator where the

temperature is maintained at -5°C (23°F) for experi-

menting, but it all started with that first photograph.

XXI
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Considering the method we used and what I know

now, it was quite miraculous that we were able to get

that first photograph at all.

What you really know is possible in your heart is

possible. We make it possible by our will. What we

imagine in our minds becomes our world. That's just

one of many things that I have learned from water.

The crystal photographs that 1 started taking proved to

be extremely eloquent in expressing the world. I found

within them a profound philosophy. Crystals emerge

for only twenty or thirty seconds as the temperature

rises and the ice starts to melt. The truths of the cos-

mos take shape and become visible, if only for a few

moments. This short window of time gives us a glimpse

into a world that is indeed magical.

Let me explain how I go about taking photographs

of crystals.

1 put fifty different types of water in fifty different

Petri dishes. (I used one hundred during the first few

years.) I then freeze the dishes at -20°C (-4°F) for

three hours in a freezer. The result is that surface ten-

sion forms drops of ice in the Petri dishes about one

millimeter across. The crystal appears when you shine

a light on the crown of the drop of ice.
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Of course, the result is never fifty similar crystals,

and sometimes no crystals at all are formed. When we

graphed the formation of the crystals, we realized that

different water formed different crystals. Some of them

were clearly similar, some were deformed, and in some

types of water, no crystals at all formed.

First I looked at the crystals of tap water from dif-

ferent locations. The water of Tokyo was a disaster

—

not a single complete crystal was formed. Tap water

includes a dose of chlorine used to sanitize it, utterly

destroying the structure found in natural water.

However, within natural water, no matter where

it came from—natural springs, underground rivers,

glaciers, and the upper reaches of rivers—complete

crystals formed.

My efforts to photograph ice crystals and conduct

research began to move ahead. Then one day the

researcher—who was as caught up in the project as I

—

said something completely out of left field: "Let's see

what happens when we expose the water to music."

I knew that it was possible for the vibrations of

music to have an effect on the water. I myself enjoy

music immensely, and had even had hopes of becoming

a professional musician as a child, and so I was all in

favor of this off-the-wall experiment.

At first we had no idea what music we would use

and under what conditions we would conduct the
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experiment. But after considerable trial and error, we

reached the conclusion that the best method was prob-

ably the simplest—put a bottle of water on a table

between two speakers and expose it to a volume at

which a person might normally listen to music. We
would also need to use the same water that we had used

in previous experiments.

We first tried distilled water from a drugstore.

The results astounded us. Beethoven's Pastoral

Symphony, with its bright and clear tones, resulted in

beautiful and well-formed crystals. Mozart's 40th Sym-

phony, a graceful prayer to beauty, created crystals that

were delicate and elegant. And the crystals formed by

exposure to Chopin's Etude in E, Op. 10, No. 3, sur-

prised us with their lovely detail.

All the classical music that we exposed the water to

resulted in well-formed crystals with distinct character-

istics. In contrast, the water exposed to violent heavy-

metal music resulted in fragmented and malformed

crystals at best.

But our experimenting didn't stop there. We next

thought about what would happen if we wrote words

or phrases like "Thank you" and "Fool" on pieces of

paper, and wrapped the paper around the bottles of

water with the words facing in. It didn't seem logical

for water to "read" the writing, understand the mean-

ing, and change its form accordingly. But I knew from
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the experiment with music that strange things could

happen. We felt as if we were explorers setting out on

a journey through an unmapped jungle.

The results of the experiments didn't disappoint us.

Water exposed to "Thank you" formed beautiful hexag-

onal crystals, but water exposed to the word "Fool"

produced crystals similar to the water exposed to

heavy-metal music, malformed and fragmented.

Further experimenting showed that water exposed

to positive expressions like "Let's do it!" created attrac-

tive, well-formed crystals, but that water exposed to

negative expressions like "Do it!" barely formed any

crystals at all.

The lesson that we can learn from this experiment

has to do with the power of words. The vibration of

good words has a positive effect on our world,

whereas the vibration from negative words has the

power to destroy.

Learning about water is like an exploration to discover

how the cosmos works, and the crystals revealed

through water are like the portal into another dimen-

sion. As we continued with our experiments in taking

photographs of crystals, we found that we were setting
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out to climb the stairs toward an understanding of the

profound truths of the cosmos.

I particularly remember one photograph. It was the

most beautiful and delicate crystal that 1 had so far

seen—formed by being exposed to the words "love and

gratitude." It was if the water had rejoiced and cele-

brated by creating a flower in bloom. It was so beauti-

ful that I can say that it actually changed my life from

that moment on.

Water had taught me the delicacy of the human

soul, and the impact that "love and gratitude" can have

on the world.

In Japan, it is said that words of the soul reside in a

spirit called kotodama or the spirit of words, and the act of

speaking words has the power to change the world. We
all know that words have an enormous influence on the

way we think and feel, and that things generally go

more smoothly when positive words are used. How-

ever, up until now we have never been able to physi-

cally see the effect of positive words.

Words are an expression of the soul. And the con-

dition of our soul is very likely to have an enormous

impact on the water that composes as much as 70 per-

cent of our body, and this impact will in no small way

affect our bodies. People who are in good health are

also generally in good spirits. Indeed, a healthy spirit

most comfortably resides in a healthy body.
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Out of desire to help as many people as possible

remain or become healthy, I had worked for years tak-

ing care of the sick. And the more afflicted people that

I see, the more I become convinced that illness is not

just an individual problem, but a result of the deforma-

tion of society as a whole.

Unless something is done about the deformed

world that we live in, and unless we can heal the

wounded soul, the number of people suffering from

physical illnesses will not decline.

So what are the deformities of the world? These are

the deformities of the soul, and such deformities have

an impact on the cosmos itself. Just as a drop in a pond

creates a ripple that spreads out endlessly, the defor-

mity of even one soul spreads throughout the world,

resulting in global deformities.

But all is not lost—there is hope. There is salvation,

and it's called "love and gratitude."

The earth is searching. It wants to be beautiful. It

wants to be the most beautiful that it can be. Earlier I

said that we could define the human being as water.

I am quite certain that the water in the people who

look at the photographs of crystals undergoes some

form of change.

And I have found the most beautiful crystal of all

—

the one created by "love and gratitude." This is suppos-

edly what all the world's religions are founded on, and
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if that were true, there would be no need for laws. You

already know the answer. "Love and gratitude" are the

words that must serve as the guide for the world.

Water teaches in a very clear way how we must live

our lives. The story of water reaches from every indi-

vidual cell to encompass the entire cosmos. I hope that

you will feel the same anticipation and excitement that

I felt as I discovered the unfolding of this drama.
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CHAPTER ONE

Of What Is the Universe Made?

Understanding the fact that we are essentially

water is the key to uncovering the mysteries of

the universe. If you reexamine the world around you

from this new perspective, you will start to see things

as you have never seen them before.

The various events that unfold throughout a per-

son's life are events reflected in water. The individual

and society make up one enormous ocean,- by adding

our individual drops to this ocean, we participate in the

formation of society.

I wanted as many people as possible to hear the mes-

sage that water has for us, and so I decided to publish the
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photographs of the ice crystals. This act was only a

small drop, but it created a ripple that resulted in an

ever-expanding wave that has had enormous impact on

my lire, and the lives of many others.

I first published my photographs in 1999, six long

years after I started out on this unusual venture. During

those first six years, a mountain of photographs had

accumulated and was just sitting there in my office.

To prepare the photographs for publication, I tried

to put them in some sort of order, and as I did so I

started to realize that there was a story unfolding before

my eyes. I began to realize that there was a grand and

marvelous story that each individual crystal was trying

to tell me.

As soon as I latched onto the idea of publishing

my photographs, I talked to several publishers about

my idea, but no one seemed interested. Rejection

didn't change my determination to have my photo-

graphs published, and so 1 decided that I would pub-

lish them on my own. But I soon realized that though

I could afford to have the photographs printed and

bound into a book, the restrictive distribution system

in Japan wouldn't allow me to have the books sold in

bookstores.

This seemed like a formidable obstacle, but I just

decided not to worry about it. When the completed

books arrived, we packed up the books for the few
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hundred friends and acquaintances who had reserved

copies and sent them off. Not long after sending off

these first copies, a strange thing started to happen. We
started getting reorders from the people who had

reserved copies. They had told their friends and

acquaintances about the book, and those people had

told others. Some people bought five or even ten

copies and distributed them to their friends. It indeed

seemed like the drop in the pond had become a fast-

spreading ripple.

My expectations quickly expanded, and I next

wanted people around the world to know what was in

this book of photographs, and so I had a translation

company translate all the explanations into English.

Happily, people from around the world did see the

book: Shizuko Ouwehand, a woman who would later

serve as my interpreter, sent the book to friends in

Europe and America, and this resulted in invitations

from people who had seen the photographs to visit

those countries and present lectures. Over the years,

I have been blessed with opportunities to visit Switzer-

land, Germany, Australia, the Netherlands, Italy,

England, the United States, Canada, and many other

countries to introduce the crystals to the people of

the world.

Everything seemed to happen at just the right time.

People are looking for a way to make sense of this
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world of chaos that we find ourselves in. This photo-

graph album became a small but meaningful drop that

created a ripple, which has since spread throughout

the world.

I would like here to introduce only a small portion

of the photographs that I have taken. Some of them are

included in the work The Messages of Water, and some

from the second collection of photographs called The

Messages of Water 11, and other photographs were taken

especially for this book. You yourself will be able to

clearly see the effect that words, photographs, and

music can have on water.

These photographs were seen by Japanese as well

by people from around the world, many of whom sent

me letters with their opinions and thoughts. The peb-

ble that I threw into the pond had indeed created a

large ripple that now started to come back to me.

I was astounded to see that so many people were

impressed by the effect that the energy of human con-

sciousness and words had on the formation of ice

crystals, despite the fact that this idea—that words and

thoughts have the power to change water and other

substances—may certainly seem like far-out religion or

philosophy.

{Text continues on page 3 7.



We showed words to water

We wrapped a piece of paper with words typed on it

around a bottle of water.

Love and gratitude

This crystal is as perfect as can be. This indicates that

love and gratitude are fundamental to the phenomenon

of life in all of nature.



We showed words meaning "thank you" in different lan-

guages, always resulting in crystals that were beautiful

and complete.



Thank you (Korean, Grazie (Italian



When words that indicated harm to humans were shown

to the water, no crystals formed. It even appears that the

words You make me sick created the shape of a man
with a <^un



Angel (Japanese

ilfJb iHDi!' >*wii
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The word "angel" resulted in a ring of small cryst;
'

linked together, while the word "Satan" formed a crystal

with a dark lump in the center as if ready to attack.



'

Do it! (Japane*

Let's do it!" creates a lovely shape, while "Do it: creates

a crystal similar to that created hy the word "Satan

This mi^ht indicate that force and commands are alien

to the principles ol nature.



This shows what a simple "I'm sorry" can result in.

Perhaps the reason the crystal is blurred is because a

simple "I'm sorry" can sound more sincere than a more

elaborate apology.



The wo...

fully formed crystals. This may indicate that wisdom is

a basic principle of nature throughout the world.



A test conducted at an elementary school

Here are some photographs taken after children at a

Japanese elementary school spoke to the water, and also

one photograph of water that was ignored.

You fool

The children said different things to different bottles

of water. When the children said "You're cute" to the

water, cute crystals formed, but "You fool" had the

opposite effect.

13



When the water was ignored

When the water was told "You're beautiful" several times,

u resulted in crystals more well-formed than when the

water was only told this a few times. The crystal formed

by the ignored water was the least complete.



What does the face of the cosmos look like?

Here are photographs of crystals made from water

exposed to the word "cosmos" in Japanese, English, and

German, and also a crystal formed using a photograph

of the earth.

Cosmos (Japanese
]

Kosmos (German)

All three crystals are similar, with clearly formed crys

tals. It appears that the principles of the cosmos tran-

scend language differences.
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icn shown a photograph of t

The crystal is beautiful, but we can't help but notice

that it is a little deformed. It not tor this deformity, it

would be as beautiful as any complete crystal.



What happens when water is exposed to music?

The following crystal photographs were produced when

glass bottles of water were placed between two speakers.

Beethoven: Symphony No. 6 ("Pastoral")

Beethoven's music resulted in fanciful crystals with great

detail and exactness, creating a healing effect.

i
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This beautiful crystal reflects the beauty ol this piece ol

music. The crystal seems to indicate the unreserved way

that Mozart lived his life.



This flowing melody by Bach (in the famous arrangement

for violin and piano) is well represented by this crystal.



Piano music seems to create droplet-like crystals



while the rainbow col

ors of the bottom crystal seem to represent the light of

hope, perhaps affected by the story of Swan Lake.



The orthodox form was unexpected Perhaps this is a

result ol this song being a favorite throughout the world



As if to mimic the song, the crystal is divided into

two parts.



Modern jazz from the 1950s created this beautiful

crystal, indicative of the healing qualities ot this music

created during a period of turmoil.



Heavy-metal music

This is the result of loud music full of angry and vulgar

lyrics. The result is similar to that created by "You fooll'

indicating that water responds more to words than

to music



Vivaldi: Foir

ne rour seasons are well represented by these

the blossoming of spring, the flowery summer, the

promise of new lite in mature fall, and the quiet steadi

>l winter.



apanese nursery song,

ne woras

d dragonfly (from a

1 found a little au* autumn resulted in a smai

crystal with grains that look like fallen leaves, and the

crystal resulting from "Red dragonfly" could be interpreted

as six dragonflies with their petal-like wings spread open.



Blooming tangerine

ic color 01 every ten secoi

showing that water also breathes. Perhaps the changing

ol the center to red indicates the changing color ol

the tangerine.



Harmful effects of electromagnetic waves

Samples of distilled water and water shown the words "love

and gratitude" were placed next to televisions, computers,

and mobile telephones, and heated by microwave ovens.

Computer

The water samples shown "love and gratitude" on the

left created more complete crystals than the distilled

water samples on the right. This would indicate that

moderation is needed with televisions and computers.
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a crystal similar to that created by the word Satan," and

the water exposed to the mobile telephone cant be

much better lor your body.



This beautiful crystal is made from water shown a pro-

gram about the mysteries of life, showing that the dan-

ger of electromagnetic waves changes with the content

of the information.



Some unusual crystals

On the following pages arc photographs of crystals

made from lake water that has been prayed over, water

shown the name of Amaterasu, the Shinto sun goddess,

and water shown images of crop circles, dolphins, and

ground water right before and after an earthquake.

Lake water before and after a Buddhist healing prayer

A priest repeated a healing prayer facing the lake. The

first crystal before the prayer looks like a distorted face,

but the crystal formed after the prayer looks like a light

shining from the galaxy

^2



This crystal looks like a beautiful mirror or perhaps the

outline of the sun. In addition to being beautiful, it radi

ates with grandeur or even holiness.



The crystal shown a crop circle looked like a UFO. The

water from Japans oldest shrine resulted in a crystal that

resembles the shape ot the character in Japanese that

means "gratitude."



shown a photograpl

Dolphins are said to be as intelligent as or more intelli-

gent than human beings, and are said to have healing

powers. This noble crystal seems to radiate with healing



;lu before and ah

tunc, and later in the same place

Before the earthquake, no crystals were formed, as if the

water were predicting the earthquake. As time passed

after the earthquake, the ability of the water to form

crystals returned
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While some water resulted in crystals of grandeur,

as if to symbolize all the beauty of this world, the crys-

tals formed from other water were deformed or nonex-

istent, as if to tell us something about the dark recesses

dormant within the soul.

When I give lectures, I use slides to show my pho-

tographs of ice crystals. The reactions to these slides

are quite varied. I often hear people gasp in surprise

and sometimes even see them shed tears. I have dis-

covered that a single drop of water can have various

ripple effects on an individual.

Manuela Kihrn, the person who first invited me to

give a lecture in Switzerland, expressed her feelings

this way when she reacted to the photographs:

We can see the wonder of the water crystal

photographs with our own eyes. As a result,

our consciousness makes a rapid leap. This

awakening of the consciousness happens

almost instantly. The fact that things that we

have thought and felt can be seen with our eyes

accelerates this change.

Another Swiss participant responded,

Through the photographs, I could see that the

energy of our consciousness and words can
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change things that we can actually see with our

eyes. This is the first and only way that this elu-

sive energy can be viewed. We don't believe

what we can't see, but the ice crystals show us

everything— it's no longer about whether you

believe or disbelieve. Using this method, any-

one can conduct their own experiment and

prove it for themselves.

And a Japanese reader wrote,

Water is not just another substance— it is the

life force of majestic nature. It made me once

again realize the mysterious ability of water to

cleanse and give life to all living. I can see that

the soul, feelings, and vibration have an effect

on the formation of ice crystals, and through

this I can feel the importance of the soul and

words. This information is extremely wonder-

ful and uniquely impressive.

It appears that ice crystals are closely and perma-

nently linked to the human soul. When I think about

why ice crystals have spoken to so many people, I

know that it is because they contain the key to the

mysteries of the universe, and this key can unlock the

consciousness required to understand the proper order

of the universe, and our role in it.
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Water is the mirror of the soul. It has many faces,

formed by aligning itself with the consciousness of

human beings. What gives water its ability to reflect

what is in people's souls? In order to answer that ques-

tion, I would first like to make sure that you understand

this fact: Existence is vibration.

The entire universe is in a state of vibration, and

each thing generates its own frequency, which is unique.

All that I have to say in this book is based on this one

fact. My years of research into water have taught me

that this is the fundamental principle of the universe.

It can be said in just three words, but for people

who have never heard them, these are very difficult

words to understand.

You might think, Existence is vibration? Even this table?

This chair? My body? How can everything that can be seen and

touched be vibration? It is indeed difficult to believe that

things that you can pick up with your hands and

examine—things like wood, rocks, and concrete—are

all vibrating.

But now the science of quantum mechanics gener-

ally acknowledges that substance is nothing more than

vibration. When we separate something into its small-

est parts, we always enter a strange world where all that

exists is particles and waves.

Let's imagine that you could reduce your body to

microscopic size, and that you set off on an exploration
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to discover the secrets of this universe called you. You

would soon see that each thing consists of nothing

more than atoms, each atom being a nucleus with elec-

trons rotating around it. The number and shape of

these electrons and their orbits give each substance a

particular set of vibrational frequencies. You would dis-

cover that whatever the substance, nothing is solid.

Instead there is only a nucleus surrounded by an end-

lessly rotating wave.

Everything is eternally moving and vibrating—on

and off. at an incredible speed.

According to the Hanyasbingyo , the Buddhist Wisdom

and Heart Sutra That which can be seen has no form

and that which cannot be seen has form. We can now

say that this strange contradiction, spoken ages ago by

the Buddha has been proved true by modern science.

Our eyes can see objects, but they cant see vibra-

tion. However I d like you to ask yourself if you haven't

had an experience similar to the following:

You are talking with someone in a room and the

mood is warm friendly and free-flowing. Then

another person enters the room. The moment they

open the door, you notice a change in the atmosphere

and now instead of warmth tilling the room, the space

is encased in a dark and cold mood.

You look at the new arrivals face and see a haggard

expression and humped-over shoulders, someone who
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looks like they are just tired with life. What could be

the cause of this pain? Maybe a broken heart, a mistake

at work, or just general disgust with life—I'll leave it up

to you. What I want you to think about is why the

mood in the room changed the moment that the door

was opened.

Human beings are also vibrating, and each indi-

vidual vibrates at a unique frequency. Each one of us

has the sensory skills necessary to feel the vibrations

of others.

A person experiencing great sadness will emit a sad-

ness frequency, and someone who is always joyful and

living life fully will emit a corresponding frequency.

A person who loves others will send out a frequency of

love, but from a person who acts out evil will come a

dark and evil frequency.

This same principle also applies to objects and

locations. For example, there are locations where acci-

dents frequently happen, locations where businesses

succeed, and locations that create happiness. And you

might have heard about a jewel that brings tragedy to

successive owners.

This applies not only to physical objects, but the

various phenomena that go on in the world also emit

characteristic frequencies. A change in the energy of

the atmosphere results in lightning and storms. Intense

energy will result in natural disasters, but we need to
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realize that these are not evil events It we consider

the enormous amount ot evil energy being blown away

perhaps we should actually be appreciative of lightning

and storms.

For another illustration think about the fact that

people around the world enjoy coming together to cel-

ebrate ^"hen people gather wear special clothes sing

and dance and are festive the result is that stagnant

and evil vibrations are dissipated and joyous vibrations

are created.

All things vibrate and they vibrate at their own

frequencies When you understand this you will sig-

nificantly broaden your understanding of the universe.

With this understanding your eyes will open to things

you have never seen before—things previously pushed

to the back of your consciousness—and these discov-

eries and feelings will give new life to your soul

The fact that everything is in a state of vibration

also means that everything is creating sound.

This doesnt mean that we can hear every sound

although there are some people who apparently hear

the voices of trees and who can communicate with

plants Whether we can hear the sound or not we can

say that the unique frequency of all objects can be

interpreted as sound

It is said that the human ear is generally capable of

hearing frequencies from approximately 15 H
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20 000 Hz ( \-\z, or Hertz, indicates the number of

cycles of the repetitive waveform per second; Actually,

it's a good thing that our ears have such limits— other-

wise we probably wouldn't be able to sleep at night.

The natural world is indeed well designed—every-

thing is in balance. And as sound is created, there is a

master listener to receive the sound: water.

Let me ask you to think about why crystal forma-

tion would be affected by music, and why completely

different results would be reached depending on the

spoken and written words water was exposed to. The

answer is found, again, in the fact that everything is

vibration. Water—so sensitive to the unique frequen-

cies being emitted by the world

—

essentially and effi-

ciently mirrors the outside world

Music and spoken words are vibration, they are

easily understood and interpreted by just about any-

one Sounds like the chant created by a human voice at

a Buddhist funeral create a healing frequency

But how can we interpret the phenomena of crystal

formation being affected by words written on paper

and shown to water" The written words themselves

actually emit a unique vibration that the water is capa-

ble of sensing Water faithfully mirrors all the vibra-

tions created in the world, and changes these vibrations

into a form that can be seen with the human eye.

When water is shown a written word, it receives it as
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vibration, and expresses the message in a specific form.

(You might think of letters as being a visual code for

expressing words.)

But what, fundamentally, are words? The Old Tes-

tament states, "In the beginning there was the Word."

This would mean that before the creation of the uni-

verse, there existed "the Word." My interpretation of

this is that "the Word" created human beings, and

human beings then learned words from nature.

In primeval times, when people lived within nature,

they needed to protect themselves, and so they were

sensitive to the frequencies and sounds generated by

nature, in order to detect danger before it could sneak

up on them.

The sound of the wind blowing, the sound of water

flowing, the sound of an animal walking through the

grass—the ability to understand these sounds and relay

them to others using one's voice was required for sur-

vival. It is likely that these attempts at language were

simple messages of a few words, but with the develop-

ment of culture and accumulation of experience, our

vocabulary expanded.

Why, then, are the languages that people speak so

diverse? This is quite easy to understand if you con-

sider that language is learned from the vibrations of the

natural environment. The natural environment varies

greatly with location, and each environment will create

14
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different vibrations. The volatile weather climate of

Europe and the humid islands of Asia all create differ-

ent vibrations that flow out of nature. In Japan, there

are four distinct seasons, and so the Japanese lan-

guage reflects this with a beautiful lexicon of weather-

related words.

Water exposed to the words "Thank you" formed

beautiful geometric crystals, no matter what the lan-

guage. But water exposed to "You fool" and other

degrading words resulted in obviously broken and

deformed crystals.

According to the Bible, before the Tower of Babel

all people spoke the same language. Perhaps this is

telling us that even though location and natural envi-

ronment differ, the fundamental principles of nature

are the same.

We can surmise that when a complete geometric

crystal is formed, water is in alignment with nature and

the phenomenon we call life. The crystals do not form

in water that has been polluted by the results of our

failure to remember the laws of nature. When we tried

taking photographs of crystals from Tokyo's tap water,

the results were pitiful. This is because the water is san-

itized with chlorine, thus damaging the innate ability

of water to form crystals.

When water freezes, the particles of water link

together to form the crystal nucleus, and when the
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nucleus grows in a stable way into a hexagonal shape,

a visible water crystal appears,- but when information in

conflict with nature is present, an incomplete crystal

will be formed.

The words gratitude and love form the fundamental

principles of the laws of nature and the phenomenon

of life. Therefore, water in its natural form is required

to create the hexagonal form. By contrast, words such

as "You fool" do not exist in nature and are instead

unnatural elements created by people. Words that

revile, harm, and ridicule are the result of the culture

created by humans.

It's likely that only vibrations of love and gratitude

appear in nature, and observation of nature shows this

to be true. The trees and plants show respect for each

other by the way they live in harmony. This also

applies to the animal kingdom. Even lions only kill

when hungry, and never at random. The plants in the

shadows of the trees do not complain, and the animals

do not try to take more food than they require.

In an article in the March-April 1989 issue of the

American scientific journal 2ist Century Science and Tech-

nology, Warren J. Hamerman wrote that the organic

matter that forms human beings generates a frequency

that can be represented by sound at approximately

forty-two octaves above middle C (the note near the

center of the piano keyboard). The modern standard
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for middle C is approximately 262 Hz, so this means

that the sound reaches roughly 570 trillion Hz. Since

Hz means vibrations per second, this indicates that

human beings vibrate 570 trillion times a second, a

number that exceeds the imagination and indicates

incredible and wonderful hidden potential.

It is difficult to conceive forty-two octaves, but just

realize that the frequency of the human being is

immensely diverse and unparalleled. The human being

holds a universe within, filled with overlapping frequen-

cies, and the result is a symphony of cosmic proportions.

When I talk to people about vibration and fre-

quency, I use what I like to call the "Do-re-mi-fa-so-la-ti

theory." This simple theory just means that the fre-

quency of everything in the cosmos can be summarized

in seven parts

—

do, re, mi, fa, so, la, and ti.

The universe consists of an uncountable number of

things ranging from the lowest to the highest fre-

quency. It might help to imagine keys aligned in order

on a piano keyboard, starting from the lowest sound. If

you press down on the white keys, you will hit do, re, mi,

fa, so, la, and ti When you move up the keyboard one

octave, from one do to the next, the frequency doubles.

In other words, the doubling of frequencies divided into

seven parts is do, re, mi, fa, so, la, and ti. Therefore, the

repeating of these seven sounds expresses all sound

from the lowest to the highest.
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But what enlightenment can be obtained by seeing

frequency as sound?

The most important revelation is that of reso-

nance. Sounds of the same frequency resonate. This

can be understood by making use of a tuning fork, a

Y-shaped instrument used to tune the pitch of an

instrument or voice.

When a tuning fork is hit with a rubber hammer,

creating a la sound, and a singer responds with a la, the

tuning fork and the voice create a single frequency

sound wave. This is called resonance. When one side

creates a frequency and the other responds with the

same sound, they resonate. It's said that likes attract,

and so it would appear that vibrations attract and inter-

act with each other.

With some careful observation, you'll see that this

same phenomenon is going on all around you. A dog

walking along the street may not respond to other ani-

mals it passes but will be very responsive to a dog on

the other side of the street. Dogs will often howl when

they hear the sound of a siren, and this could also be a

type of resonance.

And we see this in human relationships: people

who generate similar frequencies are attracted to each

other, resulting in friendship. Certain people remain

uninterested in each other, no matter how physically

close they may be. However, if someone you don't like
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approaches you and you react, this also means that you

are resonating in some way with that person.

The greatest secret of Japanese martial arts is

referred to as "winning without fighting." This essen-

tially means avoiding resonating with the enemy. To

fight and win results in resonance with the enemy, and

so the level of the relationship is very low.

When frequencies are fundamentally incompatible,

they cannot resonate. We cannot accept what is funda-

mentally different from us.

However, an interesting fact is that resonance can

result even when frequencies are not identical. This

happens, for instance, when the frequency is doubled.

Playing the la key on the piano at 440 Hz and the la

key an octave lower at 220 Hz creates quite a pleasant

resonating sound, and responding to a tuning fork with

a sound one octave lower also creates nice resonance.

When the frequency difference is twofold, four-

fold, eightfold, and so on—or one-half, one-quarter,

and so on—the result is resonance. The principle of

this relationship extends to infinity. No matter how

distant the frequencies, resonance will result if one of

the two numbers is a multiple of the other. We can also

say that for every sound on each level there is a res-

onating sound on every other level.

When you think about it, people are attracted to

Christ, Buddha, and others who emit a high level of
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vibration but we also hnd ourselves attracted to the

low-level outlaws of society (such as Bonnie and

Clvde This may seem like an inconsistency, but it can

be explained by the fact that people resonate with oth-

ers on various levels. Perhaps this dichotomy is a natu-

ral part of lite

It might help our understanding in this area to con-

sider how to interpret from a vibration-frequency per-

spective the phenomenon of two people falling in love.

Love is one type of resonance. If for example you

have a trequencv-level capability of 10 vou will res-

onate with others on that same level or perhaps with

someone on a level a little higher sav 12.

When people resonate and tall in love they rise to

their highest level of capability. If a person with a capa-

bility ot 10 who has only been using 5 parts of that

capacity falls in love with someone with a level of 12

then he or she will naturally make use of the level- 10

capability and show an increase in frequency

When you are in love vou perform better at work

and the work that you do and often your environ-

ment may well change without vou realizing it

People who continue to do superior work well into old

age are almost inevitably in love. Of course, this love

is not limited to romantic love It also can include a

loving respect and attraction towards other people.

Love has the effect ot raising our frequency level and
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making us shine. Wouldn't it be wonderful if we could

be in love for a lifetime?

Most of the objects found in nature emit stable fre-

quencies. Each sparrow sounds basically the same

(though the sparrows themselves might recognize

slight differences), and the sounds made by dogs or cats

do not have a great deal of variation. By contrast, the

human being is able to make full use of the do, re, mi, fa,

so, la, ti scale to create beautiful melodies. Wouldn't you

agree that this is indeed a marvelous ability?

Humans are the only creatures that have the capac-

ity to resonate with all other creatures and objects

found in nature. We can speak with all that exists in the

universe. We can give out energy and also receive

energy in return. However, this is ability is a two-edged

sword. When people act out only on their own greed,

they emit an energy that serves to destroy the harmony

within nature.

The defiling of our earth is the result of an unre-

lenting hunger for convenience and the fulfillment of

greed, initiated by the industrial revolution. This has

led to lifestyles of mass consumption that seriously

threaten the global environment.

We have embarked on a new century, a time in his-

tory when we must make serious changes in the way

that we think. Only the human can resonate with the
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rest of the world, and this is why it is so essential that

we change our thinking, so we can live in harmony

with nature and not go on destroying the earth. NX/hat

vibration we give to the earth and what kind of planet

we create depends on each one of us as individuals.

How will you choose to live your life?

If you fill your heart with love and gratitude, you will

find yourself surrounded by so much that you can love

and that you can feel grateful for, and you can even get

closer to enjoying the life of health and happiness that

you seek. But what will happen if you emit signals of

hate, dissatisfaction, and sadness? Then you will proba-

bly find yourself in a situation that makes you hateful,

dissatisfied, and sad.

The life you live and the world you live in are up

to you.

^2



CHAPTER TWO

The Portal into a Different World

Now I'd like to ask you to put down this book,

pour a glass of water, and place it on the table

before you. (Or, if that's not possible, imagine that you

have done it.)

What do you see in the glass?

You can see the room that you're in, the scenery

from the window, and the overall feeling around you

—

all recorded by the water.

Water is something so common that we seldom

pause to think about it. Although we drink it, wash

with it, and cook with it every day of our lives, few

people spend much time seriously thinking about

water. But there is probably nothing more mysterious.
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One of the most mysterious things about water is

the simple fact that ice floats in it. When other sub-

stances move from the liquid to the solid state, the den-

sity of the molecules and atoms that form the solid

increases, and the substance becomes relatively heavier.

However, water particles align in a very regulated way

with many large spaces between them. When ice returns

to water, the particles become hundreds of thousands of

times more active. As the particles become more active,

the spaces fill in, making the liquid form of water denser

and heavier than the solid form.

Water is at its heaviest at 4°C (39°F). This is the

temperature at which the active water particles fill the

empty spaces of the molecular structure. As the tem-

perature increases, the particles become even more

active, which then lowers the density.

For this reason, no matter how cold the tempera-

ture is above a lake (or other such body of water), the

temperature at the bottom remains stable at 4°C. The

result is that the living creatures of the lake are able to

survive long winters under the ice.

If water behaved like other substances, and ice

sank to the bottom, then what would happen? For one

thing, we would probably not be here. Every time the

temperature dropped, the bottoms of the lakes and

oceans would become solid ice, and all living creatures

would die.
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Due to the fact that ice floats, even when the sur-

face of water becomes covered in ice, the environment

below the ice allows life to go on.

Water also has the unique ability to dissolve other

substances and carry them away. Think about how

much matter can be dissolved into water, and how dif-

ficult it is to return water to its original pure state. At

semiconductor plants and chemical factories, spe-

cial water purifiers are used to secure water that is

extremely pure, but as soon as this water is placed in a

container made of plastic (or most other substances),

impurities begin to dissolve. Maintaining water in a

completely pure state is extremely difficult. It will not

surprise you to learn that even tap water and water

from streams that look perfectly clear contains many

impurities and minerals.

This ability of water to dissolve other substances

creates a type of "soup of life" that supplies the oceans

with the necessary nutrients that enable life. This soup

became the birthplace of all living creatures on the earth.

Indeed, water is the force that creates and gives

life. Without water, particles wouldn't mix together or

circulate. Water created chaos on the earth and it also

gave birth to order—resulting in a planet overflow-

ing with life.

It is an ancient belief that where there is water

there is life. In Japan, a place where water rose up from
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the ground was considered to be sacred and to have

high energy levels, making it the ideal spot for erecting

a shrine. Other spots were also designated as sacred

because of the "path of energy" they emitted, and such

spots were almost inevitably found to be above under-

ground water

Water is the mother of life, while also being the

energy for life. This is possible because of the unique

characteristics of water.

My investigation into the mysteries of water makes

me think that water is something not of this earth.

Why do you think there is so much water on the

earth? Most explanations say that when the earth was

formed some 4.6 billion years ago, water turned to

steam, evaporated, and formed rain that fell on the

earth, resulting in the creation of the oceans.

But it all started with the birth of the sun. Lumps of

gas came together and started rotating, forming a red

ball. The remaining dust and gasses came together and

formed the earth and the other planets in the solar sys-

tem. At this time, the earth was still a ball of burning

magma that contained hydrogen. As the magma

cooled, the hydrogen evaporated into the newly

formed atmosphere.

But not all scholars agree with this theory, and

some offer radically different alternatives. One such

scholar is Louis Frank of the University of Iowa, who
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has proposed that water arrived on this planet in the

form of lumps of ice from outer space.

Professor Frank began his investigation when he

became puzzled by the fact that satellite photographs

showed black spots
;
he reached the conclusion that

these black spots were small comets that were falling

to earth.

These mini-comets are actually balls of water and

ice weighing a hundred tons or more, and falling into

the earth's atmosphere at a rate of about twenty per

minute (or ten million per year). The theory is that

these balls of ice bombarded the earth forty billion

years ago, creating the seas and oceans, and this same

phenomenon continues today.

As the earth's gravity pulls these ice comets into the

atmosphere, the heat of the sun evaporates them and

turns them into gas. As they fall fifty-five kilometers

from outer space, the gas particles mix with the air in

the atmosphere and are blown about, falling to the

earth as rain or snow.

A few years ago, an announcement by NASA and

the University of Hawaii that Dr. Frank's theory does

have credibility was widely publicized by the media,

but there are still many scientists who refuse to accept

this new way of looking at the world.

If this new approach were to gain widespread credi-

bility, it would require many of the books in the world's
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libraries to be rewritten. It would have an impact on

almost all of the scientific theories related to life on this

planet, such as the origin of man and Darwin's theory

of evolution.

It is universally accepted that there can be no life

without water, and if we accept that water, the source

of all life, was sent from outer space, then logic leads us

to the conclusion that all life, include that of human

beings, is alien to this planet.

But if we go along with this theory of water being

extraterrestrial, then perhaps we can better understand

the many unusual characteristics of water.

Why does ice float? Why is water able to dissolve

so much? Why is a towel able to soak up water, seem-

ingly in defiance of the laws of gravity? From the stand-

point that water is not of this world, these and other

mysteries surrounding water may seem a little less dif-

ficult to understand.

Water from outer space— it might seem a little

too farfetched. But doesn't it also tickle your imagina-

tion? After water has completed its long journey

through the cosmos, it begins its next phase of travels

on our planet.

The lumps of ice arrive on earth, and then they

become clouds and eventually fall to the earth as rain

or snow. The water then washes the mountains, seeps

into the ground becoming rich in minerals, and then
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rises to the surface again. From rivers to oceans, the sun

evaporates water and returns it to the atmosphere to

once again form clouds.

This water, and the minerals that it carries through

this cycle, are what make life possible. The carbon

dioxide in the atmosphere melts into the oceans and

enables photosynthesis, creating a perfectly balanced

ecological system.

The ocean is where the first speck of life emerged,

some 3.8 billion years ago. The speck evolved into

algae capable of photosynthesis, resulting in the first

supply of oxygen. This oxygen, interacting with ultra-

violet rays from the sun, encased the earth in a protec-

tive vale called the ozone layer.

Then, some 420 million years ago, life took its

first step out of the water, and freed itself from the

depths of the ocean with the help of oxygen and the

ozone layer.

The birth of our humanoid parents is believed to

have taken place only 20 million years ago in Africa. If

we consider the earth's 4.6 billion year history as con-

stituting one "year," the human being was born at eight

o'clock in the evening on the final day—all made pos-

sible by the formation of oxygen and the ozone layer.

And the force that created life and allowed life to

evolve was, of course, water. Water was able to do this

because it has the unique ability to dissolve the required
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nutrients for life and carry them from the mountains

and rivers into the oceans.

So next we ask ourselves if this grand drama of life

is just an accident. When we think of the plot that

began at a time so distant in the past as to tax our imag-

inations—the birth of life on this planet, leading to the

creation of a perfect system that enabled evolution

—

we cannot help but feel that a grand intention was

somehow involved.

Kazuo Murakami, professor emeritus of Tsukuba

University, received global attention for interpreting

the oxide DNA code called renin. His take on this ques-

tion is that the more you understand DNA, the more

you are forced to admit that some hand played a role

in the recording of so much minute and elaborate

information in such small spaces. The term he uses to

describe this existence is something great.

The grand drama of water and life cannot be explained

if we exclude the existence of something great. Even now

the storyboard continues to unfold, in accordance

with the scenario written by the grand intentions of

the cosmos.

What information did ancient water bring with it

when it left outer space and fell to earth? We can

assume that it carried the program needed for the

development of life. And now I hope you are beginning

to get a clearer image of what life is all about.

60



THE PORTAL INTO A DIFFERENT WORLD

Water that falls from the sky takes scores or some-

times hundreds of years to seep into the ground and

become groundwater. Joan S. Davis of the Zurich Tech-

nical University has conducted research into river water

for some thirty years in Switzerland, and she refers to it

with the expression wise water. By contrast, she refers to

water that has recently fallen as juvenile water.

In the process of falling to the earth, seeping into

the ground, and then emerging, water obtains informa-

tion from various minerals and becomes wise.

After thirty years as a professor, Joan has retired

from the university, and now conducts her own

research. At a symposium in Switzerland, I had the

honor of giving a presentation alongside her. The

focus of her research is water processing. The current

system of supplying water through long pipes results

in water that is not extremely healthy for the body.

When water is exposed to high pressure and flows

straight through pipes, the water clusters break down,

letting minerals escape.

And so Joan has focused her attention on finding

simple ways to supply healthy water to large numbers

of people, including the poor. One of her suggestions

is to use crystals: when small ice crystals are introduced

into water, the minerals in the water are retained,

resulting in water that grows healthier crops. She has

also conducted research into improving the quality of
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water using magnets, and designing water taps to give

circular movement to the water. She wants to know

how natural movement can be introduced into the way

water is supplied.

Joan has the following to say about her research:

I have heard from many people with interest in

your research into ice crystals. I think that this

research will give people some important sug-

gestions. One suggestion is to give more respect

to water. Another is to become aware that water

responds to even delicate energy. I also want

to let scientists and officials know that there is

almost no protection currently being provided

for water.

I feel that my research can be used in the

fields of health and medical care. There is not

much interest in the importance of the physical

characteristics of water. For example, it is said

that mineral water is good for you, but there

are few people who know that the minerals of

mineral water can cause hardening of the arter-

ies. Also, mineral water that is carbonated has a

high acidity, making it unhealthy for the body.

In any case, we need to avoid water that comes

in a bottle and replace it with naturally flowing

water. Water wants to be free.
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Joan also relayed the following:

The important thing is that we recover our

desire to treat water with respect. In our mod-

ern culture, we have lost our attitude of respect

for water. In ancient Greece, people paid true

respect to water, and many Greek myths are

based on the protection of water. But then sci-

ence appeared, and rejected these myths

because they were not scientific. Water lost its

mystique and became just another substance

that technology could clean up as necessary.

We sometimes say, "Purified water is not pure."

Water processed in treatment plants is not the

water that forms beautiful crystals. What water

requires is not purification but respect.

These wise words are the result of many years

spent observing water. It was extremely encouraging to

have such an accomplished scientist express interest in

my research into crystals, out of respect for water.

And finally, Joan gave me the following advice:

If you are able to establish the physical foun-

dations for your theories concerning ice crys-

tals, you will be able to make an announcement

to the world as very convincing research here,
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since Switzerland is highly recognized through-

out the world for its research into water

This was indeed encouraging for me at a time when

1 was planning to establish a center in Switzerland to

promote my research into water.

Water records information, and then while circulat-

ing throughout the earth distributes information. This

water sent from the universe is full of the information of

life, and one way to decipher this information is

through the observation of ice crystals.

When I see the many beautiful crystals formed

from water, I get the feeling that I'm looking at the

materialization of life before my eyes. The crystals that

are formed when water is shown positive words are

simply beautiful. The response of water to love and grati-

tude is nothing less than grandeur. These positive words

give spirit to water, which materializes it, to reveal life

at its fullest.

I also have the impression that the act of looking at

water crystals is an act of creating life. This is because

when we look at the crystals, the water changes its

appearance moment by moment. Your gaze has a special

energy of its own, and while a gaze of good intentions

will give courage, an evil gaze will actual take it away.

A family that subscribed to our magazine con-

ducted an interesting experiment. They put rice in two
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glass jars, and every day for a month said "Thank you"

to one jar and "You fool" to the other, and then they

tracked how the rice changed over the period. Even

the children, when they got home from school, would

speak these words to the jars of rice.

After a month, the rice that was told "Thank you"

started to ferment, with a mellow smell like that of

malt, while the rice that was exposed to "You fool" rot-

ted and turned black.

I wrote about this experiment in the book that I

published, and as a result hundreds of families through-

out Japan conducted this same experiment for them-

selves. Everyone reported the same results. One family

tried a variation of the experiment: like the others, they

said "Thank you" to the first bottle of rice and "You

fool" to the second bottle, and then they prepared a

third bottle of rice that they simply ignored.

What do you think happened? The rice that was

ignored actually rotted before the rice that was exposed

to "You fool." When others tried this same experiment,

the results were again the same. It seems that being

ridiculed is actually not as damaging as being ignored.

To give your positive or negative attention to some-

thing is a way of giving energy. The most damaging

form of behavior is withholding your attention.

I think that this experiment has the potential to

teach us a very important lesson. We must take care to
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give our children our attention, and to talk with them.

Speaking words of kindness and love should begin

from the time of conception.

Treating your houseplants gently—looking on

them kindly, and speaking words of praise—will help

to make them healthy and alive. This also applies to

pets and even insects.

Through this book, I hope that many more people

will gain respect for water and look at water in a kinder

way. The result will be that water will produce more

beautiful crystals, and in this way we will be participat-

ing in the creation of a small but beautiful world.

I have no doubt that God greatly enjoys his work

and wants to give us the same ability that he has—the

ability of creation. Then he will look down upon us

with gentle eyes, as we use our free agency to choose

how we will use this ability.

The memory of life arrived on this earth carried by

the soul of water. From this memory, life awoke, the

human being emerged, and finally you and I were

born. And now once again we look at water and

breathe life into it. Your consciousness, awareness, and

good will, and your smile from a feeling of love, all

give new life to water and result in the creation of a

new and glorious universe.
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Consciousness Creates All

Since becoming entranced by the wondrous

powers of water, I have been blessed with the

opportunity to see and conduct experiments on many

types of water from around the world. Each sample of

water from a different part of the world has its own

unique and beautiful characteristics.

I have also seen with my own eyes how the water

of the world is becoming polluted. The World Trade

Organization has stated that the twentieth century

started with wars for oil, but that in the twenty-first

century we will see wars for water.
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I mentioned that there is no tap water in Japan that

is capable of forming complete and whole crystals, due

to the use of chlorine. Chlorine, introduced at the

beginning of the twentieth century in London, has

been used in Japan for more than fifty years now.

In contrast to tap water, the water from springs, the

upper reaches of rivers, and other such natural sources

creates beautiful crystals. However, most of the water

that is now emerging from the ground fell from the

clouds more than fifty years ago—about the time that

industrialization began in Japan.

Pollution of rainwater has reached a global scale.

I tried to take photographs of crystals formed using tap

water from a city in Japan which had been polluted

with dioxin, but I couldn't get the water to produce

even a shadow of a crystal. Industrial waste circulates,

polluting water as it goes, and spreading toxins through-

out the world.

But there is hope. The people of the city with the

dioxin-polluted water have became very interested in

protecting their water, and now each year it is becom-

ing easier and easier to form crystals.

Pollution originated within our own consciousness.

We started to think that we wanted a bountiful and

convenient lifestyle at any cost, and this selfishness led

to the pollution of the environment that now affects

every corner of the globe.
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We have seen through the crystal photographs that

water is the mirror of our souls. What do our souls look

like—and how should they look? These are questions

that can also be answered by water.

In what direction are we headed? What is our role

in protecting this planet? Such questions can only be

considered when we recognize the greatness of the

human being. Perhaps it is time that we stop seeing the

human being as the evil agent. I think we underesti-

mate the innate abilities that we each have. We have

enormous power.

Scientists estimate that there are between 108 and

111 elements. (I suspect that the number is 108—for

reasons which I'll explain.) Thus far, 90 elements have

been verified in the human body—of all the creatures

alive, only the human body contains so many elements.

But I suspect that there are still elements left to be dis-

covered within us (or that we will obtain the remaining

elements as we evolve, moving closer to becoming

complete human beings).

The more evolved creatures contain a greater

array of elements. Compared with human beings,

plants contain far fewer elements, and what is the

result of having fewer elements? We can deduce that

fewer elements means a smaller capacity for emotions.

Other animals can feel pain, but it's most likely that

only humans (and other animals close in evolution to
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humans) are capable of the higher emotions of sadness

and passion.

If we consider that the human body is a universe

within itself, it is only natural to conclude that we carry

within us all the elements. According to Buddhism, the

human being is born with 108 earthly desires (such as

confusion, attachment, jealousy, and vanity), which

torture us throughout our lives. I think it is logical to

conclude that these 108 earthly desires have counter-

parts in the 108 elements.

In fact, the first vibration-detection device that I

introduced to Japan went a long way toward proving

this. The device was capable of measuring the unique

vibrations emitted around us and then transcribing

them into water. I was able to measure the vibrations

coming from many different people, and I realized that

the negative vibrations that we emit correspond to the

vibrations emitted by the various elements.

For example the vibrations created by irritation are

equivalent to those of mercury, by anger to those of

lead, and by sadness and sorrow to those of aluminum.

In the same way, uncertainty is related to cadmium,

despair to steel, and stress to zinc.

In recent years, it has been pointed out that the use

of aluminum pans and cooking utensils may be a con-

tributing factor in Alzheimer's disease. If this is true

then it is likely that it is because aluminum has the same
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vibrational frequency as sadness, and so the sadness and

sorrow of old age calls out to aluminum, leading to the

onset of Alzheimer's.

Joan Davis, the water scientist in the previous

chapter, related the following interesting episode:

A physicist conducted an experiment in which

he studied how the positions of the stars

affected water. Using water containing vari-

ous minerals, he tested how easily paper

soaked up the water when the stars were in

certain positions.

What he found was that when Saturn has a

large influence on Earth, lead responded by

being soaked up by the paper, while other ele-

ments such as copper, silver, and steel showed

little or no response.

We can deduce from this that there is a

close connection between Saturn and lead.

Metals resonate the emotions and moods of

people, and so the next logical deduction is

that Saturn is closely related to the emotion

of anger.

Perhaps the relationship between the con-

stellations and personality talked about by

astrologers and others may have something to

do with the relationship with metals.
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This is a very meaningful theory for me, especially

since 1 have my own ideas about the relationship

between the 108 earthly desires and the elements. The

number of planets in the solar system is 9, a number

that when multiplied by 12 gives us 108. Using the

periodic table, we may someday be able to identify

which planets correlate to which elements.

Even as I wrote the draft for this book, 1 saw a tele-

vision program that said all the elements on earth were

created by the high heat of a star exploding in distant

outer space. Just one more interesting piece of the puzzle.

Throughout our lives, we will be subject to the 108

earthly desires, but how should we deal with these neg-

ative emotions that seem so impossible to avoid?

Knowing how to deal with these negative feelings is

the same knowledge that we need to get along well in

this life. So what should we do if we find our minds full

of anger, sadness, envy, or other negative thoughts?

We first need to understand that is not possible or

necessary to rid ourselves of our emotions. There isn't

anyone who is completely free from negative thoughts.

We all carry within us a memory of our ancestors from

the distant past, beginning with the awakening of the

first human being, and we are all destined to inherit a

portion of their negativity.

However, it is indeed painful to be unable to free

ourselves from constant negative thoughts and feel-
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ings that eat away at our souls. If only for a moment,

how can we go about freeing ourselves from all of the

negativity?

Based on the principles of vibration, the answer is

very clear. All we need to do is emit the emotion that

is opposite to the negative emotion. By combining two

opposite waves, the negative emotion disappears.

A few years back, a university in Japan developed a

method for erasing sound with sound. They would

create one noise that would serve to erase the unwanted

noise, and thus create a quiet space (for example,

around a telephone). By identifying the wavelength of

the unwanted noise, the researchers were able to create

the exact opposite noise and broadcast it from speakers,

completely wiping out the sound in a specific area. This

same method has already been used to negate the noise

made by automobile engines.

There are parallels to this principle for human

emotions. For every negative emotion, there is an

exactly opposite positive emotion. The following list

contains emotions that create opposing frequencies:

hate gratitude

anger kindness

fear courage

anxiety peace of mind

pressure presence of mind
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The fact that two opposite emotions issue the same

wave is significant for two reasons. First, like Jekyll and

Hyde, we all have two faces. You probably are aware

that people with short tempers tend to be quick to cry,

and that it's not uncommon for someone who everyone

sees as being a good person to suddenly commit a

crime. We frequently hear about a man who is kind and

gentle to his girlfriend, but who becomes threatening

and violent as soon as she talks about leaving him.

While there is no one who hasn't an evil bone in

their body, there is also no one who is totally evil to the

core. The fact that someone harbors opposing emo-

tions simply makes them human.

If you have been made sick by the emotion of hate,

then you need to look for healing in the emotion of

appreciation.

But even if you know this, it still may be difficult to

fill your heart with gratitude if it is already filled with

hate for others. At such times, it might be helpful to

rely on the services of a healer. Perhaps it is possible

that the miracle water of Lourdes in France, which is

said to have healing powers, is filled with the feelings

of appreciation of the Mother Mary. As a result, people

who have been made ill by the vibrations of hate can

be miraculously healed by drinking this holy water.

This is the same principle involved in homeopathy.

Why, when a poison is diluted in water to the point
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where it can no longer be physically detected, does the

previously toxic solution then becomes therapeutic?

When the substance itself is gone, and all that is left is

the information from the vibration, both poison and

medicine become the same.

Logically thinking, medicine is not good for the

body. It may alleviate symptoms and get rid of pain,

but medicine can also become a powerful poison.

Medicine that gets rid of pain happens to have the

opposite vibrational frequency of the targeted pain. By

mixing various substances together in a lab, you'll be

able to find the frequency that you are looking for.

When you inject the substance into a mouse and get

the desired effect, you can then try giving the sub-

stance to humans.

When the medicine enters the body and stops the

pain, the vibrations from the combined substances

stop, and the various substances return to their original

states, in which they emit their original vibrations.

However, if these vibrations happen to damage other

cell structures, then harmful side effects will result.

Medicine is useful in the treatment of illness, but

we don't really understand why medicine works. When

you look at medicine from the standpoint of vibration,

you get a totally different picture. For example, during

an operation the damaged vibrational frequency is

treated with a much more powerful frequency. Let's say
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that you fall from a building and hit the ground. At the

moment of impact, your body's frequency increases

many hundreds of times, creating an obviously criti-

cal situation. Dramatic and sudden changes in the

body's frequency result in great pain and damage. In

such cases, treatment must involve equal or stronger

frequencies to be effective—often having to do with

the scalpel. Sharp instruments, by nature, have a high

frequency, and it's the surgeon's job to use such instru-

ments to cut into the body and return the patient's

frequency to normal.

In my opinion, a doctor who treats the human body

must first be a philosopher. In the past, the doctor was

the community shaman or priest, exhorting people to

follow the laws of nature, live their lives correctly and

make use of the healing powers found in nature.

If doctors were to treat not only the sick parts of

the body but also the human consciousness, then I

think we would see a great reduction in the need for

doctors and hospitals. People with ailments would go

to their nearby philosopher, for help in understanding

the mistakes they have made, and then go home deter-

mined to live a better life. It may well be that the physi-

cians of the future will be more like counselors than the

doctors we have today.

I have talked with many people about their health

problems, and I have come to see that ailments are
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largely a result of negative emotions. If you can erase

the cause of such emotions, you have an innate capac-

ity to recover from illness. The importance of being

positive cannot be underestimated.

Positive thinking will strengthen your immune

system and help to set you moving towards recov-

ery—a fact that the medical community is starting to

wake up to. For instance, there is a doctor who treats

his cancer patients with mountain climbing. Giving

people a reason to live boosts their spirits and their

immune systems.

There is also an increase in interest in holistic med-

icine—not only treating the symptoms of the illness,

but overseeing the patient's lifestyle and psychological

well-being. In fact, doctors have recently formed an

organization, called the Japan Holistic Medical Soci-

ety, to promote this type of medicine in Japan.

The days of believing only that which can be seen

by the naked eye have passed, and we are now starting

to open our eyes to the importance of the soul. It's a

move in the right direction, and I think it will become

the way the majority thinks within this century.

The human body is essentially water, and con-

sciousness is the soul. Methods that help water to flow

smoothly are superior to all other medical methods

available to us. It's all about keeping the soul in an

unpolluted state. Can you imagine what it would be
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like to have water capable of forming beautiful crystals

flowing throughout your entire body? It can happen if

you let it.

Among all medicines, there are none with the heal-

ing powers of love. Since I came to this realization, I

have continued to tell people that immunity is love. What

could be more effective at overcome negative powers

and returning vitality to the body?

However, I have recently felt the need to change

my terminology. I now know that it is not love alone

that forms immunity, but love and gratitude. I became

convinced of this from the following experiment.

I heated water in a microwave oven and then

attempted to see the impact of the magnetic field on

crystals. I used two types of water: distilled water, and

water from the tap shown the words love and gratitude. The

crystals formed from the distilled water were deformed

and incomplete, but the water shown the words love and

gratitude formed complete crystals. In other words, love

and gratitude were able to make the water immune to the

damaging effects of the magnetic field.

I have mentioned that water shown the words love

and gratitude forms the most beautiful crystals. Of

course the word love alone has the ability to create

wonderful crystals, but love and gratitude combine to

give the crystals a unique depth and refinement, a dia-

mond-like brilliance.
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I also discovered that the love and gratitude crystals

actually look more like the gratitude crystals than the love

crystals. What this indicates is that the gratitude vibra-

tion is more powerful and has a greater influence. Love

tends to be a more active energy, the act of giving one-

self unconditionally. By contrast, gratitude is a more

passive energy, a feeling that results from having been

given something—knowing that you have been given

the gift of life and reaching out to receive it joyously

with both hands.

The relationship between love and gratitude may

be similar to the relationship between sun and shade. If

love is the sun, gratitude is the moon. If love is man,

gratitude is woman.

So then what does it mean to say that the passive

energy of the shade or gratitude is stronger than love?

When I was thinking about this question, I stumbled

upon an interesting concept, which became an impor-

tant clue to answering the question concerning how we

can and should live our lives.

What is the relationship between love and grati-

tude? For an answer to this question, we can use water

as a model. A water molecule consists of two hydrogen

atoms and one oxygen atom, represented by H
2
0. If

love and gratitude, like oxygen and hydrogen, were

linked together in a ratio of 1 to 2, gratitude would be

twice as large as love.
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I suggest that having twice the amount of gratitude

as love is the balance we should strive for. At a seminar,

after I had mentioned this in my presentation, two

young women came up to me and said, "We were very

impressed. Weren't you saying that people have one

mouth for speaking and two ears for listening?"

"That's right—that's absolutely right!" I exclaimed,

and I knew that 1 had become a little wiser.

When we observe the natural world, we can see

that the passive energy has greater strength. The fish of

the sea produce enormous numbers of eggs, but not all

of them hatch. Only a small portion reach the stage

where they hatch, while the remaining eggs are offered

as food to other creatures.

Have human beings lived in a ratio of two parts

gratitude and one part love? I suspect that the exact

opposite is true.

Of course, the grandeur of love cannot be denied,

and most people do have a general understanding of

the power of love. However, we have been raised in a

culture where all our focus is placed on the energy of

love, while the other side of the formula receives lit-

tle attention.

The focus of the human race has been drawn away

from that which cannot be seen, and towards the obvi-

ous physical world. And in order to make as much of

this physical world our own as possible, we have cut
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down forests and fought back deserts in an effort to

insure the supreme domination of our culture.

Such advancements by human society may indeed

be the result of love—for our families and our coun-

tries—but as long as we continue to live our lives based

on this strategy, there will be no end to conflict. The

history of the twentieth century was the history of

fighting and warfare.

Perhaps we are finally beginning to see that the

direction we are moving in leads nowhere. We have

sacrificed too much in order to secure the riches of life.

Forests have been destroyed and clean water lost, and

we have cut up and sold the earth itself.

What the world needs now is gratitude. We must

begin by learning what it means to have enough. We
need to feel gratitude for having been born on a planet

so rich in nature, and gratitude for the water that makes

our life possible. Do we really know how wonderful it

is to be able to breathe a big breath of clean air?

If you open your eyes, you will see that the world

is full of so much that deserves your gratitude.

When you have become the embodiment of grati-

tude, think about how pure the water that fills your

body will be. When this happens, you yourself will be

a beautiful, shining crystal of light.





CHAPTER FOUR

The World Will Change

in but a Moment

Do you know where you can obtain really

good water?

Perhaps at the foot of the Swiss Alps,- or maybe at

the North or South pole? It's not hard nowadays to find

bottled water claiming to be the best in the world, but

can good water really be purchased?

Water is not simply about H
2
0. No matter how

natural or pure the water you drink, without a pure

soul, it will not taste good.

Let me ask you. How clear is your soul? Are you

weighed down by trouble at work? What about fam-

ily problems? Is your consciousness troubled? If it is,
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then you may find that the water you drink tastes plain

and dull.

After you've enjoyed participating in a sport or

other exercise, water—even just tap water—tastes deli-

cious and refreshing. In other words, it's what's inside

you that counts the most.

I know it sounds like I'm saying that it's all in your

mind, but what I'm actually trying to say is that when

you drink water with a feeling of gratitude the water

itself is physically different than when you drink the

same water with clouded feelings in your soul.

Our emotions and feelings have an effect on the

world moment by moment. If you send out words and

images of creativity, then you will be contributing to

the creation of a beautiful world. However, emitting

messages of destruction, you contribute to the destruc-

tion of the universe.

If you become aware of this, you will no longer be

able to speak words of anger to those around you, or

blame others for your own mistakes and weaknesses.

You have the capacity to change the world within a

moment. All you must do is make a simple choice. Are

you going to choose a world oj love and gratitude, or a tortured

world Jilled with discontent and impoverishment? The answer

will depend on your attitude at this very moment.

According to the teachings of Buddhism, every-

thing in the world is constantly changing, and nothing
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ever changes. Speaking from the principles of vibra-

tion, the energy of vibration must go on forever in con-

tinuous motion.

Understanding that everything exists in this one

moment will give hope and light to your life. You no

longer need to be troubled by the past, and can know

that the future can be anything that you will it to be.

You, as you are, in this very moment hold the key to

everything.

If you want to see how much of an impact your

consciousness can have on the world, I suggest that

you conduct a little experiment by playing a game we'll

call "cloud erasing." I want you to try to erase clouds

using the power of your thoughts.

On a partially clear day, look up in the sky and tar-

get just one cloud, maybe one not too large. Your

thoughts are very important in playing this game, and

so it's important to believe that the cloud will disap-

pear, but you shouldn't try too hard. Focusing too hard

will actually have the effect of preventing your energy

from being sent out.

When you are ready, imagine an invisible beam of

energy being sent from your consciousness towards the

cloud, breaking it into pieces. See in your mind how the

laser-beam targets the entire cloud and not just one part.

Then say, in the past tense, "The cloud has disap-

peared",- at the same time, say to the energy (again in
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the past tense), "Thank you for doing that." If you fol-

low these steps, I'm sure that the cloud will start to thin

out and disappear in a matter of minutes.

As this shows, human consciousness can have an

enormous impact on the world around us. Clouds con-

sist of water in the gaseous state, and so it responds

especially quickly to our will.

Traditionally speaking, anyone who says that con-

sciousness has an effect on the physical world risks cer-

tain ostracization for being unscientific. However,

science has progressed to a point where the failure to

understand consciousness and the mind limits our

understanding of much of the world around us.

Quantum mechanics, certain psychological theories

(such as the flow talked about by Jung), and genetic

engineering have all taught us that there is a world

other than the one we know so well. You can't see this

other world with your eyes, and you can't touch it

with your fingers. It's a world in which time itself does

not exist.

The famous quantum theorist David Bohm has

called the world available to our senses the "explicate

order," and the existence within, the "implicate order."

He envisions that everything that exists in the expli-

cate order has been enfolded in the implicate order,

and each part of the explicate order includes all the

information of the implicate order
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This may be difficult to understand, but what he is

saying is that every part of the universe contains the

information of all the parts of the universe. In other

words, within an individual—and even within a single

cell—exists all the information of the universe.

The information of the universe includes time. In

other words, the fact that you exist in the here-and-now

is included in the information of the universe, along with

all present, past, and future information. So the chang-

ing of the entire world in a moment isn't just a fantasy.

But let's think about this moment for a moment.

How can we interpret it using physical science? David

Bohm explained that an aspect of the universe within is

projected into each moment in time, creating the pres-

ent. The next moment in time is also a projection of a

different aspect, and so on. In other words, with each

moment, a different world is being shown to us. How-

ever, one momentary world will have an impact on the

next momentary world, and so it appears to us as one

continuous world.

Based on this theory, the world is changing every

moment, and being created anew. Our consciousness

has a role to play in this creation of the world. If you

become aware of this, I suspect that your life will

never be the same.

I've talked about some complicated things, and

may have caused some confusion. But if we reconsider
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crystals, it will help to answer many questions. This

world is changing moment by moment, and water is

the first to recognize the change.

I mentioned that I made a device for measuring

vibration, and used it to better understand water. On
the afternoon of the invasion of Iraq at the onset of the

first Gulf War, I measured the vibration of the tap water

in Tokyo, and found an unusually sharp increase in the

values of vibrations produced by mercury, lead, alu-

minum, and other substances harmful to the human

body. There seemed to be no apparent explanation for

this,- at first I suspected that there was something wrong

with my equipment, but repeated measurements indi-

cated otherwise. It wasn't until the following day, when

I read the newspaper, that I made the connection. News

of the start of the Gulf War covered the front page. It's

been said that the weight of the bombs dropped on this

first day of war was equivalent to all the bombs dropped

throughout the Vietnam War.

In Japan, thousands of miles from the Middle East,

I was able to measure the vibrations from harmful sub-

stances at almost the exact time that war broke out. You

might ask, Is this really possible?

Of course, the harmful by-products of the bombs

in the Middle East weren't immediately transported to

Japan. However, the harmful vibrations of the bombs

being dropped on one side of the earth did reach the
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corners of the earth immediately. These vibrations

spread out beyond the limits of time and space.

I suspect that vibrations exist not in our three-

dimensional world, and not in the unseen world of a

different dimension, but in a middle world. When
something occurs on the earth, in no matter what

world, water is the first to detect it and relay this new

information to us.

At the time of the Gulf War, I hadn't yet started tak-

ing photographs of crystals, but if I had taken photo-

graphs, I'm sure they would have been very interesting.

Let me give you one more example in which

vibrations had an immediate impact on the physical

world. In this case, the power of prayer was used to

purify water.

At Fujiwara Dam in central Japan, we had a Shinto

priest of the Shingon Sect named Houki Kato repeat

an incantation. When I first met him, he showed me

two photographs that made a lasting impression, and

so I wanted to see for myself what was recorded in the

photographs. One of the photographs had been taken

before an incantation, and the other after,- the second

photograph showed a remarkable difference—the

water was considerably clearer.

The power of the incantation had come from the

spirit of words, and so it is possible that the energy from

the spirit of words had purified the water in the lake. In
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order to verify this, I wanted to take photographs of

crystals formed from water before and after such an

incantation.

The priest stood on the edge of the lake and per-

formed the incantation for about an hour, all of which I

videotaped. After the incantation, the priest and I con-

versed,- within fifteen minutes, my crew called me over.

"This is incredible! The water is getting clearer

right in front of our eyes," someone said. And it was

absolutely true. You could clearly see that the water

was becoming more and more transparent as we looked

at it. We were even able to make out the foliage at

the bottom of the lake, which had been hidden by the

cloudy water.

We next took photographs of crystals. The crystals

made with water from before the incantation were dis-

torted, and looked like the face of someone in great

pain. But the crystals from water taken after the incan-

tation were complete and grand. Within one hexagonal

shape there was a smaller hexagonal shape, all enclosed

by a halo-like pattern of light.

Of course, it did take some time after the incanta-

tion for the water to become clear, indicating that

changes in substances that can be seen with the naked

eye are somewhat gradual. But there is no doubt that

the vibrations of prayer are relayed to nearby objects in

an immediate way, affecting the nearby water. This was
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a physical phenomenon that can't be explained unless

we accept that another world exists within the one we

call our own.

But the story doesn't end there. A few days after

this experiment, an incident was reported in the press.

The body of a woman was found in the lake, and when

I heard about this I remembered the crystals created

from the water before the prayer, and remembered how

the crystals had looked like a face in agony.

Perhaps through the crystals, the spirit of this

woman was trying to tell us something. I would like to

think that her suffering was alleviated in part by the

incantation.

There is another world in addition to the one that

we live in. When looking at our world from that world,

we can see things that we cannot see now.

Dr. Rupert Sheldrake of England is a researcher

who focuses on furthering the understanding of a new

worldview, in association with this world that we can-

not see. After receiving a doctorate in biochemistry

from Cambridge University, he served as a lecturer in

biochemistry and biology at Cambridge, while also

serving as a Fellow of the Royal Society.

Dr. Sheldrake's theory is outlined in a book that he

wrote more than twenty years ago, but the scientific

journal Nature dismissed the book by saying that it

should be burned. Despite this rejection, his theory
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reached the hearts of many, and research into his

theory continues. What was it that drew so much

attention?

It's often said that if something happens twice it

will happen again. Perhaps you have found it strange

that accidents and crimes tend to happen in series.

Looking at history and social trends, you can see that

over long periods of time, events do generally repeat

themselves. How can we explain this strange repetition

of events? Dr. Sheldrake attempted to use scientific

means to find an answer.

Scientists normally approach objects that they

can't see with their eyes by using reductionism to iso-

late a physical phenomenon. However, Dr. Sheldrake

took an entirely different approach.

According to his theory, when the same thing

repeats itself, a morphic field is formed, and resonance

with this morphic field increases the likelihood that the

event will happen again. A morphic field is not energy-

based information, but more like a blueprint for build-

ing a house.

We can see this as an example of resonance theory.

Dr. Sheldrake has proposed that events are also capa-

ble of resonating in the same way that sound resonates.

He refers to the location where such events take place

as the morphic field, and the phenomena of repeated

similar events as morphic resonance.
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Although his theory was quickly dismissed by

Nature, the announcement of his theory was taken seri-

ously by the more open-minded, resulting in serious

discussion. There is no doubt that Dr. Sheldrake has

departed from the existing paths laid out by science,

but you have to admit that his theory goes a long way

toward explaining mysteries that traditional science

has been unable to deal with.

During typical discussions of such mysteries, the

talk often turns to glycerin crystals. For the first forty

or so years after glycerin was discovered, it was gener-

ally accepted that it didn't form crystals. Then one day

at the beginning of the nineteenth century, a drum of

glycerin en route from Vienna to London suddenly

started to crystallize.

A short time later, in a completely different loca-

tion, another batch of glycerin also crystallized. This

crystallization began to spread, and now it is generally

accepted that glycerin forms crystals when tempera-

tures drop below 17°C (63°F).

So what should we make of this?

When the crystals first formed (for whatever rea-

son), a morphic field was created, and eventually all

glycerin, in compliance with the morphic field, started

to form crystals. This type of phenomenon has

occurred in many other substances as well. Despite all

the randomness in the world, once a substance begins
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to form crystals, then it often becomes common for it

to form crystals thereafter.

Not too many years ago, a television station in

England decide to conduct a public experiment to see

if they could test the validity of Dr. Sheldrake's theory

of morphic resonance. They first prepared two paint-

ings: both looked like random patterns, but within one

was hidden the figure of a woman wearing a hat, and

within the other a man with a mustache. The figures

were designed such that it was impossible to see them.

The experiment took place in three steps. First,

before the live program, a group of participants were

asked to identify what they saw in the paintings. Sec-

ond, during the program, the secret of the painting of

the man with the mustache was revealed. Third, after

the program, another group of participants, who

weren't allowed to watch the program, were likewise

asked to identify the paintings.

What do you think the results were? The second

group did a far better job than the first in identifying

the man with a mustache. The experimenters did their

best to account for all possible factors, such as remov-

ing the data from viewers in countries other than Eng-

land and Ireland, but the results still showed that the

second did three times better than the first.

This experiment tells us that when someone

becomes aware of something, other people also tend to
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become aware. It was the effect of the morphic field

that led to the remarkable increase in correct responses.

According to Dr. Sheldrake, DNA isn't the only

reason that people in the same family share similar

features—morphic resonance also plays a part. Dr.

Sheldrake's theory also helps us to understand so-called

coincidences (referred to as "sychronicity"), and the

phenomena of group consciousness (collective mem-

ory) and archetypal patterns.

The important thing about Dr. Sheldrake's theory

is that once the morphic resonance has spread, it

extends to all space and all time. In other words, if a

morphic field is formed, it will have an instantaneous

impact on all other locations, resulting in an instanta-

neous worldwide change.

When I first heard about Dr. Sheldrake's theory, I

couldn't contain my interest, because my research into

water crystals was nothing less than an attempt to

express the resonance of the morphic field in a way

that can be seen with the naked eye.

When I first attempted to take photographs of

crystals, I had no success at all for the first two months,

but once I was able to capture the first photograph,

other researchers also started to succeed. Perhaps this

is also a result of morphic resonance.

I first learned about Dr. Sheldrake's work from a

bestselling book in Japan, called Why Does That Occur?
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by Eiichi Hojiro, but I became truly interested when I

saw Sheldrake in a television documentary called Six

Scientists oj Interest. Four years later, as luck would have it,

I had the opportunity to meet Dr. Sheldrake during a

lecture tour of Europe. A friend who attended the semi-

nar happened to know Sheldrake's wife, and so I found

myself invited to their home in London.

I was pleased to learn that he already knew about

my research into water crystals,- he said, "At least once

every week I get a letter from someone telling me

about you." I had many questions for Dr. Sheldrake, but

he was also extremely interested in my work, and as it

turned out he had as many or more questions for me.

He also shared the following with me:

I have conducted research into living organ-

isms and their behavior but not water, and so

I'm not that familiar with water. However, it's

likely that in the future there will be connec-

tions between my research and your research

into water crystals.

The area that I'm most interested in is the

effect that observation has on the observed.

There are people who know when someone

is looking at them from behind. I want to do

research to try and express this in a statisti-

cal way.
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There's a risk that the documentation on

this research will be subjective, so I'm won-

dering if we can't use water in the experiment.

I'm going to try to take photographs of crys-

tals and see how water changes under various

conditions, such as when the water is ignored,

and when it is observed by people with special

talents, normal people, and then extremely

evil people.

This sounded remarkably similar to the experi-

ment in which the rice in the ignored bottle rotted

faster than the rice in the bottles exposed to "Thank

you" and "You fool." When I told him about this exper-

iment, he became even more interested, and he sug-

gested that if I tested the effect of just looking at

water, it would be easier to get results than using

rice (which involves the complicated growth process

of microbes).

Dr. Sheldrake currently has a strong interest in the

phenomena of telepathy. He conducted an experiment

to find out if dogs showed a response when their mas-

ters started to head home. Using video equipment to

make observations, he has been able to verify this phe-

nomenon in more than two hundred cases.

I would like to pass on to you a message that I

received from Dr. Sheldrake:
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Our lives are made possible by the movement

of an unseen energy. Therefore, I would hope

that we'll always be aware of this and pay atten-

tion to those around us and the things going on

around us. This is something that is very

important. This is because the act of looking at

something has an effect on it. Everyone seems

to be aware of this, but we don't put it into

practice. In the home, parents need to pay

attention to their children. It's the same thing.

Focusing your attention—on anything—serves

as an expression of love. Dr. Sheldrake is on the lead-

ing edge of this study of the impact of conscious-

ness on objects, and so his words come with special

significance.

If we combine the lessons that water teaches us

with the theories proposed by Dr. Sheldrake, we go a

long way toward unlocking the many mysteries of our

world. Each one of us has a magical ability to change

the world. We have all been granted the power of cre-

ation by Cod. If we use this power to the maximum, we

will be able to change the world in but a moment.

For people who see no end to their worries and

suffering, this perspective should come as consider-

able comfort. You—yes you—have the ability to change

the world!
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Everything in the world is linked. Whatever you

are doing now is being done by someone else at the

same time. So what type of morphic field should we be

interested in creating? Are we creating fields of pain

and viciousness, or are we creating a world filled with

love and gratitude?

Whenever you sit in front of water and send out

messages of love and gratitude, somewhere in the

world, someone is being filled with love and gratitude.

You don't need to go anywhere. The water right in

front of you is linked to the all the water in the world.

The water you're looking at will resonate with water

everywhere, and your message of love will reach the

souls of all the people of the world.

We can cover the world in love and gratitude. This

will become a glorious morphic field that will change

the world. It's not about time and space,- now, here,

wonderful and marvelous things are possible.

Note: The following color photographs on pages 101 to

132 are referred to in chapter 5, page 133.
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Water shown photographs of natural scenery

We placed a jar of water on photographs of beautiful

scenery, then photographed the crystals that formed.

We see here how water responded to the photographs.

Sun

The crystal, resulting from exposure to the photograph

of the sun, is large and beautiful, not unlike the sun itself.
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tfytt* V*-^

the crystal looks as though it were being enveloped by

the lirst rays of morning



Rockv Mounia

i ne tips or tne KocKy Mountains, I

America, arc covered in glaciers. The crystal also looks

like it is encased in snow.



An enormous waterfall in Zimbabwe. As it to represent

the plunging water, the crystal is formed of broad

columns.



Stonehenge, the giant stone structure in Engian

on a site of high energy, and the crystal also appears fuli

of energy.



All tnree or tnc crystals arc unique, nut roimcu 01

smaller detailed crystals. Their form and color does

seem somewhat similar to the beautiful and life- filled

corals o! the ocean.



The crystals ^

foliage of the savanna.



Rainforest, Southeast

This rainforest, overflowing with lite, protects an ex

logical system dating back millions of years. The crystal

appears to be formed by a steady and finite balance.



Machu Picchi

f;3M »'> 1 1 1 il iTiI ike a diamond, the crystal n

Inca Empire.



.

Yellowstone

i, clear-blue pool in Yellowstone

National Park. The crystal is indicative ol the stunning

color of a fine jewel.



Hcitatc Shnn

The oldest in Japan, the Hcitate Shrine was mostly

unknown until a few years ago when this area was identi

fied as the location of mythological stone gates. The

crystals look like two gates being opened.



Wai music of the world

The music from the various cultures of the world has sim-

ilarly various rhythms and melodies. Water captures these

characteristics and reveals them to us through crystals.

Tibetan Buddhist chant

The detailed interlocking crystal indicates strength,

somewhat like the temples of Tibet.
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Arirang is a sad song about lovers being separated, and

the crystal seems to indicate a broken heart. Ketjak pro-

duced a detailed crystal, making us see why music can

heal the soul.



>e ol stars

telling us that moving your body and singing in a loud

voice serves to strengthen your immune system.



online tanj><]

que pair cryst.



The form seems to represent the desires ot people to

resonate with God. Music from around the world has

the capacity to heal.



Czechoslovakia and Austria, although distant from each

other, form similar-looking crystals.



These crystals are also unique. The top crystal reminds

one ot a mouth yodeling, while in the center ot the

lower crystal we can see what appears to he a child.



Tap water of the world

Due to water treatment methods, it's difficult to form

crystals using tap water from almost anywhere in the

world. Perhaps it is time that we cooperate, and learn

from each other how to better care for our water.

I

Paris Lond( Tokvo

Water crystals fail to form, a result of using substances

that harm the natural life-giving force of nature.
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I

tven in Venice, the city or water crystals tailed to form

in the tap water. Crystals just barely formed from the

water of Bern in Switzerland.



New Yorl

Surprisingly, the water of some large cities in the

United States formed beautiful crystals. This may be the

result of efforts to protect water, such as the use of

cedar tanks in Manhattan.



The water from Vancouver produced relatively com-

plete crystals, perhaps because of the bountiful supply

of water in the Rocky Mountains. The water from

Sydnev resulted in a surprisingly deformed crystal.



of many cities in Europe and America.



crystals arc from two cities in South America.

Manaus is located on the banks of the bountiful

Amazon River, in Brazil. Beautiful crystals came horn

the water ol Buenos Aires.



The beautiful glory of natural water

Well-formed and jewellike crystals were formed from

natural water from glaciers, springs, and rivers.

m
Spring water from Saijo, Hiroshima

This detailed crystal looks like a beautiful ornament

made of silver. Some of the best-tasting water (and

sake) in Japan comes from Saijo.
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The crystal seems to shine like the sun Melted snow

runs olf Yatsugatake peaks and seeps into the ground to

emerge as spring water. This is an expression of the true

bcautv ol nature.



om Chuzenii Lake

The top crystal was made using spring water at a hotel

on the banks of Chuzenji Lake. Chlorinating the water,

at the instructions of the local government, resulted in a

marked change, as shown in the bottom crystal.



>s

Lourdes spring wa

des spring in France appears similar to

the crystal formed horn water shown the word "angel."

The crystal from the Fontana di Trevi in Italy is unique,

and appears similar to the gold coins that people throw

in the lountain.



New Zca,

ratcr from a diamond

produced crystals that look like little diamonds. The

groundwater of New Zealand also created beautiful



olumbia

ole snow from thousands

>me hardened resulting in the sturdy-looking c

tal at the top The water for both crystals was made

from snow on the surface, and so it did include a small

amount ot modem-day pollution



Lake, Wiscon

ohyani* North Koi

>vimt<n^' from Tenderfoot Lake at the

torn of a ravine. The water from North Korea was the

first I received from that country, and the result was a

beautiful and fanciful crystal.



rom water that I gathered myself in

Switzerland. It's not surprising that the crystals came

from Switzerland, the water capital of Europe.



CHAPTER FIVE

A Smile That Fills the World

^k ^^ Xanting as many people as possible to know

^r ^r about the wonderful mysteries of the uni-

verse as revealed through water crystals, I published

the collection of my water crystal photographs in

Japan, but I actually got a larger response from

Europe. It seems that a ripple effect in people's souls

resulted, which spread at a speed far faster than 1

could have imagined.

What could it be that caught the interest of so

many people in so many different countries? 1 think

that when a person looks at the photographs of water

crystals, a physical change takes place in the water
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within that person's body. Water has a message for the

world: The world is linked together by love and gratitude.

Love and gratitude are fundamental principles of

nature. At the end of its long journey through the cos-

mos, water arrived on the earth with love and gratitude

in its bosom. This love and gratitude created the first

inkling of life, and then provided the tender nurturing

required for growth. Looking at the water crystal photo-

graphs awakens a primeval memory contained deep

within the water in each of our cells.

The message of water is love and gratitude.

Review the photographs of crystals found on

pages 101-132 of this book. These images reflect our

beautiful world. The photographs indicate the change

in water resulting from scenery and music from around

the world, and include a comparison between tap

water and natural water.

As mentioned in the first chapter, the world first

learned about my work through my first collection

of photographs of water crystals. This was made pos-

sible by the efforts of Shizuko Ouwehand, a Japanese

woman with Dutch citizenship, who now serves as

my interpreter.

Through the introduction of a common acquain-

tance, Shizuko visited my office less than a month after

this collection of photographs was first published in

Japan, and I showed her a copy of the book.
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The moment she looked at the photographs, I

could tell that she was impressed. Right then and

there, she purchased seventy-seven copies, which she

sent to friends and acquaintances in the Netherlands,

Switzerland, Germany, the United States, Australia,

and other countries.

Not long after sending out the books, she started

getting a flood of responses in return. It was as if

the crystals were exactly what so many people were

looking for—what these difficult times that we live

in require. Shizuko subsequently invited me to give

a presentation at a small annual seminar that she

holds in Zurich, Switzerland, entitled "Looking for

Human Jewels."

A week after this event, there was to be a major

annual gathering,- with Shizuko's assistance I would have

the opportunity to lecture before several reporters, and

to be interviewed for articles in a few magazines. The

result would be an enormous wave of interest in and

understanding of my work.

One of the people behind this major event was

Manuela Kihm, another person who saw the collection

of photographs and became enchanted. She sent the

following message:

I have two children, and 1 know that there's a

completely different effect when you speak to
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children with love and when you just order

them. It's the difference between "Let's do it,'"

and "Do it." I also clearly understand that this is

felt in each one of our cells.

In our daily lives, water crystals teach us

very important things. Every day we are sur-

rounded by magnetic fields. We find it impossi-

ble to live without computers. But we can

clearly see that there is a great difference

between being unaware of the risk of magnetic

fields and being aware and careful. I was very

impressed.

After seeing the photographs, Manuela invited me

to give a seminar that she would organize. She first

talked to the environmental agency of a small town

called Sanglant about a lecture on the theme of water

and the environment, but they said they couldn't help

because the topic was too delicate. She then turned to

those more open to spiritual matters, and gathered

groups of people who had a desire to explore that

which cannot be seen with the naked eye. All those

who heard about the water crystals were visibly

impressed and inspired.

Thanks to Manuela's efforts, in the course of a week

I gave presentations in three cities in Switzerland, and

I returned to Japan knowing that there were vast num-
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bers of people with a desire to learn more about what

I was doing.

Manuela's first invitation was followed by many oth-

ers, and wherever I have spoken on the topic of water

crystals, the response has been marvelous. I have had the

opportunity to make many trips to Europe to give lec-

tures and presentations at halls overflowing with people

with a personal and professional interest in water.

The ensuing articles in magazines led to further

interest abroad, and as more and more people showed

interest in the collection of photographs, I was flooded

with requests to give lectures and presentations.

Information about my work spread from Europe to

the United States, where I was invited to speak at Har-

vard, and also at a "free school" in the suburbs of

Boston, attended by children who did not fit into the

American society stained by guns, drugs, and violence.

It was probably this sensitivity of the students that

made them more receptive to information about water

crystals. I'm quite sure that the students left with the

realization that saying unkind words causes damage to

water as well as to other people. I imagine with a smile

that they returned home that day and told their parents

not to say things like "Do your homework!" or "Clean

your room!"

But this is just one more aspect of the resonance

phenomenon. As people who have had their tender
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souls damaged in some way learn about water crystals,

the message of water spreads ever more quickly around

the world.

Perhaps we can also say that this is the result of

people searching for answers during these troubled

times. I have no doubt that water crystals will become

a common focal point for people all over the world

who are trying to make sense of chaos.

My visits to Germany, Switzerland, the Nether-

lands, England, France, Italy, Canada, and the United

States have given me the opportunity to meet and cor-

respond with many others around the world who are

also conducting research into water. Perhaps because

water is so mysterious, the approaches are varied and

unconventional.

All this interest in water means that symposiums

and other gatherings are always being held around

the world, making me quite busy—sometimes too

busy. The symposium in Switzerland has since been

held twice more in Lucerne, and it is likely to con-

tinue to grow and become more international as time

goes by. I have also participated in symposiums in

Australia and England.

I first wondered how much interest there would be

in water in Europe and other countries, but now 1 know

that other countries have as much or more interest than

Japan. I remember hearing about a group of Japanese
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visiting Zurich Lake. The lake was so beautiful that one

of the participants asked the Swiss tour guide, "Why
isn't there any trash at all around?" The guide, who
took it for granted that the lake would be clean, didn't

know quite how to reply, and instead asked the Japan-

ese, "Why do you ask such a question?"

Wherever I go, I take slides of the water crystal

photographs, and then I show audiences the crystals

formed from their own local water. When they hear my
message and see the slides, Europeans are visibly sur-

prised and impressed. Such forthright responses indicate

that they have a high consciousness concerning water.

However, my research is limited when I make crys-

tals in Japan, and so people have requested that I open

a research facility in Europe. In response I have begun

to talk about a concept that has been floating around in

my head for a long time.

The concept is grand and unique— I want to create

a research facility that is itself in the shape of a hexag-

onal water crystal. The laboratory for studying water

crystals will be located at the center, and six other lab-

oratories will be located around the center to study

other subjects and fields of science: physics and math-

ematics, biology and medicine, astronomy and

oceanography, philosophy and religion, and chemistry

and engineering. Each of the labs will focus on 18 cat-

egories of research, for a total of 108.
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I have been thinking about this for a long time,

prompted when I started to think about why the envi-

ronment of the earth is in such a bad state, why people

are so confused, and why our civilization is such as it

is. Pondering these questions led me to the conclusion

that it is a result of the combination of, first, pride and

corruption in the scientific community, and second,

those in authority consciously allowing and encourag-

ing the formation of such a society.

Of course, there are scientists who have their own

will, and work according to their own consciousness.

However, when we consider the condition of society,

we realize that there are really very few who have con-

ducted their activities with a mind to perpetuating the

human race and cleansing this planet that we occupy.

This does not describe, for example, scientists at

the beck and call of those in authority in Japan who

insist that water must be tainted with chlorine, result-

ing in an overall decay of society.

Of course, scientists aren't the only ones responsi-

ble for the problem. The foundations of society have

become so weak that it is no longer possible for a hand-

ful of scientists to change the deplorable direction in

which we are headed.

How can we change direction, and do something

to significantly improve the depressing state of affairs

that permeates the scientific community? I think we
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must start by changing the environment and systems

related to the scientific community.

In the laboratory that I have in mind, the local

community will come together to support scientists,

who will focus on their own field and also interact

with scientists of other interests, giving them a wide

perspective from which to structure their courses of

research. The community will also help secure the

necessary financing and other assistance that individ-

ual researchers are currently unable to obtain on their

own. I expect that the result will be discoveries and

advances that will truly contribute to the future of the

earth and humankind.

I have an image of the researchers gathering at the

central cafeteria for discussion during their morning

and midday meals, and in the evening announcing the

results of their research.

Of course, there are a great many obstacles that

must be overcome to make this dream a reality, but I

now feel that the first step has been taken.

No matter what your intentions, announcing them

is an important step. I can say this with confidence

based on many years of experience in business. From

the time when I was a child, I was always telling people

what I was thinking and what I wanted to do, and 1 was

constantly being told that 1 talked too much. But the

simple act of saying something is a way to gather
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energy towards you. Especially when you say some-

thing to other people, energy flows in your direction

and helps you to achieve your aims.

If you express your intentions, the realization of

those intentions will follow. Of course, I'm not pro-

posing that you make irresponsible statements— it's

important to say what you really feel inside. Your

word is your promise, so when you say something you

must have the determination to commit yourself. Let-

ting other people know your intentions also often

leads to the arrival of required assistance from unex-

pected sources.

Words have their individual and unique vibrational

frequencies, and we've already seen how words have

energy that influences the universe. The words from

your mouth have a power of their own that influences

the entire world. We can even say that the words that

teach us about nature are the words of the Creator.

I know a man who has proven the power and ben-

efits of words, using his own body. Nobuo Shioya is a

man who I am proud to call my master. He is 101 years

old, but his back is straight and he appears strong and

healthy to anyone who sees him. Even now, he stands

for one or two hours to give lectures several times a

year. He also practices his golf swing every day, and

goes to the course once a week. His ability to maintain

his health is nothing less than miraculous.
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Master Shioya says that his secret for health is his

own unique breathing method. This method involves

breathing in until air fills the lungs, providing oxygen

to the entire body, while thinking about the energy of

the universe gathering around him and providing him

with invigorating energy. This method also indicates to

us the power of affirmations. Master Shioya recom-

mends that at the end of his breathing exercise, you say

the following affirmation: "The infinite power of the

universe will be concentrated and bring true peace to

the world." This statement is a type of prayer, but what

is important is his strong determination expressed by

the word will.

According to Master Shioya, there are ghostly

particles that cannot be seen by the means of today's

science because they exist on the border between the

third and fourth dimensions. Words spoken with

determination have a strong power that gathers these

ghost particles, making it possible to accomplish

things in the three-dimensional world.

In September 1999, I had the opportunity to actu-

ally feel the power of words as expressed by Master

Shioya. On this day, approximately 350 people had

gathered on the banks of Lake Biwa, Japan's largest

lake. I had gathered the group together in an attempt

to clean the lake. There's an old saying in Japan that

when the water of Lake Biwa is clean, the water of all
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Japan will be clean. Another purpose of the gathering

was to pray for peace for the entire world as we entered

the new century.

Under the direction of Master Shioya, who was 97

at the time, this large crowd joined forces in an affir-

mation for world peace that brought our voices and

hearts together. Our chants could be heard around the

entire lake, and there was a special feeling that made

our spines tingle.

Just a month after this event took place, a strange

thing happened to Lake Biwa. The newspapers

reported that the putrid algae that appeared each year

and caused an unbearable stench had not appeared

that year.

If you don't understand the principles of the spirit oj

words, this happening will indeed seem strange, but we

know that this spirit of words has the power to influ-

ence all of existence and change the world almost

immediately. I have no doubt that the spirit of words

generated from the determined prayers for world peace

had the affect of cleansing the water in the lake in only

a matter of moments. Another important point is the

fact that 350 people gathered and chanted together.

The combined will of so many people acted as a force

to change the universe.

I sometimes use Einstein's theory of relativity (E =

MC 2

) to explain this principle. This formula has an
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additional important meaning. The general under-

standing is that E = MC 2
means "energy equals mass

times the speed of light squared." However, we can also

interpret C as consciousness instead of the speed of light.

Since M represents mass, we can interpret it as the

number of people consciously focused.

This interpretation was taught to me by Professor

Hoang Van Due, a scholar of psychoimmunology born

in Vietnam. More than ten years ago, when I invited

him to attend a seminar I was holding in Japan, he

mentioned in casual conversation that the "C" of E =

MC 2
referred not to the speed of light, but to con-

sciousness. This perspective made a deep and lasting

impression on me,- later, when I was thinking about

vibration and how people should live their lives, I sud-

denly recalled those words.

Almost a century has passed since Einstein announced

this formula to the world. There is no way of knowing

if Einstein himself considered the possibility of C rep-

resenting consciousness, but since everything in the

universe is relative, you can't say that it is a mistake to

see the formula in this new way.

It is said that people make use of at most 30 percent

of their abilities, but if we can increase our abilities by

just 1 percent, then this amount, according to the for-

mula, will be squared, doubling the amount of energy.

If people around the world were all to increase their

145



THE HIDDHN Ml sSAGES IN WATER

consciousness at the same time, the difference in

energy would be enormous.

If we fill our lives with love and gratitude for all,

this consciousness will become a wonderful power that

will spread throughout the world. And this is what

water crystals are trying to tell us.

I have just described how the earnest prayer and

thoughts of a group of people were able to cleanse the

water of a lake, but those who have seen the photographs

of the crystals should not be surprised by the fact that our

thoughts have the ability to change water. Several years

back, I had a desire to take another step toward estab-

lishing the scientific foundations for my theories, but I

wasn't quite sure how to go about it. I found the hint I was

looking for one day when I happened to open the news-

paper. The headline that captured my eye spoke of the

ability to use ultrasound to decompose dioxin in water.

The article reported on the development of a technology

to expose water to 1 , 100 kHz of ultrasound, creating tiny

air bubbles that decompose dioxin and other deadly tox-

ins when they burst.

When I read this article, I couldn't contain my

excitement. I knew that I had finally found a way to

analyze the energy from the spirit of words. When

the 350 people gathered on the banks of Lake Biwa to

chant and pray for world peace, it is possible that

they also created 2,000 kHz of ultrasound. Ultra-
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sound is in the range that cannot be detected by the

human ear, so they didn't create this ultrasound with

their voices. However, it is possible, based on the

principle of resonance of tuning with the same sounds

in different octaves, that the conditions were right for

creating ultrasound.

It must be said that the power of the spirit of words

is indeed marvelous, but if we combined the ultrasound

technology for purifying water with water vibration

technology, the effect on water would be much greater.

For example, after water polluted with industrial

chemicals is treated with ultrasound, it could then be

treated in a second process with vibration. When pol-

luted water is exposed to 1,100 kHz of ultrasound, the

chemicals are decomposed when the air bubbles break

up,- although the toxins have decomposed, they are still

there. To rid the water of these toxins, it is necessary to

expose the water to information with the opposite

vibrational frequency of the toxins.

Using just one of these two methods may not be

sufficient, but by combining them it may be possible to

completely rid the water of any harmful pollutants.

And it might just be possible to use this same combined

technology to get rid of the harmful substances within

our own bodies.

What does the future hold for research into water

crystals? To answer this question, we need to think
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more about how much scientific recognition this

research will receive. When 1 show the photographs

at my lectures abroad, I'm bombarded with a variety

of questions. For example: What are the differences

in crystal formation when the water is exposed to dig-

ital versus analog music? What about live music? In

order to answer such questions, I need to continue

research and conduct more tests under a variety of

circumstances.

Another important issue is test repeatability. Many

times we have seen that crystal formation depends on

the observer's consciousness. When water samples are

put into Petri dishes—we usually make fifty samples

—

the resulting crystals differ, depending on how the

water is handled and on the thoughts of the researcher.

And the condition of the fifty samples of water changes

moment by moment.

It may be practically impossible to control all of

these factors to the point where we can say scientifi-

cally that all conditions are equal. However, our

approach has been to get as close to these conditions

as possible, by using the most accurate scientific meth-

ods available.

Our efforts include the use of blinds to remove the

possibility of change from the researchers' thoughts.

We do this because we don't want the thought that the

water being told Thank you" will produce a more

148



A SMILE THAT FILLS THE WORLD

beautiful crystal than that being told "You fool" to have

an impact on the results. We label the sample dishes

with letters of the alphabet, and don't reveal which

water is which until after the results have been seen.

We hope that this method will remove the effect of the

researchers' thoughts as much as possible.

For each of the fifty dishes, we make graphs show-

ing the number of crystals in each dish that are consid-

ered beautiful, hexagonal, incomplete, and so on. For

each pattern, we establish a coefficient, and give num-

ber values to the crystals. This gives us a clear picture

of the characteristics of the crystals in each individual

sample, and we then can classify the samples into the

categories of beautiful, hexagonal, and so forth. Then

we choose one crystal to photograph that best repre-

sents the characteristics of that particular sample.

Water crystals change depending on the thoughts

and even the health of the observers. To account for

this, we have several experienced researchers observe

the samples. The intention of our research is to use

these methods to discover the messages that are con-

tained in this most delicate of messengers.

Perhaps one area in which research into water

crystals can be most helpful is the prediction of earth-

quakes. It is believed that water is capable of detect-

ing a forthcoming earthquake earlier than any other

substance.
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I envision a time when water samples will be taken

from groundwater daily, and by observing the changes

in crystal formation, we will detect changes in the

earth's crust. When an earthquake takes place, we can

compare photographs of crystals made from water

taken before and after the earthquake. By accumulating

data on the crystals leading up to the earthquake, we

will be able to find similarities, and ultimately be able

to use this information to predict future earthquakes.

Having lost my grandparents and an aunt on my

mother's side in a terrible earthquake in 1923, and con-

sidering the pain and destruction caused by the earth-

quake that hit Kobe in 1995, I can personally say that

being able to use water crystals to predict earthquakes

would be an enormous contribution to humankind.

It is also quite possible that this technology could

someday be used to predict other forms of destruction,

such as storms, floods, epidemics, and even the plan-

ning of a secret attack from a hostile country.

I am also working on finding a way for every-

one, with or without scientific equipment and knowl-

edge, to take photographs of crystals. With the use of

new materials, it appears that this will be possible in

the not-too-distant future. We are looking at super-

thermoconductive materials that are twenty times more

efficient than normal thermoconductive materials,

making it possible to freeze water at room temperature,
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it will no longer be necessary to take photographs in a

special room cooled to -5°C (23°F). Researchers are

now developing a device based on this technology

that will allow anyone to take crystal photographs

almost anywhere.

I suspect that water crystal technology will in the

future be shared by all humankind. However, this could

also be a double-edged sword. Used correctly water

has the potential to bring unlimited glory and happi-

ness to humankind, but such technology can also be

used for gain, or to cause harm.

Our bodies are mostly water, and so life cannot

continue without it. But we cannot forget that water

also has the potential to wash away civilization and

cause destruction. It all depends on what's in our souls.

The human soul has the potential to bring happiness to

the world, but also to bring pain. This is a fact that

water crystals clearly reveal.

So how can we go about finding our path in life?

I have constantly stressed the importance of love and

gratitude. Gratitude is the creator of a heart filled with

love. Love leads the feelings of gratitude in the right

direction. As the water crystals show us, gratitude and

love can spread throughout the world.

We all have an important mission: To make water

clean again, and to create a world that is easy and

healthy to live in. In order to accomplish our mission,
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we must first make sure that our hearts are clear and

unpolluted.

Over the centuries, humankind has constantly

robbed from the earth, and left it ever more polluted

—

the history of which is recorded by water. Now, water

is beginning to speak to us. Through water crystals, it

is telling us what we need to know.

Starting today, we must begin to carve out a new

history. Water is carefully and quietly watching the

direction that we take—the direction that you take at

this very moment—and watching over us all.

I only ask that you listen to and absorb what water

has to say—to all of humankind, and to you.
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I sincerely hope that we can continue this wonderful

discovery of water, and of the universe.

When I first heard that water constantly continues

to arrive on the earth from the distant reaches of the

universe, I was filled with wonderment. I began to

think that if water continued to arrive at this pace, the

earth would soon be flooded.

From ancient times, the human race has constantly

been subject to damage and destruction caused by

water. Almost all cultures of the world have a story of

a great flood, and there is even scientific evidence that

indicates that the earth was once covered in water. We
cannot completely discount Noah and the great flood,

and the tales of the civilization of Atlantis and the Mu
continent lost to the sea.

The saying that history repeats itself is ultimately

true, and so even now there exists the risk that water

will arrive from space and once again cover our planet.

This event may still be a thousand or ten thousand

years in the future, but perhaps it is not too early to

take action to ward off this disaster. Even now we fre-

quently hear about floods in all parts of the world.
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But once, when I found myself fretting about this

possibility, another completely different thought came

to me. Everything that exists in the universe is paral-

lel. The micro world is a faithful reproduction of the

macro world, and the universe is an enormous mandala

(which means "circle" in Sanskrit). This way of think-

ing leads us to the conclusion that everything that

takes place in the universe also takes place within our

own bodies.

The human body requires the circulation of water,

and we can conclude that this is what the universe also

requires. If large volumes of water flow in only one

direction, toward the earth, the circulation of water in

the universe will ultimately come to a standstill. Water

arrives on the earth and then ultimately returns to the

far reaches of the universe on an unending marvelous

journey. The water on this planet will someday set off

on the outer leg of its journey into the cosmos.

But what does the fact that water is constantly arriv-

ing on the earth mean for us? Perhaps the earth is not

the only destination for these lumps of water. But while

there may be other stopovers, no other planet we know

about has the necessary conditions required to pool

water. If we compare the solar system to the human

body, I suspect that the earth plays the role of the liver

Each day, your liver filters two hundred liters of

water and sends this purified water to the other organs
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in your body. Considering this, it's not hard to imagine

that the earth plays the vital role of purifying the water

circulating in the solar system, and then returning it to

the universe.

Then whose responsibility is it to purify this water

that has arrived on the earth? It is ours, humankind's.

And this is because we are ourselves water. Having

been born here, we all have the responsibility to purify

the water on the earth.

As I ponder the long and marvelous journey that

water takes through the universe, I find myself thinking

about such things as the origin and future of human-

kind. But if we consider that we are water, then the

answer to many of these mysteries becomes clear.

Water makes up 70 percent of our bodies, and there is

little doubt that the information in the water goes a

long way in the formation of our personalities.

I have often heard cases of people injured in auto-

mobile or other accidents, who, while receiving blood

transfusions, saw images of places they had never been,

or had memories of a past that wasn't theirs. Sometimes

transfusions have even been known to cause a change

in personality.

It could be that the events we experience through-

out our lives become memories recorded by water,

which remain in our bodies, and may be what we call

the soul.
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There are still many questions left unanswered

about the soul, rebirths, and the existence of spirits, but

I suspect that the day will someday come when many

of these questions will be answered by scientific

means—using water.

Where does our soul come from? We have seen the

possibility that it comes from the distant universe, car-

ried by water.

So we ask next, what is in store for the soul? Since

we are water itself, some day all our memories of expe-

riences on this planet will be launched into space. And

our responsibility before this happens is to become

pure water on this earth.

To make this possible, we must first and foremost

live life to the fullest. Our consciousness is what will

purify water, and through this we send messages of

beauty and strength to all life.

Wouldn't it be wonderful if we could cover the

world in the most beautiful of water crystals?

How do we go about this? The answer is love and

gratitude. I'd like to ask you to take another look at the

beauty of the crystals. If all the people of the world can

have love and gratitude, the pristine beauty of the

earth will once again return.

We live our short lives on this planet and then we

set out on a journey into the universe. I'm not sure how

this process works, but we can leave this up to the laws
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of the universe. Of course, when we make this journey

we will not be in our current physical form, but in the

form of water or mist.

When my soul is ready to set out on its journey to

the cosmos, I fully intend to call out to everyone and

say, "We're off to see the universe! Let's go to Mars!"
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PREFACE
For seven years, I maintained one of the most popular physics websites. Those seven years working on the site

provided me with the opportunity to consider some of the most challenging questions about fundamental reality.
Some avenues which initially appeared promising turned out to be blind alleys, while other seemingly innocuous
principles turned out to be surprisingly fruitful. This book presents some of the most important insights I gained over
those seven years.

I am pleased to say the website gained high praise from some of the most famous names in physics, but I was
always more heartened by some of the comments left by casual visitors to my site, especially those who felt I
managed to make physics exciting, entertaining, and easy to understand. Hopefully this book can continue that
trend.

The remarkable success of this book has led to a series of Hidden In Plain Sight books. If you enjoy this book, I
am sure you will enjoy the other books in the series. The common theme which links all the books is that — at the
fundamental level — we should expect our theories of Nature to become simpler, not more complicated. Hence, the
explanations we seek are deceptively simple, and have been overlooked. They are truly hidden in plain sight.

 
Andrew Thomas
(hiddeninplainsightbook@gmail.com)
Swansea, UK
2012
 
I now have a Twitter account on which I will post updates: twitter.com/andrewthomas101





1

UNIFICATION
In our modern world, we have grown used to ever-increasing complexity. We perpetually have to upgrade our

mobile phones to the latest version 5.0 with new features we never knew we wanted. We have to buy the latest
television with hard-disk recording built-in, and a baffling remote control to match. It feels like it is just a matter of
time before the internet becomes so complicated that it develops self-awareness, calls itself "SkyNet", and launches
a thermonuclear war against humanity.

Complexity is seen as a virtue, a selling-point. Extra features are seen as a good thing. Are you not confused
enough yet?

I want to strip my life back to simplicity. I have cancelled my Facebook account. I have organised my apartment,
stripped it down to the basics and discarded all unwanted junk. By removing distractions, I hope it is going to allow
me to concentrate. When you feel the complexities of life are getting you down, you have to strip your life back to
simplicity.

We tend to think of simple things as more beautiful. They are more economical, with less waste, less superfluous
clutter. If we clear our heads, we can see things more clearly. If we clear our heads, we can see the truth.

Nature also likes simplicity. Nature abhors waste, both in materials and in energy. Everything in Nature is done
for a good reason. We see beauty in simplicity because we can see its underlying efficiency. We might recoil from
seeing an ostentatious sofa because so much of its covering serves no purpose, the inefficiency of its design being
antithetical to the beauty of Nature. However, when we see a sleek, lean, minimally designed chair we are instantly
attracted to its spartan beauty (perhaps until we have to sit on it for a couple of hours).

Due to Nature's close affinity with simplicity, the advance of fundamental physics over the centuries could be
seen very much as the pursuit of simplicity. As physics has progressed it has been found that more elegant, simpler
theories have been found to be the best match for reality. It is very important to remember this when we do physics:
ask yourself, are you making things simpler? If not, then think again. As Albert Einstein said: "Any intelligent fool
can make things bigger and more complex. It takes a touch of genius — and a lot of courage — to move in the
opposite direction."

In physics, one of the most successful ways of simplifying our explanations has been by reducing redundancy in
those explanations. If we find we have two theories which explain two apparently different behaviours of Nature, we
might find it possible to replace both those theories with a single theory which still manages to explain both of those
behaviours. When this happens, the process is called unification. The resultant unified theory will be simpler than
either of the two previous theories, as it reveals a deeper, underlying truth.

This process of unification always represents a landmark in physics. It is like drawing a line in the sand. It shows
we have reached a new level of understanding — we will never have to go back to our previous level of ignorance.
Unification is, in many ways, the ultimate goal of physics. If physics is ever to provide a complete understanding of
the universe, then the last act which will be performed by the very final physicist will be an act of unification.

This book has a single goal, though it is highly ambitious. The aim of this book is to reveal a link — possibly a
unification — between relativity and quantum mechanics at the deepest possible level: the fundamental level. This
link is based on an extremely simple principle, a simple idea.

Simplicity is good. I like simplicity.

What unifies unifications?

As we start out on our quest, a good starting point might be to examine some of the major unifications in the
history of physics. Maybe we can detect trends or similarities in their approach. Maybe we could adopt aspects of
their approaches to aid our quest. With this in mind, what follows is an historical review of some of the major
unifications in physics. Don't worry too much about following the details — any principles which are important for
our discussion will be described in detail later in the book. For the time being, just get a feel for the history of
unification.

We start in 1638 when Galileo, the man described as the father of modern science, published his Discourse on



Two New Sciences. Galileo realised that if you are travelling at a constant speed in a constant direction (for example,
being a passenger on a steady train), you feel as if you are stationary. Galileo had the insight that it was
fundamentally impossible to distinguish the two situations of moving and being stationary. To be precise, Galileo
stated that there was no experiment you could possibly perform which could detect if you were stationary or moving
at a constant velocity. This unification of "being stationary" and "moving at constant velocity" stands as the first of
the great unifications in physics.

In 1665, a 22-year-old Isaac Newton wondered if the force which pulled apples from a tree was the same force
which held planets in orbit. Again, we see a simple, brilliant insight, an imaginative leap. From Newton's clear
vision, a description of the force of gravity emerged as the unifying theory for two behaviours which were
previously considered to be unrelated.

Another unification occurred in the nineteenth century by the man widely acknowledged to have been the greatest
experimental physicist of all time. In 1831, at London's Royal Institution, Michael Faraday demonstrated that if you
push a magnet through a coil of wire, an electric current flows. Conversely, if you pass an electric current through a
wire it can deflect a nearby magnetic compass. From this, Faraday deduced that electric currents create magnetic
fields, and moving magnetic fields create electric currents. Thus was electromagnetism discovered, unifying
electricity and magnetism. However, Faraday was no mathematician, and he lacked the mathematical language to
describe his discovery.

The next unification was revealed by the Scottish physicist James Clerk Maxwell who — unlike Faraday — was a
mathematician. Maxwell took Faraday's results and constructed four equations which described the connection
between electric and magnetic fields. Maxwell showed that an electric field would generate a magnetic field, and,
conversely, a magnetic field would generate an electric field in an oscillatory fashion. The result was a self-
sustaining electromagnetic wave which travelled through space. After calculating the speed of this wave, Maxwell
found it to be the same as the speed of light, and thus had a brilliant insight: light is a form of electromagnetic wave!
Hence, here was another unification, this time linking the field of optics with electromagnetism.

The next series of unifications happened in the twentieth century and was supplied by Albert Einstein, whose
work we will be considering in detail later in this book. From a young age, Einstein had wondered what would
happen if you moved so fast that you caught up with a light beam. It would seem that you would view a stationary
wave of light. However, Maxwell's equations seemed to indicate a constant speed of light — regardless of the
motion of the observer. Hence, Maxwell's result for the motion of light did not agree with Newton's laws of motion.
Einstein managed to combine Maxwell's result with Newton's laws — but only by radically altering our concept of
space and time. His resultant special theory of relativity unified not only electromagnetism with mechanics, but also
space with time. Also, through his famous formula which arose from special relativity, E=mc2, Einstein launched us
into the atomic age by unifying mass with energy.

Einstein was on a roll at that point, and, ten years later, after a great deal of extremely hard work, Einstein struck
again. Einstein had the brilliant insight — which he called the happiest thought of his life — that the force
experienced by an observer undergoing constant acceleration was indistinguishable from the force of gravity. This
represented another unification, this time between gravity and accelerated motion. Conversely, if an object was in
free-fall it would not feel any force of gravity — it would be as if it was floating freely in space. This meant that
gravity did not exist as an entity in its own right: gravity was the curvature of space. Objects travelling in a straight
line in curved space appear to be drawn towards the centre of curvature, and this is interpreted as the force of
gravity. The resultant theory — the general theory of relativity — unified gravity with the geometry of space.

The next unification occurred shortly after the discovery of relativity. The newly-developed theory of quantum
mechanics was not consistent with special relativity as it only considered particles which moved very slowly
compared with the speed of light. In 1927, Paul Dirac combined special relativity and quantum mechanics to create
the first quantum field theory. This theory was further refined throughout the twentieth century to become the
greatest triumph of physics in recent years as the foundation of the standard model of particle physics. The shy Dirac
was awarded the Nobel Prize in 1933, and his first instinct was to turn it down as it would generate unwanted
publicity for himself — until he was persuaded that turning down the prize would generate a lot more publicity.

The last unification to date occurred in the 1960s when physicists started to consider the symmetry between a
particle associated with the electromagnetic force (the photon) and the weak nuclear force (called the W+, W-, and Z
particles). Unification was achieved by importing an idea which was first used in studying the physics of metals and
other solids: symmetry breaking. Physicists realised that all four particles would be massless (i.e., they were all
symmetrical) at high energies (for example, the unimaginably high temperatures reached in the first moments after
the big bang). However, as the energy decreased and the universe cooled, this symmetry would be broken and the
particles would be free to take different values. The photon was left with no mass, but the W+, W-, and Z particles
all collected mass. For this reason, the weak nuclear force can only operate at short ranges and is weak, whereas



massless photons can bring us light from the stars. Hence, the two forces of electromagnetism and the weak nuclear
force were, in fact, the same force behaving in two different ways at our everyday low energies. If it is sufficiently
hot enough then the electromagnetic force and the weak force would merge into a single force. This was confirmed
in the 1980s in CERN, the European laboratory for particle physics, when they recreated the temperature of the early
universe and demonstrated the existence of the so-called electroweak force.

 
Considering general themes in all these approaches, one thing our historical study has revealed is that, in general,

unification in physics is achieved by a single, imaginative idea. This might come from Newton pondering on an
apple, or Einstein deciding that you could never catch up with a light beam: unification always requires one single,
brilliant insight. Even in the case of the electroweak unification, with many physicists involved, it still required the
inspired introduction of the symmetry breaking concept before unification could be achieved. It does not matter how
much money or how many researchers you throw at the problem, unification is only ever achieved by a moment of
inspiration. Unification is definitely not achieved by design-by-committee.

Also, the ideas by which unification is achieved are generally extremely simple ideas — anyone could understand
these ideas. In fact, we could say that any unifying idea has to be simple. The idea of experiencing no gravity in a
lift in free-fall, or catching up with a light beam, are simple ideas which anyone could understand. Similarly,
Newton's idea connecting a falling apple with a planet held in orbit is a simple concept. It was as if these great
unifiers picked-up on something which was under our noses all the time, something which was missed perhaps
because it was too simple. Something hidden in plain sight. As Walter Isaacson said in his book Einstein: His Life
and Universe, Einstein's approach was typical of his ingenuity: "He examined a phenomenon that was so very well-
known that scientists rarely puzzled about it." Or as Nobel Prize-winning chemist Albert Szent-Györgyi said:
"Scientific discovery consists of seeing what everyone else has seen, but thinking what no one else has thought."

The process of unification could be equated to a tree, with each theory being a leaf on the end of a twig. As we
move back down the twig we eventually get to a junction point between two twigs: a point of unification. As we
move further down, twigs merge into branches, and the branches merge into the trunk. As we continue to move
further and further down the tree we find the number of branches gradually reduces as the process of unification
reduces the number of redundant branches (theories). With each step, with each unification, our model of Nature
becomes simpler.

The following diagram shows this tree of unification. The junction points of the branches represent points of
unification. At each of those junction points, not only is the name of the unified theory shown, but also — in
brackets — the name of the person(s) responsible for the unification.



But what will we find at the base of the tree? What is holding up the entire structure? As our progress down the
tree has seen our model and our theories getting simpler, you would expect that at the ultimate base of Nature, we
will surely find a principle which is simple, beautiful, and elegant. As the great physicist John Wheeler said: "To my
mind there must be, at the bottom of it all, not an equation, but an utterly simple idea. And to me that idea, when we
finally discover it, will be so compelling, so inevitable, that we will say to one another: 'Oh, how beautiful. How
could it have been otherwise?'"

Relativity and quantum mechanics

The quest for one particular unification is dominating current research. As we enter the twenty-first century, we
find the same two theories have dominated physics for a hundred years: the theories of general relativity and
quantum mechanics. Both theories have been astonishingly successful and have been tested to remarkable accuracy.
General relativity is our best theory of gravity, accurately describing the motions of planets, stars, and galaxies, and
has correctly predicted the existence of black holes. Quantum mechanics is the force behind the laser and the
transistor, and is therefore the force behind the computer revolution. Quantum mechanics is generally regarded as
the most successful theory in the history of science. Nobody argues with either theory — they are both undoubtedly
correct

The only problem is, they have absolutely nothing in common.
General relativity is the theory of "big stuff", describing the motion of planets and galaxies. Quantum mechanics

is the theory of "little stuff", describing the behaviour of subatomic particles. For the most part, physicists only have



to use one or other of these theories, depending on the scale of their subject. For example, in order to study the
motion of galaxies, they would use general relativity, in order to study the behaviour of particles, they would use
quantum mechanics. So, because of the differences in the domain of application, this method of switching between
the two theories — though not ideal — works perfectly well for most purposes.

However, we are interested in the quest to uncover the fundamental truth of Nature, and Nature surely does not
use one theory for small objects and another theory for big objects. As far as Nature is concerned, objects are objects
— the laws of physics apply equally to all objects. So at a deeper level, there must be a more elegant theory which
applies to all objects, regardless of their size. It is the unearthing of this deeper theory — combining general
relativity with quantum mechanics — which is the focus of much current research.

Einstein's theory of general relativity revealed that the very fabric of space itself can be curved in the presence of
mass or energy. In the absence of mass or energy, space is "flat", it is uniform and without features. However, in the
presence of mass or energy, the fabric of space is curved. This is a wonderful sweeping theory. One can imagine
vast tracts of space being bent in a beautiful, smooth curve by a planet or star, like an interstellar ocean wave. And,
just like an ocean wave, this glorious curve of space keeps moving and curving as the planets and stars are
constantly in motion.

But what, exactly, is happening at the microscopic level during this curvature of space? What does space look like
when we zoom in to examine this curvature in detail?

In the microscopic world, quantum mechanics takes over. Quantum mechanics predicts seething randomness at
such small levels, with particles flashing into existence before their rapid annihilation. The resultant effervescent
substance resembles foam rather than smooth space, and was given the name spacetime foam by John Wheeler.
Theories which attempt to unify general relativity with quantum mechanics at this microscopic scale are called
theories of quantum gravity.

String theory and loop quantum gravity

The two main approaches to finding a model of quantum gravity are string theory and loop quantum gravity.
These two approaches are opposites in many ways (loop quantum gravity emerges from general relativity, string
theory has a closer connection to quantum mechanics), but very similar in one important way. Both string theory and
loop quantum gravity are based on the principle that the best way to analyse Nature is to discover the structure of
the smallest components of reality.

String theory was first proposed by Yoichiro Nambu in 1970 while at the University of Chicago. When first
introduced, the theory had more modest goals than it has now. The theory has been considerably expanded over the
years, but the fundamental principles have been retained.

String theory considers particles as being composed of microscopic strings:

As a closed string moves through space and time, it sweeps out the shape of a cylinder. These cylindrical shapes
can simplify our understanding of the interactions between particles. As an example, the following diagram shows
the interaction between an electron and a photon:



The shape of this interaction between elementary particles can then be viewed as a single string cylinder pinching
itself and separating into two string cylinders:

The great attraction for theorists is that this stringy cylinder eliminates the infinities associated in dealing with the
interactions of point particles. As can be seen in the two diagrams above, the particle interaction can be replaced by
the much smoother string cylinder representation.

As we take successive snapshots in time, cross-sections through the string cylinder appear as microscopic loops
which join and split in a smooth manner:



If these microscopic loops are sufficiently small, they can appear just like point particles. So the apparent
interaction of point particles could actually be the splitting and joining of microscopic string loops.

Just as a guitar string can vibrate in many different ways to produce different notes, so can a loop of string have
different modes of vibration to produce different types of particles. For a loop, a whole number of vibrations must fit
around the string. Higher notes require more energy, so the particles would have greater mass. In this way, different
particles — such as electrons and quarks — are just different vibrations of one of these tiny loops of string.

Much is made of the fact that string theory predicts a particle which appears to have the characteristics of the
particle which is expected to carry the gravitational field. Even though such a particle has never been detected
experimentally, it has already been given a name: the graviton. Such a particle would have to treat all objects in the
same way — just as gravity is an attractive force for all objects. The fact that such a particle emerges naturally from
string theory is often taken to mean that in string theory "gravity comes free". String theory's prediction of gravitons
is one of the main selling-points of the approach.

This all sounds well and good, until you realise that string theory makes another prediction which is not so
welcome, the prediction that space should have 10 or 11 dimensions. This is a blow, as we only see three spatial
dimensions and one time dimension. This has forced the ingenuity of string theorists to come to the fore, as ways of
tucking-up the extra dimensions into exotic structures have been suggested. However, having to resort to these kind
of techniques is not really what you want in your simple, fundamental theory.

String theory is almost the only game in town when it comes to current theories of quantum gravity. However,
there is one more proposal being worked on by a smaller community of researchers. Loop quantum gravity attempts
to unify quantum mechanics and general relativity by applying the standard technique of "quantization" to Einstein's
equations for general relativity. The key figures in this field are Lee Smolin of the Perimeter Institute near Toronto,



Carlo Rovelli of the University of the Mediterranean in Marseille, and Abhay Ashketar of Pennsylvania State
University. We will be hearing some of these names throughout this book.

Loop quantum gravity's initial aims were less ambitious than those of string theory, being purely a theory of
quantum gravity, with no attempt being made to predict the properties of elementary particles. However, this has
changed in the latest version of the theory, which now does, indeed, predict the elementary particles. So the latest
version of the theory is, like string theory, presented as a fully-fledged theory of everything. The main prediction of
the theory is that space is not continuous but is instead quantized into discrete chunks: "atoms" of space. These
chunks are the smallest possible units of volume, each approximately 10-99 cubic centimetres.

Neither of the approaches of string theory nor loop quantum gravity seems to be enjoying unqualified success at
the moment, with progress being slow on all fronts. String theory has been getting a bad press as the theory which
makes no testable predictions. Loop quantum gravity, however, boldly proposed a testable prediction that high-
energy photons should travel slightly slower than low-energy photons, and this difference becomes measurable over
long distances. However, in 2009, a gamma ray burst from deep space was analyzed and no speed difference could
be detected.

There is a certain competitiveness/animosity between researchers in these two distinct fields, both groups being
convinced of the correctness of their approach and the failings of the other approach. Such competitiveness should
be healthy in theory, but it has not appeared to work out that way. This is not a golden age for physics.

A personal criticism of mine — which applies to both string theory and loop quantum gravity — is that neither
theory has anything to say about the foundational problems of quantum mechanics. The foundational problems raise
questions about the nature of reality at a very low level — before it is even observed. It is hard to even imagine what
form reality takes before it is observed, so this might be considered more of a philosophical question by most
scientists, and is sadly ignored by researchers, but it is still a problem at the very heart of reality which urgently
requires a solution. We will be considering the foundational problems in Chapter Six which is dedicated to the
question of quantum reality. No matter how long they are ignored, the foundational problems will not go away and
will have to be tackled at some point. One of the proposals of this book is that a true linkage of quantum mechanics
and relativity can only be properly achieved by obtaining a greater understanding of the foundational level.

The problem with structure

It was the Greek philosopher Democritus who first suggested that matter might be composed of indivisible
"atoms" (meaning "uncuttable" in Greek). Democritus believed the properties of the atoms were determined by their
shape, so water atoms were smooth and slippery, whereas iron atoms had hooks to bond closely together. His views
might sound misguided, but, on the basis of what we now know about chemical bonding, it is actually a remarkably
good analogy to reality.

Throughout the nineteenth century, successive experiments appeared to confirm the atomic nature of matter, until
it became an accepted fact. But were the particles truly indivisible? In 1897, the physicist J.J. Thomson discovered
the electron, revealing that there were smaller particles within the atom. In 1909, Ernest Rutherford directed alpha
radiation at some thin gold foil, and found it was deflected. Rutherford interpreted this result as showing that there
was a solid, positively-charged nucleus at the centre of every atom, surrounded by negatively-charged electrons.

The continuing subdivision of particles continued through the twentieth century with the discovery that protons
and neutrons were each composed of three particles called quarks. Even though quarks are considered to be
elementary particles, if history teaches us anything it is that particles which were once considered indivisible later
reveal themselves to be composed of even more fundamental particles.

In answer to the question "What is a particle?", researchers in string theory would say elementary particles are
actually composed of incredibly tiny strings, with average size of about a millionth of a billionth of a billionth of a
billionth of a centimetre (called the Planck length). But this has just pushed the question of "What is a particle?"
further back. We are now left with the question "What is a string?". We seem no nearer our goal in determining the
ultimate bedrock foundation of reality.

In fact, this raises a potential weakness in all theories which believe Nature's secrets can be fully unlocked simply
by examining the structure of the universe at increasingly smaller scales. The problem is: surely this "drilling" could
just go on to infinity? How could it ever end? How would we ever know when we had reached the bedrock
foundation of reality? As string theorist Brian Greene says in The Elegant Universe: "Another possibility, should
strings fail to be the final theory, is that they are one more layer in the cosmic onion." Whatever structure we end up
with, surely we will always be able to ask the question: "What is it made of?"

There is a famous (undoubtedly apocryphal) story which circulates in physics circles. A lecturer was presenting a



lecture on astronomy. At the end of the lecture, a little old lady got up and said: "What you have told us is rubbish.
The world is really supported on the back of a giant turtle." The lecturer gave a superior smile before replying,
"What is the turtle standing on?" "You're very clever, young man" said the old lady, "but it's turtles all the way
down."

We are supposed to laugh at the little old lady, but actually the lady might well be correct: reality might well be
composed of successive layers of structural "turtles". In which case, approaches based on analysing structure at ever-
smaller scales have got serious problems.

String theory and loop quantum gravity are potential candidates for a so-called theory of everything. However, it
is hard to see how a theory based on structure can ever be a theory of everything — there will always be the question
"Why this structure rather than another structure?" String theory attempts to get round this problem by proposing a
multitude of parallel universes (called a multiverse) with different string configurations dominating in each universe.
But, at the end of the day, the question would always still arise: "Why strings?" Why should the string structure (or
loops if you subscribe to the loop quantum gravity approach) be favoured over any other possible structure of the
universe? I am not suggesting that either string theory or loop quantum gravity is wrong, I just do not see how either
theory could ever represent the fundamental theory of reality.

The Nobel laureate Steven Weinberg has continued this rather pessimistic tone: "I have to admit that, even when
physicists will have gone as far as they can go, when we have a final theory, we will not have a completely
satisfying picture of the world, because we will still be left with the question 'why?' Why this theory, rather than
some other theory?"

I do not share Weinberg's pessimism. Surely there must be an alternative to the inexorable "drilling"? In his book
Three Roads to Quantum Gravity, Lee Smolin suggests a third approach to quantum gravity research. He describes
how a handful of researchers are starting with general principles and are starting to build-up from those principles
in order to logically deduce the laws of Nature. It is this third approach which is followed in this book.

In contrast to the "drilling down from structure" approach, we will be "building-up" from fundamental principles.
In this way, we will be certain that we will encounter the fundamental bedrock of Nature — because we will be
building-up from it. After all, you wouldn't build a skyscraper — or any edifice — from the top down: you would
always start with bedrock and build up.

 



The principle of principles

The great advantage of theories based on principles is that they are not arbitrary (as opposed to theories based on
structure). A fundamental principle (or first principle) appears obviously true. A fundamental principle contains the
reason for its obvious correctness stated within itself. It is axiomatic. It is a self-contained entity, requiring no
further explanation, validation, or support. A fundamental principle should appear so obvious that it would be
impossible to conceive of a universe in which that principle is false. In this way, a principle is not arbitrary; instead
it appears to represent a fundamental, unchanging truth which would have to be true in all conceivable universes.
For this reason, a principle can form the very bedrock of the foundation of any true theory of everything.

This idea — that physics could be built up from deductive reasoning — has been considered for many centuries.
In the seventeenth century, the philosopher Descartes proposed a system of physics based on reason. However, this
methodology of logical deduction never gained a following, which I feel is a shame, as I believe the time is now
right for it to play an important role in a physics in which experimental confirmation of theories is becoming ever-
harder to achieve.

Our current particle accelerators can generate only a tiny fraction of the energy required to test theories of
quantum gravity. The electroweak unification occurs with energies over 100 GeV (1 GeV is 1 followed by nine
zeroes). The W and Z particles associated with electroweak unification have therefore been detected with our current
accelerators which can reach energies of up to 14 TeV (1 TeV is 1 followed by 12 zeroes). However, the energies
required to test quantum gravity will require energies of the order of the Planck scale of 1.22 × 1019 GeV (1 × 1019

is 1 followed by 19 zeroes). It might be many centuries before such an accelerator could be constructed, if ever. In
the meantime, an alternative is the approach described in this book: an attempt to try to unify relativity and quantum
mechanics by logical deduction from fundamental principles.

One of the great strengths of the approach of using general principles to derive theories is that there is no mention
in principles of any particular structure or scale. Principles have such generality that they must apply to all physical
processes in the universe, no matter if the underlying microscopic structure is strings or loops or any other
arrangement. Also, as principles are completely invariant to scale, principles apply to the very small as much as the
very large — they must apply to the realms of both quantum mechanics and relativity. For this reason, the method
of building-up from principles is clearly ideally suited to the task of discovering a unification of relativity and
quantum mechanics.

It must be admitted that there are pros and cons in the "building-up from principles" approach rather than the
"drilling-down from structure" approach. The building-up approach means we have a solid bedrock in fundamentals,
so we avoid the apparent arbitrariness of the drilling-down approach. However, it is that arbitrariness of the drilling-
down approach that makes it so hard to duplicate. There are, for example, 19 numerical constants in the standard
model of particle physics (known as free parameters), the values of which seem completely arbitrary. It is even
conceivable that the universe could have been created with more or less than the three dimensions of physical space.
It is hard to imagine how any approach which builds-up from obvious first principles is ever going to be able to
capture that arbitrariness of structure. However, the "drilling-down" approaches seem to be having little success in
this respect, either.

The question arises as to how much of the universe could have been created differently ("contingent"), and how
much is a logical necessity. Our eventual goal is expressed clearly by Einstein: "What I am really interested in is
whether God could have made the world in a different way; that is, whether the necessity of logical simplicity leaves
any freedom at all." If a fundamental principle is true in every conceivable universe, then it would indeed possess a
"logical simplicity" which would limit any freedom of design choices. By building-up from those fundamental
principles we will make progress in discovering how many of the laws of Nature emerge as a result of logical
necessity, and how many appear to require the assignment of arbitrary values.

Another reason to prefer theories based on principles is simply … simplicity. At the ultimate base of Nature, we
will surely find a principle which is beautiful and simple and obvious. The base of the tree would not only have to be
simple, it would have to be "strong", for it would have to support the whole of the laws of Nature. The principle
would have to be "strong" in the sense that it could clearly never be refuted (proved false). At the base, we would no
longer expect to find a theory which could be derived from a more fundamental theory — because there could be no
more fundamental theory. We would expect to find a principle, or, as John Wheeler suggested, an idea. But in order
to reside at the base of the tree, it would also have to represent the end-of-the-line: a principle which was self-
contained, a principle which required no further explanation, a principle which contained within itself the reason
why it would be obviously true.

For our solution, we should be looking for something which is ultimately simple, and ultimately unified.



2

UNIVERSE
The universe.
The clue is in the title: "uni"-verse.
Uni-verse. Uni-fication.
The clue to unification is the universe itself.
"Uni" means "one". The universe is the one thing that exists. It is everything that exists.
In the time I have been working in physics, two themes have emerged to dominate my lines of thinking, two

themes which appear to represent the underlying truth of our reality. Both of those themes appear to describe an
aspect of the universe, revealing the structure of the universe to lie at the core of reality, and the properties of the
universe being the key to obtaining ultimate unification.

Those two themes are both closely related to each other. The two themes provide two different ways of looking at
the universe, but, together, they tell us the same thing. One theme is provided by quantum mechanics, and the other
comes from relativity.

Connectedness

The first theme is "connectedness". Quantum mechanics tells us that there is no such thing as a completely
isolated object: objects are connected. The impression of separateness is just an illusion.

It is possible for a particle to interact with another particle in such a way that the two particles form a single
entangled quantum state. What this means is that the state of one particle is dependent on the state of the other
particle in some way. Because of this dependency, it is a mistake to consider either particle in isolation from the
other. Rather, we should combine the states and treat the result — both particles — as a single, entangled system.

For example, a light beam is composed of a stream of particles called photons. The direction of light's electric
field is its direction of polarization. The polarization direction of a photon can be at any particular angle, for
example vertical or horizontal. It is possible to generate a pair of entangled photons if, for example, a laser is shone
at a crystal. In that case, a single photon can split to become two photons. Each photon produced in this way will
always have a polarization orthogonal to the other photon. For example, if one photon has vertical polarization then
the other photon must have horizontal polarization (this is due to the law of the conservation of angular momentum:
angular momentum of the system before the split must equal the angular momentum of the system after the split).

So if two people each receive one of the entangled photons and each performs a measurement, they will find that
the other person's photon has orthogonal polarization. This is not a big deal, you might think: there are two photons,
and they have different polarizations. Whether they are separated by a great distance or not is irrelevant.

Well, in normal circumstances, you would be correct. But when we are dealing with quantum mechanics, objects
can behave in quite counter-intuitive ways. As we shall see in Chapter Six, quantum mechanics tells us that before
we take the polarization measurement of our photon, we have to consider the photon as having both polarizations,
vertical and horizontal. Only after we measure the photon does it take a definitive value — either vertical or
horizontal. So, if we are dealing with entangled photons, this means that the other entangled photon's polarization is
only defined immediately after the measurement of its entangled partner. Bizarrely, this seems to indicate some
instantaneous signalling through space, from one entangled photon to the other, saying "I've been measured — this
is my value".

Einstein, in particular, was deeply unsatisfied with this result as super-luminal (i.e., faster-than-light) transmission
of information is incompatible with the theory of special relativity. Special relativity states that the speed of light is a
cosmic speed limit for transmission of information. However, it turned out that — in this case — Einstein appears to
have been wrong, and the bizarre, counter-intuitive nature of quantum mechanics was correct. Einstein never
accepted the implications of quantum mechanics. [1]

What this discussion of quantum entanglement really reveals, though, is that our human perception of objects
being separated is not a match with the physical reality of the situation. Just because we can see no visual link
between a pair of particles does not mean those particles are wholly separated. Indeed, quantum entanglement says



we should not consider objects as being separated at all: we should treat all objects as one object. The message from
quantum mechanics is that we should treat the universe as one connected, entangled object.

The one and only

The second theme is that the universe is the only thing that exists. There is nothing apart from the universe. If the
last theme — connectedness — was associated with quantum mechanics, then this theme is associated with
relativity.

As the theory of loop quantum gravity has its basis in relativity, we might expect the loop quantum gravity team
to provide us with insight into the implications of the universe being the only thing that exists — and this is what we
find.

In his excellent book Three Roads to Quantum Gravity, Lee Smolin introduced a simple principle: there is
nothing outside the universe. If we define the universe to be the sum total of absolutely everything that exists, then
there can clearly be nothing "outside" the universe. This implies that there can be no absolute axes of space or time
outside the universe.

This, in turn, means that the position of all objects in the universe can only be defined relatively in terms of all
other objects in the universe. Because of this relative definition, we would expect to see the laws of Nature behaving
in a relativistic manner. And this is, of course, what we do see in the theory of relativity. So relativity is telling us
that there is nothing outside the universe: the universe is the only thing that exists.

It is as if quantum mechanics and relativity are both telling us the same thing in different ways. Quantum
mechanics tells us that everything is connected as one object: the universe. And relativity tells us that the universe is
the only thing that exists. Two ways of saying the same thing. It is as if quantum mechanics is on the inside of the
universe, looking out, telling us the universe is connected. Whereas relativity is outside the universe, looking in,
telling us the universe is the only thing that exists:



When the two great fundamental theories in physics are both telling you the same thing, albeit from different
viewpoints, I think you should listen.

From these two different viewpoints of the structure of the universe, we obtain our definition of the universe:

That single definition of the universe combines part of the behaviour of both quantum mechanics and relativity. In
this respect, it represents a very basic form of unification in itself.

There are two parts to this definition: "The universe is one thing" stresses the message of quantum mechanics,
whereas "The only thing that exists" stresses the message of relativity. The two parts essentially mean the same
thing, but together we get the first hints of possible unification to come. The theme of the universe is one of unity.

From this definition of the universe we can derive Lee Smolin's principle "There is nothing outside the universe".
Obviously, if the universe is the only thing that exists, then there can be nothing outside it. For this reason, this



principle is obviously true. Moreover, this principle would have to be true in all conceivable universes — because
there could be nothing outside any conceivable universe.

Hence we have at last found our fundamental principle, a principle which contains the reason for its obvious
correctness stated within itself, a principle which is obviously true in all conceivable universes. So perhaps we have
at last found John Wheeler's "utterly simple idea" which lies at the base of the tree. As John Wheeler said: "Oh, how
beautiful. How could it have been otherwise?"

Lee Smolin referred to his principle as the "first principle of cosmology". We will see it is far, far more than that.
Taking the role of our fundamental principle, we will discover that a remarkable proportion of the laws of Nature
can be derived from this principle. The very fact that we can derive so many of the laws of nature by building-up
from this principle will give us confidence that this is, indeed, the fundamental principle.

Absolutely no absolutes

Who, or what, is responsible for keeping the trains running on time? Fairly sensibly, you might suggest the train
company is responsible, and this is surely the case. The train company has to maintain the tracks and the trains. It
has to ensure the trains have enough fuel. It has to ensure the trains leave the station on time. Perhaps more
fundamentally, it has to ensure the railway track extends the full distance between destinations!

But the train company is not the only entity which has responsibility for keeping the trains running on time:
Nature has just as much responsibility. Nature has to ensure that its laws apply consistently to all objects. Nature has
to ensure its laws do not drift over time. It is all well and good if the train company ensures its trains have enough
fuel, but if Nature fails to ensure that the chemical reaction in the train engine produces enough energy, the train will
not be going anywhere. Similarly, the train company can ensure its trains depart from the station at the correct time
according to the station clock, but if Nature makes the clock run at a faster or slower rate then everyone will miss the
train. Also, while it is essential that the train company ensures it has laid enough track to connect two destinations, if
Nature allows any deviation in the length of the rails — such as a length contraction — the passengers are going to
be stranded in the middle of nowhere.

Just as it is vital that Nature ensures the smooth-running of the railway, it is essential that Nature applies its laws
in a consistent and unchanging manner to ensure the smooth-running of the entire universe. In this respect, Nature
has a very responsible job, and it takes its responsibilities very seriously.

Now let us imagine Nature is expanding and diversifying its range of operations. It is going to use its profits from
its highly-successful railway franchise and is going to move into the construction industry. Nature has bought a
factory, and is going to supply a range of off-the-shelf, timber-framed "kit" houses which the customer puts together
using only a screwdriver and some screws. [2]

In order to keep production costs down, the design is very simple: all the pieces of timber are one metre long. The
construction of each house requires 1000 of these metre-long planks. So the job of Nature in this case, as factory
boss, is to ensure that all the planks of wood produced by its factory are all precisely one metre long.

This raises some fundamental questions about the principle of measurement. For a start, it is vital to supply the
units in which any measurement is made, e.g., metres, or kilograms. It is units which give our measurements
meaning because units relate our measurements to some previously agreed-upon standard for some physical
quantity.

For example, when we measure a plank of wood we are finding the relation between the wood and the marks on a
measuring tape. Units provide the essential relational link between the unknown object being measured and the rest
of the known world. And this will be a key theme in the later chapters of this book: giving property values to
isolated objects is meaningless — property values arise through the interaction of an object with the rest of the
universe. The length property of a plank of wood arises from its relationship with the measuring tape.

If we forget to give our measurements in units, or if we are not in agreement over which units we have both used
to make our measurements, it is a recipe for disaster. For example, in 1999, the Mars Climate Orbiter space probe
was intended to orbit Mars at a low altitude while mapping its surface. It was known that the probe could not get
closer than 80 kilometres from the Martian surface or atmospheric stresses would rip it apart. However, the probe
actually came within 57 kilometres of the surface and did, indeed, disintegrate. The crash investigators found that
the cause of the error was due to the flight system software calculating thrust in metric units, while the ground crew
were entering thruster data using imperial measures.

But probably the most notorious misuse (or absence) of units is from the 1984 rockumentary This Is Spinal Tap.
In a famous sequence, lead guitarist Nigel Tufnel attempts to explain to a bemused reporter why his amplifier is
louder than anyone else's because "Everyone else's amp only goes up to 10. This is 1 louder. This goes up to 11."



Let us return to consider the kit house company. If you remember, Nature — as company boss — has the task of
producing 1,000 metre-long planks of wood. In order to do this, Nature has to measure the wood using a metre rule.
Essentially, it is relating the wood to the known length of a single physical object (which, in the case of the metre,
used to be the length of a platinum bar stored safely in a vault in France). This then becomes a standard of length on
which everyone can agree. Everyone can relate their own measurements to this one physical standard stored in Paris.

The length of the platinum bar acts as an absolute standard: it has an independent existence, an independent
reality. It is not dependent in any way on the people taking the measurement, or the objects being measured. It is as
if the absolute standard has to exist entirely outside of the system which contains the object being measured, and the
object performing the measurement. The platinum bar sealed in the vault in Paris is a good example of an absolute
standard because it exists independently, entirely outside of the kit house factory.

Now try to imagine that the kit house factory is the entire universe, and it is completely under the control of
Nature. You will be able to see why the seemingly innocuous statement "there is nothing outside the universe" has
such tremendous implications. Nature can no longer access anything outside the universe — anything outside the
factory. That means it can no longer access the absolute standard of the platinum bar in Paris. So the principle that
"there is nothing outside the universe" reveals that all fundamental behaviour must take place in the absence of any
absolute reference.

But, if you remember back to when Nature was in charge of running the railways, Nature takes its job very
seriously and always does the best it can to keep the universe running smoothly. Even though Nature has lost access
to its metre rule, Nature always does the best it can with the tools available. If Nature cannot use an absolute
standard external to the universe, it can still use a standard of length which has to be defined in terms of objects
inside the universe. This means if it wants to measure objects inside the universe, it can only make relative
measurements, relative to other objects in the universe — the option of taking absolute measurements is not open to
Nature.

What does this mean for Nature running its kit house factory? Remember, Nature has the job of producing 1,000
metre-long planks of wood, and its job has just got considerably harder because it has lost access to its metre rule.
But Nature is going to do the best with the tools available: it is going to take relative measurements, relative to other
objects in the "universe". To achieve this, Nature picks one plank at random and declares this to be its new standard
length (perhaps humorously called the plank length?), and it then compares the other planks to this standard plank
and proceeds to cut 999 planks to exactly the same size as this standard length. Of course, this means that the planks
are no longer guaranteed to be one metre long, but at least all the planks will be the same size.

But, here is the really strange thing: even though the planks are not necessarily one metre long … it doesn't
matter! As long as all the planks are the same size, it is perfectly possible to construct the house. All the floors and
walls and ceilings will fit together perfectly. The door will fit in the doorway, and the roof will fit with no problem.

Though, of course, there will be a side effect …

Side effects

So we have just seen that Nature — even though it has been denied access to an absolute standard — has
managed to produce its kit house by cutting 1,000 planks to the same standard length. This has necessarily been a
relative measurement: each plank has been measured relative to another randomly-selected standard plank to ensure
all 1,000 planks are the same size.

However, when the customer buys the kit, and constructs it using a screwdriver, he gets something of a shock.



While it is true that his house fits together perfectly — all the floors and walls and ceilings come together perfectly
— he finds his finished house is twice the size of his neighbour's house — even though they bought the same type of
kit house!

The reason for this discrepancy is fairly obvious: Nature was forced to use relative measurements — it was the
only option open to Nature. While this resulted in a house which fitted together perfectly well, the size of the house
could turn out to be any random size relative to other houses, depending on the random plank length which Nature
picked as its standard length.

The final house is effectively selected at random from a virtually infinite range of sizes!

So being forced to use a relative system of measurement rather than having access to absolute standards is not a
serious problem for the laws of Nature — systems can function perfectly well on that basis. But using a relative
system of measurement can introduce unexpected, counter-intuitive behaviour which can appear weird.

So what kind of counter-intuitive behaviour do we experience in Nature due to this lack of absolutes?
In Chapter Six, which is dedicated to quantum mechanics, we will consider the counter-intuitive behaviour of

quantum mechanics in detail, including the description of a famous experiment in which particles can apparently be
in more than one place at once. But all the weird manifestations of quantum mechanical measurements can be
described as being variations of a particular characteristic quantum behaviour: before measurement of a quantum
property, we find the property appears multi-valued, and when we perform the measurement of the property we find
we get a random value from a potentially infinite list of possibilities. But this is exactly what we found with our
kit house when we sold it to a customer! When the customer has constructed his house, he finds his final house
could be any size from a potentially infinite range of sizes, and the selection of the type of house he receives is
random (depending on the length of the randomly-selected plank in the factory). This has clear parallels with
quantum mechanical behaviour!

But there's more …
Every customer, when he constructs his kit house will measure each plank of wood in his kit to be the same

length. This length is therefore an invariant length for each customer. As we shall see later in this book, there is a
parallel with the invariant speed of light: every observer in the universe measures the same speed of light —
regardless of the motion of that observer. But, because we are forced to use a relative system of measurement, there
will be a side effect in both cases. In the case of the kit house, the only way the customer will measure each plank of
wood to be precisely one metre long (the standard invariant length) is if the customer's tape measure is also modified
in size: the measurement units on the tape have to be modified. Similarly, each observer can only measure the same
invariant speed of light if the observers' clocks are modified: the observers' clocks must run at different rates —
in fact, time itself must run at different rates for each observer! This is Einstein's principle of special relativity.
As we shall see later in the book, time itself moves at different rates for observers moving relative to each other.

So we have found a simple potential link between quantum mechanical behaviour, and the behaviour due to
relativity. It is this link which will be explored in this book.

The reason why this relative behaviour appears weird to us is because we generally only deal with absolute
measurements in our daily lives. When we go to buy clothes, we already know our own measurements according to
a system of absolute units, and we know the clothes in the shop will also conform to that absolute system of units.



Hence, it is quite easy to find clothes which fit. This is only possible because the shop, the customers, and the
clothes could be considered as forming a closed system, and the absolute standard measure (that metre of platinum in
Paris) resides outside of that closed system.

At human scales, we have access to absolute measurements. We can access measuring tapes which provide us
with absolute measurements of length, and speedometers which provide us with absolute measurements of speed.
However, when we get to the extremes, when we get down to the most fundamental levels, Nature is pushed to the
limit and all of the absolutes get progressively stripped away. That is when we start to see the inevitable side effects
which are caused by the switch to relative measures.

Parallel universes

If we return to consider our principle that there is "nothing outside the universe", the question might be arising in
the minds of some readers: "What about parallel universes? Surely, if such a thing existed, it would be outside our
universe? In which case our presumed principle — that there is nothing outside the universe — would be wrong."
This requires investigation.

Parallel universes are very much flavour-of-the-month in physics at the moment. The concept appears to offer an
easy solution to some of the greatest current challenges in physics. It could be argued that this is not necessarily a
good thing, and I would tend to agree.

At the current moment in time, fundamental physics has found itself in something of an impasse. Progress is slow,
and there are several deep and troubling mysteries — with no obvious solution — on the horizon. These questions
include the unknown composition of dark energy which is apparently responsible for the observed acceleration of
the expansion of the universe. Another mystery concerns the apparent fine-tuning of some of the fundamental
constants. It has recently been realised that if some of the fundamental physical constants of the universe were only
slightly different then the existence of life in such a universe would have been impossible. The most notable
example of this is the apparent fine-tuning of the cosmological constant which governs the expansion of the
universe. It appears the cosmological constant has a tiny value, but is not zero. If the constant was much larger, the
additional acceleration of the universe would have prevented stars and galaxies from forming. And if the value was
much smaller, the universe would have collapsed back in on itself before life could have developed.

The principle of parallel universes offers a simple way out of this conundrum: just postulate the existence of a
range of different universes, and a random mechanism by which the fundamental constants vary from universe-to-
universe. Then it is possible to present a simple explanation as to why the constants are set to such fortuitous values
in our universe: there is nothing special about our universe, we just happen to reside in a random universe in which
the constants are set correctly.

However, the weakness of this so-called anthropic reasoning is that it can be used to predict anything, and a
theory which predicts anything predicts nothing. It seems as though we are giving up finding a theory which
unambiguously predicts the nature of the universe. As Brian Greene says in his book The Elegant Universe, this
method has the capacity "to lessen our insistence on explaining why our universe appears as it does."

I am definitely not a fan of parallel universes, but we must consider the potential implications of them
representing something "outside the universe". To answer this question, we will refer to a comprehensive review of
parallel universes conducted by Max Tegmark. [3]

Theoretical parallel universes actually come in a variety of different flavours. The first type of parallel universe
considered by Max Tegmark arises from the theory that space is infinite (this is by no means certain — space might
be closed in which case it has a finite volume instead of being infinite). The theory states that if space truly is
infinite, and uniformly filled with matter, then somewhere out there in the dark depths of space there is going to
exist every possible structure. Hence, somewhere far, far away, beyond the limits of our visible universe, there exists
a pink hippopotamus playing the trombone to Marilyn Monroe. It sounds like a joke, but this is actually a prediction
of the theory. As Max Tegmark says: "Even the most unlikely events must take place somewhere."



As you can see, this theory makes some rather bold assumptions about the rather dubious physical quantity of
"infinity". But, more importantly for this discussion, does this represent a separate "parallel universe" in any sense?

This type of parallel universe is identified purely on the basis of its distance from our visible horizon. Basically, it
is a long, long way away — that is the only distinguishing feature of this region of space. But Antarctica is a fairly
long way away as well. Does this mean Antarctica is in a parallel universe? If not, then where do we draw the line?
How far away has the region of space got to be before it is denoted as being a parallel universe?

Surely, this type of "parallel universe" has as much claim to being a parallel universe as Antarctica does: in other
words, none whatsoever. A distant region of space is still part of our universe.

The next type of parallel universe we will consider is perhaps more in tune with the general conception of what a
parallel universe should resemble — mainly through their rather clichéd use in popular science fiction. This concept
of a parallel universe is of a completely separate realm of existence, distinguished by having its own completely
distinct spacetime structure to that of our universe. This is the type of parallel universe much beloved of many a Star
Trek episode, for example, the episode in which a transporter mishap swaps Captain Kirk and his companions for
their evil counterparts from a parallel universe — the episode entitled Mirror, Mirror (I'm giving my age away,
here).

Such a universe could theoretically exist on the other side of a black hole, the black hole providing a wormhole to
another universe. Another possible source of this type of separate realm of existence is provided by the Many
Worlds interpretation of quantum mechanics (which we will consider in detail in Chapter Six).

But, a universe which exists as a separate realm of existence, which can have no effect on the objects in our
universe, and which itself can never be observed, surely does not exist — by definition. As Paul Davies says in his
book The Mind of God: "There is something philosophically unsatisfactory about all those universes that go
unobserved. To paraphrase Penrose, what does it mean to say that something exists that can never in principle be
observed?"

However, to be honest, these distinctions are all irrelevant for our current discussion in this book. This is because
we are completely at liberty to define the term "universe" as we wish, and we are choosing to define the term in the
loosest possible manner as "the sum total of absolutely everything that exists". So if we decide that parallel
universes exist — even though we can never observe or interact with them — then they are, by definition, part of the
"universe".

The universe is defined as everything that exists. Whether or not this means the universe is composed of a subset
of so-called "parallel universes" is irrelevant.

The universe is everything that exists. Therefore, there is nothing outside the universe. [4]
 
Hypotheses about the nature of reality which invoke parallel universes are very popular at the moment. These

hypotheses certainly seem to infest popular science books. However, I would consider such hypotheses — which
can, by definition, never be falsified — to be borderline unscientific. Not only that, but I would consider these
hypotheses to be positively dangerous for science, for two reasons.

Firstly, as Brian Greene explained, invoking parallel universes makes the job of physics too easy. Instead of
seeking theories which explain how the universe works, theories which make testable predictions, we end up with
hypotheses which explain nothing. Absolutely anything can be explained by invoking anthropic reasoning: just say
the laws of physics are different in each parallel universe, and we just happen to inhabit a universe in which the laws
are set to those which we observe.

But, secondly, I feel parallel universe theories are dangerous because they are a distraction, a diversion, from
focussing all our attention on the one universe we inhabit. The premise of this book is that there is one universe, and



that is all there is. The universe is a strange, beautiful, and surprising construct, and all the solutions we seek are
contained within this universe — if we just direct our gaze at it instead of being distracted by fanciful hypotheses.



3

SPACE IS NOT A BOX
The discussion so far has focussed on the lack of absolutes in the universe. So now let us examine the

implications of this lack of absolutes in space and time. This chapter is devoted to considering the implications of
the lack of absolutes in space. The following two chapters will be devoted to considering its effect on our concept of
time.

Let us start our analysis of how our everyday concept of space must be altered.
As soon as we ask about the nature of space we very quickly find it to be something about which we all have an

intuitive notion, but which is very hard to define. And, unfortunately, space is one of those concepts about which
human beings have very strongly-held preconceptions which are very hard to shake. Space is a concept with which
we are all intimately acquainted, which we have known from birth. We all deal with space as we appear to move
around "in" it all day long. Most people like space. They pay lots of money to get more of it, be it a bigger apartment
or a bigger garden.

In this respect, space feels like a "real thing" — it costs money to buy. This is the picture we have of space. We
know how it works, and we resent being told by logic or experiment that our personal, deeply-held concepts are
wrong. This is a particular problem for space as it does, indeed, appear that our preconceived notions are very far
from an accurate model of the reality. It turns out that space is not a "real thing" after all, so if you have spent a lot
of money buying some recently, then maybe you should take it back to the shop!

Isaac Newton believed in the concept of absolute space, which meant it was possible to define the position of each
point in three-dimensional space. Even if all the matter in the entire physical universe was removed, Newton
believed absolute space would still exist as an entity in its own right — as if space was a three-dimensional box, and
the physical universe was positioned at some point in the box. The position of any object could then be absolutely
defined by some sort of measurement scales along the sides of the box:

This absolute view of space is perhaps the most intuitive picture of space. It feels very natural for us to imagine
space in this way, and there was perhaps an evolutionary advantage in developing spatial awareness which modelled
space along these lines.

So now, consider a little story. Recently, I decided I needed more room in my apartment, so this morning I made a
start putting all my old books and CDs into storage. I bought four large transparent boxes, and I put most of my
books into those boxes and slid them under my bed. It's a good solution — boxes are really good for storage. We
have all lived our lives knowing that we can always put things into boxes for storage.



Now let us imagine Nature has seen us putting things into boxes and so Nature decides it wants to put things into
boxes as well. Specifically, Nature decides it wants to put the universe into a box. But how can Nature find a box
into which it can put the universe? The universe — by definition — is everything that exists. Therefore, all boxes
must be inside the universe; there can be no boxes outside the universe. So Nature is stuck. Nature cannot find a box
into which it can put the universe into storage. There are no boxes outside the universe. Nature will just have to
move to a bigger apartment.

As we have just described, Newton believed absolute space would exist as a box in its own right, even if all the
matter in the universe was removed. However, if there is nothing outside the universe then how can there possibly
be a box external to the universe? There can surely be no system of coordinate axes outside the universe we can use
to determine the absolute position of an object.

With this in mind, we find Newton had a competitor with different ideas, the great German mathematician and
philosopher Gottfried Leibniz. The story of the competitiveness between Leibniz and Newton is fascinating. It
certainly was not a friendly rivalry, with Newton giving an impression of being rather ego-centric. It is believed
Leibniz discovered mathematical calculus a few years before Newton, though Newton disputed this, and much of
Europe found it hard to believe that Leibniz could have discovered calculus independently of Newton. By the time
of his death, Leibniz's reputation was in decline (Newton played a rather dubious role in this decline). However,
Leibniz's reputation has been recently restored, and he is perhaps now held in higher esteem than was ever the case
when he was alive.

Leibniz rejected Newton's idea of absolute space. Leibniz believed that space was defined only on a relative basis,
with the position of objects being defined in terms of the position of other objects, not defined via some absolute
coordinate system. If we state the distance between objects, then we define a geometry. We then get an impression
of space emerging from those relationships, without space existing as an independent entity in its own right. If we
removed the objects and their relationships, then space would not exist on its own. Due to this elimination of space
as an entity in its own right, philosophers call this theory eliminative relationalism.

Leibniz had a famous debate via a series of letters to Samuel Clarke, an English supporter of Isaac Newton,
between 1715 and 1716. Leibniz asked Clarke the hypothetical question: if the whole universe was moved ten feet to
the left, how would we ever know? According to Newton, the two scenarios were distinctly different (positioned
differently in absolute space), but for Leibniz, all the spatial relationships were maintained so the two situations
were equivalent. Clarke found it hard to argue his position against Leibniz. Leibniz's argument for relative space was
compelling.

The following diagram shows Leibniz's model of relative space — with space emerging as a result of the
relationships between the men. Contrast it with the diagram of absolute space ("two men in a box") earlier in this
chapter. Instead of each man having to store an (x, y, z) position property as was the case in absolute space, each
man now has to store the distance between himself and each of his fellow men. This representation still maintains all
of the information which was present in the absolute space example:



Do not be fooled by the diagram above of the three men in relative space appearing to be separated by some form
of "distance" in "space" — this is just a weakness in the way the diagram is drawn. The men are not "in" space (as
was the case in the earlier diagram showing them in absolute space). The arrows merely show the relationships
between the men — they should not be considered as physical arrows with an extent in space. Remember, space
does not exist as an entity in its own right: if all the matter in the universe was removed, there would be nothing left
— no "space" left with an independent existence of its own. As Einstein said: "Spacetime is not necessarily
something to which one can ascribe a separate existence, independently of the actual objects of physical reality.
Physical objects are not in space, but these objects are spatially extended. In this way, the concept empty space loses
its meaning." [5]

If there is nothing outside the universe — and, logically, there cannot be — then absolute space is clearly refuted:
Leibniz was surely correct. We do, indeed, live in Leibniz's relative space, not Newton's absolute space. However,
towards the end of the chapter we will see how Newton proposed a powerful counter-argument to Leibniz which led
to Newton's idea dominating for two centuries.

Symmetry

We are probably all well-acquainted with the concept of symmetry, but perhaps have not given much thought to
the question of why something is considered symmetrical. We are probably most familiar with geometrical
symmetry, such as a snowflake:



If you were to rotate a snowflake by 60° then it would appear unchanged. This is because the snowflake is said to
possess rotational symmetry. Similarly, if you were to view the snowflake in a mirror, it would look unchanged
(mirror symmetry). So this gives us a better idea of how to define symmetry: if something remains unchanged after a
transformation, it is said to possess symmetry.

Any type of transformation could reveal symmetries, not just rotations and mirrorings. For example, we might
consider the transformation of spatial translation, in other words, simply moving an object to a different location. If
an object is defined relative to an absolute axis incorporating a scale, then it is not possible to translate an object
without changing the physical situation. This is how Newton's absolute space would function. Considering the
following diagram (showing absolute space), if we were to move the ball from position 5 to position 7, then the
physical situation would have altered from "the ball is at absolute position 5" to "the ball is at absolute position 7":

However, if the object is not defined relative to an absolute axis with a scale, then the object can be translated at
will, and the physical situation will not be altered:

This is how relative space behaves.
So, the nature of relative space ensures that all objects possess spatial translation symmetry. Fairly obviously, if

you were to perform an experiment, and then perform the same experiment a second time but this time with the
apparatus moved six foot to the left, you would get the same result. The experiment would be unchanged after the
transformation of spatial translation. In fact, everything in the universe has spatial translation invariance. This is due
to the lack of any absolute scale "outside the universe" to differentiate any particular position from any other



position.
So perhaps we could propose a deeper explanation for symmetry in physics: symmetry reflects Nature's

fundamental inability to distinguish between one physical situation and another. If Nature is unable to
distinguish between two situations, then we can transform one physical arrangement into another without altering
the situation. This represents a symmetry.

As has been said earlier in this book, Nature always does the best it can with the tools available to it. However,
Nature is limited by the lack of absolute scales available to it, which is why we see so many symmetries in the
physical world. The concept of symmetry is extremely important in physics, and it will be a recurring theme
throughout this book. Just remember that whenever you hear symmetry mentioned it is a result of Nature's inability
to distinguish between physical situations.

Now let us consider another implication of symmetry on the laws of Nature. Imagine you are an astronaut,
floating in the darkness of space. You are so far away from any planets or stars that all you can see is darkness. You
feel completely stationary. Suddenly, on your right-hand side, you see a fellow astronaut floating towards you at a
constant velocity. Your friend passes by you quite closely, before vanishing to your left-hand side into the darkness
of space.

This story can be described from the point of view of the other astronaut, who will describe exactly the same
experience as you — a symmetrical experience. The other astronaut felt completely stationary in space, he saw you
appearing on his right-hand side floating by at a constant velocity, and it was you who drifted off into the darkness
of space. So, the question arises: who was stationary and who was moving? Which of the two astronauts has the
greater claim to be stationary?

In the hypothetical situation of absolute space, Nature could endow every particle with an (x, y, z) position
property (just as it endows every particle with a momentum property, for example). Nature could then easily
determine which astronaut was stationary and which was moving. Nature could tell that the stationary astronaut's
position was unchanged, whereas the moving astronaut's position would be altered. As we discussed in the last
chapter, though, Nature can only do the best it can with the tools available to it. Without access to absolutes of
space, there is no way for Nature to distinguish if one astronaut is in uniform motion or if one is stationary. Hence,
by definition, they are fundamentally in the same state of motion.

And if Nature cannot tell the two situations apart — uniform motion and stationary — then you will naturally feel
the same experience in both situations. If you were sitting in an enclosed room in an office block, you would
consider yourself to be stationary, but if you were sitting in an enclosed room in an ocean liner moving smoothly on
a calm sea you might also consider yourself to be stationary — you would certainly feel as if you were
stationary. [6]

This inability of Nature to distinguish types of motion forms the basis of Galileo's unification of "uniform motion"
and "being stationary" known as Galilean invariance.

So here we have an example of a unification — the very first historical example of a unification — which is
caused by Nature being unable to access absolute values. As discussed in the previous chapter, it is the belief of this
book that the most pressing question in current physics — the unification of relativity and quantum mechanics —
can also be achieved by realising that the two phenomena are both caused by Nature being unable to access



absolutes. There might be a wonderful symmetry here, if the general principle behind Galileo's first unification
provides the solution for a modern unification.

The gravitational field

But how is this relative space defined? What determines the structure of space? What controls the motion of
objects? This is achieved by an entity which permeates the universe: the gravitational field.

So what, exactly, is a field?
If we have an electric charge, either negative or positive, and we move it through a region of space, we will find it

either attracts or repels any other electric charges around it, even without directly touching them. It appears the first
charge can directly move a second charge, even if there is nothing in-between the charges, and the two charges are
separated by a distance. It appears as if the first charge has an "invisible hand" some distance away from it which
could instantaneously move the second charge. This is called action-at-a-distance.

A similar situation applies to the force of gravity. Newton realised that the force which pulled an apple from the
tree was the same force which held the Earth in orbit around the Sun. Newton explained this force of gravity in
terms of action-at-a-distance, as though the Sun extended a giant hand to hold the Earth in its orbit. But how can
something move something else across the vacuum of empty space without touching it, or apparently directly
influencing it in any way? Newton was certainly not happy with his own conclusion, as he revealed in a letter in
1692: "That gravity should be innate, inherent and essential to matter, so that one body may act upon another at a
distance thro' a vacuum, without the mediation of anything else, by and through which their action and force may be
conveyed from one to another, is to me so great an absurdity, that I believe no man who has in philosophical matters
a competent faculty of thinking, can ever fall into it. Gravity must be caused by an agent acting constantly according
to certain laws; but whether this agent be material or immaterial, I have left to the consideration of my readers."

Indeed, Newton's instincts were correct: action-at-a-distance does not appear to be an accurate picture of reality.
Considering our electric charges again, we find any movement of the first charge is not instantly reflected by
movement of the second charge (instantaneous communication being forbidden by special relativity). Instead, the
influence of the first charge spreads out through space in all directions at the speed of light, taking time before it
reaches the second charge. So, instead of action-at-a-distance, the accurate physical picture is of the first charge
being the source of a field which extends out into space. The field is a continuous structure, which is defined at
every point in space. When the first charge moves, it causes a disturbance in the electric field, and this spreads out
through the field — as if you had dropped a rock into the sea, and the waves spread out over the water. Only when
the disturbance reaches the other particles do they move accordingly (repelled or attracted).

In the case of the electric field described here, when we move a charged particle it creates a changing electric
field. In turn, that changing electric field generates a magnetic field. That magnetic field generates an electric field,
and so on in an oscillatory fashion. The resultant self-sustaining wave is an electromagnetic wave, and can carry
energy across empty space. Visible light is a form of an electromagnetic wave, so we can certainly see types of
fields: fields have a reality, they are not invisible figments of our imagination.

So a field is a structure which spreads through space, and when we put a particle in it, the particle feels a force.
Hence, we could view gravity as a field — the gravitational field — which extends throughout all space and exerts a
force on all particles. According to Newton's action-at-a-distance model, if the Sun disappeared then the Earth
would instantaneously fly off into deep space, no longer held in place by the Sun's invisible hand. However, Einstein
realised that such instantaneous action-at-a-distance was incompatible with special relativity which prohibited faster-
than-light transfer of information. Instead, Einstein revealed that gravity should be explained in terms of a
gravitational field, and the motion of the Earth around the Sun can be explained by the nature of the field in the
immediate vicinity of the Earth. If the Sun disappeared, the Earth would continue to orbit the Sun's position for
seven minutes, until the bad news reached the Earth via the gravitational field.

Einstein's insight occurred when he realised that an observer in a closed box undergoing constant acceleration
would not be able to distinguish the force he was feeling from the force of gravity. Conversely, an observer falling
freely in a closed box would experience no force of gravity. If a force can disappear purely because the point of
view of the observer changes, then this means the force does not exist: it is dependent on the observer, it has no
objective reality (i.e., not all observers experience it as real). It is not a real force. Therefore, Einstein realised
gravity was just a fictitious force.

Not all forces are fictitious, and disappear with a change in the observer's perspective. As a comparison with the
electromagnetic force, if an observer in a closed box has a particle with a positive electric charge, we could repel
that positive particle using a positively-charged particle outside the box. However, we could then move the



observer's box away in the direction of the repulsion to make it appear as though no force was being applied. In this
way, it would appear we could make the observer think that no electromagnetic force was being applied to his
particle. So, does that mean the electromagnetic force is a fictitious force like gravity? No, because if the observer
had a negatively charged particle as well as a positive charge, he would find the negative charge attracted to the
external positive charge with increased force. So it is not possible to make the electromagnetic force disappear
merely by moving the observer: the electromagnetic force is a real force, not a fictitious force like gravity. We can
only deduce this about gravity because gravity has the same attractive force on all objects — unlike the
electromagnetic force.

So if gravity is a fictitious force, what is the cause of the force we all feel due to gravity? To answer this, consider
an object moving freely in space, without undergoing any acceleration. Such an object would tend to continue in a
straight line in space (called a geodesic) and would not experience any force due to gravity. Only if a wall, or any
solid object, was placed in its way to restrict its movement would the object feel the force we recognise as gravity.
The observer would feel the solid object pushing back against him, restricting his progress. This is just how we feel
when we are standing on the surface of the Earth. Our natural motion should be towards the centre of the Earth, but
the planet's surface restricts our motion. The resultant force we feel, making us tired when we stand up on the
surface, is interpreted as the force of gravity.

What determines the nature of the force which we interpret as gravity? Clearly, it is anything which modifies our
straight line through space — anything which modifies the geometry of space. In other words, gravity is the
curvature of space. As we continue in what feels to us like a straight line in space, if space is curved then our motion
will be deflected. It is this deflection of motion which is interpreted as gravitational pull.

What could curve space? Well, we know that objects appear to be attracted to large masses, such as planets, by
the force of gravity. This means that large masses must curve space around them so that an object, while proceeding
in a straight line in curved space, is deflected toward the mass. A two-dimensional demonstration of the principle
behind the curving of three-dimensional space involves placing a heavy ball in the middle of a rubber sheet. The
weight of the ball deforms the sheet downwards. The heavy ball is supposed to represent a large mass, for example,
the Sun. If we roll another smaller ball around the sheet, it will roll in circles around the indentation. If we consider
the smaller ball to represent the Earth, we can see that its resultant motion effectively orbits the Sun.

After observing these orbits, you might come to the same conclusion as Newton that there is an attractive force
between the objects, holding the Earth in an orbit. Whereas, all that is happening is the Earth is following a straight
line in curved space.

The principle that the force of gravity is actually the curvature of space — with the curvature being caused by the
presence of mass — forms the basis of Einstein's theory of general relativity.

Newton's bucket

Let's return to our discussion of absolute space earlier in this chapter. If you remember, Leibniz did not believe in
the existence of absolute space. According to Leibniz, the positions of objects were only defined in relation to other
objects. By extending this reasoning, we can see that — according to Leibniz — it should be possible to treat any
object as stationary, with the rest of the universe moving around it.

However, Newton posed a counter-argument to Leibniz which effectively killed-off Leibniz's idea of relative
space for two centuries. Newton's thought experiment is now known as Newton's bucket. Newton noted that the



surface of water spinning in a bucket would become concave, with the edges of the water rising up the sides of the
bucket. Newton asked the question: relative to what is the water spinning? You might suggest the water is spinning
relative to the environment and the objects surrounding the water, but if you consider the bucket (which is the
water's most immediate environment) you will see that the water is spinning at exactly the same speed as the bucket.
So the water is not moving at all relative to its immediate environment.

According to Leibniz, objects are only defined relative to other objects, and so it was just as valid to suggest the
water was stationary and it was the rest of the world was spinning. This meant that Leibniz's argument could not
explain the change in the shape of the surface of the water. If the water was stationary, why was its surface being
deformed? Newton argued that if the water was not spinning relative to its immediate environment then it had to be
spinning relative to absolute space, and its movement relative to absolute space was what was causing the
deformation of the water surface. Leibniz was forced to admit defeat. Is our proposed concept of relative space in
trouble?

However, in the mid-1800s, the Austrian physicist Ernst Mach presented an alternative to Newton's absolute
space. Maybe the disturbance of the water in the bucket was not due to it spinning relative to absolute space, maybe
it was because it was spinning relative to the rest of the world around it. Even though the water was not moving
relative to the bucket, it was spinning relative to the ground, and the trees, and the sky. Wasn't this enough to
determine that the water was spinning? Does Nature really need absolute space to tell it that the water is spinning
when it has all these other clues?

In his book The Fabric of the Cosmos, Brian Greene presents a discussion of Mach's principle. Imagine you are an
astronaut spinning in empty space, many millions of miles away from the nearest stars or planets. Clearly you would
feel like you were spinning because of the acceleration you would feel. Your arms would splay outwards, and your
tummy might feel funny. Newton would say you experience the spinning feeling because you are spinning relative
to absolute space. Mach disagreed with Newton's notion of absolute space, and sided with Leibniz's concept of
relative space. In that case, Mach argued, the only reason you feel you are spinning is because you can clearly see
distant stars and planets around you, and so you are clearly spinning relative to the rest of the universe. According to
Mach, the rest of the universe forms a reference by which Nature decides whether or not you are spinning. The
motion could be determined relative to all the other masses in the universe — no absolute space was necessary.

The reciprocal nature of gravity

Einstein took Mach's idea and modified it by introducing the concept of the gravitational field. We might think of
the gravitational field as being generated by all the masses in the universe. The field spreads throughout the length
and breadth of the universe, and the astronaut knows he is spinning because he is accelerating relative to the
gravitational field.

Even though Einstein's concept of a gravitational field superseded Mach's idea, this basic principle of Mach still
holds true: in relative space, there is simply no alternative to defining position in terms of the other masses in the
universe. So this principle inevitably applies to the gravitational field. Being unable to access any absolutes outside
the universe, Nature is forced to make the gravitational field an entirely relational structure, i.e., not being defined in
terms of the coordinates of absolute space outside the universe, but having to be defined in terms of the structures
which exist within the universe. In other words, the gravitational field has to be defined in terms of the distribution
of matter inside the universe — Nature has no option. This dependency explains why, when matter moves in the
universe, the gravitational field is inevitably re-shaped.

Although this is a speculative theory, we should not be surprised to find that this inevitable dependency of the
shape of the gravitational field on matter can result in a deformation of the gravitational field. In other words, we
find mass curving space. The only alternative would be a gravitational field which was flat in all circumstances.
However, such a structure would effectively perform a function identical to Newton's absolute space — and we have
already refuted the notion of absolute space.

In his book Time Reborn, Lee Smolin described Einstein's justification for replacing Newton's theory of gravity
by Einstein's theory of general relativity: "Einstein's point was that Newton's absolute space tells bodies how to
move, but nothing is reciprocated; the bodies in the universe do not influence absolute space. Absolute space just is.
In Einstein's theory of general relativity, the relationship between matter and geometry is reciprocal: Geometry tells
matter how to move and, in turn, matter influences the curvature of spacetime."

Smolin is actually paraphrasing a famous quote by the great physicist John Wheeler: "Matter tells space how to
curve, and space tells matter how to move."

Essentially, the necessity for relative space means space loses its regular rigid box-like structure, and instead



becomes a curved and distorted structure: space is not a box.
So once again we appear to have a side effect caused by Nature being fundamentally unable to access absolutes.

Nature does the best it can with the tools it has available, and, for the most part, we do not notice any problems —
space appears flat to us. Light appears to travel in straight lines. We only notice the side effects caused by the lack of
absolutes when Nature is pushed to extremes, in this case, in the presence of extreme masses. The inevitable side
effect in this case is a curving of space around those large masses. For example, if we look closely we will find that
the direction of light is bent slightly as it travels round stars due to the curvature of space. We interpret this
curvature of space — which appears to attract objects to large masses — as the force of gravity. Hence, gravity itself
is shown to be a side effect of the lack of absolutes in the universe.



4

TIME IS NOT A CLOCK
Let us go back to 1905. We find a young Albert Einstein working as an assistant examiner in Bern patent office.

Einstein had suffered recent disappointment. He had just finished a four year mathematics and teaching programme
at the Zurich Polytechnic, but had failed to obtain an academic position. However, Einstein was not disheartened,
and continued his personal research, despite the setbacks. His time at the patent office is often pictured as a dreary
waste of time for the greatest mind in modern science, though it is more likely his job provided him with the
financial support and freedom to pursue his own agenda which he likely would not have enjoyed in university.
Einstein's friend, Abraham Pais, described Einstein's time at the patent office as "the closest he would ever come to
paradise on earth".

Einstein spent his spare time trying to solve the most pressing physics problems of the day. In particular, he tried
to solve a conundrum which had been troubling him from childhood: what would you see if you moved fast enough
to catch up with a ray of light?

The Scottish physicist James Clerk Maxwell had just shown that light should be considered as being a type of
electromagnetic wave. This posed a dilemma for physics. All types of known waves took the form of a disturbance
in some type of underlying medium. For example, waves on the sea are a form of disturbance on water, while sound
waves are a form of disturbance in air. But what medium carried light? Light was a disturbance of which medium?
Physicists at the time called the proposed medium the ether. It was proposed that light took the form of a travelling
wave of disturbance through the ether.

What form would this ether take? Sound waves require air, and there is obviously no air in space, but light can
reach us from the distant stars. So the ether had to be a mysterious, invisible background substance which pervades
the entire universe.

But Einstein was unhappy with the proposed ether idea. Galilean invariance stated that the laws of motion were
the same in any uniformly moving environment — you could not conduct an experiment to determine if you were
moving or not. However, if we introduce the idea of the ether it would be possible to perform an experiment to
measure the speed of light and hence determine if you were stationary or moving: only if you were stationary with
respect to the ether would you get the correct measure of the speed of light. So in many ways, the ether played the
role of Newton's absolute space — a form of absolute coordinate system which spread throughout space. But we
have already refuted the notion of absolute space.

It did not seem right to Einstein that the laws of motion were the same in any uniformly-moving environment, but
the laws of electromagnetism should be different (different observers obtaining different values for the velocity of
light). Furthermore, in another blow to the ether idea, Albert Michelson and Edward Morley performed a famous
experiment in 1887 which failed to detect any trace of the ether.

In a brilliant flash of inspiration, Einstein decided that the only way out of this dilemma was to reject the notion of
the ether and extend the principle of Galilean invariance to the whole of physics. He proposed his principle of
relativity: all the laws of the physics (not just motion) are the same in all uniformly moving environments. It might
seem quite an innocuous principle, but it had tremendous implications. That simple principle formed the basis of the
theory of special relativity, and from that point on, our concept of space and time would be forever altered.

Once again, we find we can derive this result from our fundamental principle. Considering our discussion of the
two floating astronauts in the previous chapter, we saw that Nature could not distinguish which astronaut was
stationary and which was moving. This is due to Nature being unable to access any absolute reference scale "outside
the universe" (remember: there is nothing outside the universe). No astronaut can claim to be preferred. The
experience of both astronauts is identical. We saw that this principle is called Galilean invariance. It is due to this
inability of Nature to access any absolute reference axes outside the universe which means that Galilean invariance
must be extended to all of physics. This leads to the principle of relativity: all the laws of physics are the same for
all observers, no astronaut can claim to be preferred, the experience of both astronauts is identical. Crucially, this
means that both astronauts must measure the same value for the speed of light.

We shall now consider the implications of this invariance in the measured speed of light for all observers.



What time is now?

We are going to reveal the implications of Einstein's great insight by performing one of his famous thought
experiments. Let us imagine we are riding on a train, and we have the latest technological marvel on our table: a
light clock (there is no such thing in reality — it is purely a construct of our imagination). A light clock consists of
two mirrors, and a pulse of light bounces backwards and forwards between the two mirrors at regular intervals. So
this is what the light clock would look like if you were on the train:

It is, in principle, easy to use the light clock to measure time as we know the distance between the two mirrors and
we know the speed of light. What is more, the light clock is wonderfully accurate as we know the speed of light is a
constant.

However, we now ask the question, what would the light clock look like to someone standing on the platform at a
station as the train passes by? As the train is moving, anyone standing on the platform would see the pulse of light
having to travel further between each pulse as the pulse now has to travel diagonally. So, for an observer standing on
the platform, this is what the light clock would look like at three separate moments:



So, for each "tick" of the light clock, it appears to the observer on the platform that the pulse of light has to travel
a greater distance than is the case for the passenger on the train. But the principle of relativity tells us that the speed
of light is measured to be the same speed in every uniformly moving environment. That would appear to indicate
that the observer standing on the platform would see a longer time interval between ticks than the passenger on the
train would see. In other words, the observer on the platform sees the clock on the train running slow.

As bizarre as it might seem, this is precisely what happens. But it is vital to stress at this point that this result has
nothing to do with light or light clocks in particular. What applies to the light clock applies to any clock, or indeed
any physical process. It is not only the light clock which runs slow, but — according to the observer on the platform
— it is time itself which runs slow on the train!

This phenomenon of the slowing-down of time for observers in relative motion is called time dilation.
However, the principle of time dilation is often badly expressed as "moving clocks run slow". Such a statement is

relativistically flawed, and only adds to confusion. Who is to say which clock is stationary, and which is moving?
Remember, there is no such thing as absolute space, no fixed coordinate axes to determine which clock is stationary.
It is true that an observer will see the clock of another observer — who is in relative motion — running slow. But
exactly the same applies from the point of view of the other observer. Observer 1 will see the clock of observer 2
running slow, and, because of the symmetry of the situation, observer 2 will see the clock of observer 1 running
slow as well.

"How can this be?", you might ask. "How can both observers see the clock of the other observer running slow?"
Without going into too much detail, the answer is that we have to bring the clocks together for direct comparison. If
both observers decelerate to a stop in the same way, and then come together again (in a symmetrical manner), then
when both clocks are stationary in the same reference frame and are compared, they will both say the same time.

So, instead of summarizing time dilation as "moving clocks run slow", be careful to say "a clock which is moving
relative to an observer will run slow relative to the observer's clock."

This is no mere theorizing. In 1971, Joseph Hafale and Richard Keating flew four highly-accurate caesium-beam
atomic clocks twice around the world on a jet liner, first eastward, then westward. When they got back to base, they
compared the time on the clock with the time on a clock which had remained at base. They found the clock which
went around the world had run very slightly slower: just a few hundred billionths of a second less elapsed time, but
this was perfectly in accordance with Einstein's theory.

The rate at which time passes appears to vary depending on the motion of the environment. It would appear that
each observer, moving through the universe, has his own personal clock which tells his own personal time. How can
this be?



Time is not a clock

Isaac Newton believed in the concept of absolute time, along very much the same lines as absolute space. Just as
absolute space proposed one series of absolute coordinate axes for space, absolute time proposed one single measure
of time for the entire universe. According to Newton, it is as if there exists an invisible clock, which only Nature can
access. This clock forms the universal standard, and "ticks" at the same unvarying rate for all objects. According to
Newton, all physical processes are controlled by this universal clock: "Absolute, true, and mathematical time, of
itself and from its own nature, flows equably without relation to anything external". [7]

However, once again, Gottfried Leibniz took issue with Newton's concept of absolute time in just the same way as
he had attacked his concept of absolute space. As with the case of absolute space, Newton believed that if all the
matter in the entire physical universe was removed, the universal clock would still exist, ticking-away the absolute
time. However, similar to the argument regarding absolute space, we can see that if there is nothing outside the
universe then there can be no universal clock outside the universe providing this absolute time measure.

As Einstein's discovery of time dilation revealed, in the absence of the universal standard of absolute time, it is as
though every object in the universe is now free to use its own personal clock, ticking at a different rate from every
other person's clock.

In the last chapter we saw how the lack of absolutes in space meant that Nature was unable to distinguish between
objects which had been spatially translated. This led to a symmetry: if you performed the same experiment but
moved it six feet to the left, you would get the same result. But if we see symmetry in space due to lack of absolutes,
then we would surely expect to see a similar symmetry in time. And this is precisely what we do see. Just as we
found spatial invariance, we now find time translation invariance: if you shift your entire experiment in time
(perform the same experiment at a later date) then you will get precisely the same result.

Once again we find a symmetry caused by Nature's fundamental inability to distinguish between two physical
situations.

Spacetime

Let us now consider another implication of the principle of relativity. Imagine in the precise centre of a carriage
on a moving train there is a lamp standing on a table. When the lamp is turned on, an observer riding in the carriage
will obviously see the light beam hit the front and rear of the carriage at precisely the same time.

So the following diagram shows the situation as seen by an observer riding in the carriage. As shown in the
diagram, the observer sees the emitted light strike the front and the rear of the carriage at the same time:

However, the situation is different for an observer standing on a platform watching the train pass by. According to
the principle of relativity, all observers must get the same reading for the speed of light. So the observer on the
platform will measure the same speed of light from the lamp on the train both in the forward and backward direction
— despite the forward movement of the train.

In the time it takes the light to reach the ends of the carriage, the observer on the platform will see the rear of the



carriage advance in the forward direction, due to the forward motion of the train. This has the effect that the light
will reach the rear of the carriage first.

So the following diagram shows the situation for an observer standing on the platform. As shown in the diagram,
the observer sees the emitted light strike the rear of the carriage first:

At first glance, this might not appear particularly remarkable. We might expect that the forward movement of the
train results in the light striking the rear of the carriage first. Indeed, we would expect precisely the same result if
sound signals replaced the light signals. The difference with sound, however, is that sound travels through a medium
— effectively an ether — and that ether is air. Light is different. As explained earlier, light requires no ether. Both
the observer riding in the carriage and the observer standing on the platform will measure the same speed of light.
The only conclusion we can draw — and it is a remarkable conclusion — is that the events which are simultaneous
for the observer standing on the platform are not simultaneous for the observer riding in the carriage.

This result shows that events which are simultaneous for one observer are not necessarily simultaneous for
another observer who is in relative motion. This extraordinary, counter-intuitive behaviour only becomes noticeable
at speeds close to the speed of light. As was explained in Chapter Two, at human scales and at human speeds we do
not experience the strange glitches of quantum mechanics and relativity. It is only when Nature is pushed to the limit
that the complete lack of absolutes available to Nature starts to show, and we experience the strange, counter-
intuitive side effects.

This so-called relativity of simultaneity means that the ordering of events can be different depending on your
viewpoint. From my viewpoint, event A might happen before event B, whereas from your viewpoint event B might
happen before event A, depending on our relative motion. As a result of this, when we are drawing events in space,
it therefore makes no sense to attempt to draw all the events at a particular specified time, as different observers will
disagree as to which events occurred at that time. The only way to unambiguously draw events in space is to add an
extra time dimension onto a diagram of space, and then draw events in a block which incorporates both space and
time. The resultant block of space and time is called spacetime.

The following diagram shows events (the black dots) in a block of spacetime (only two dimensions of space, x
and y, are shown):



Spacetime is believed to be the most accurate representation of space and time. When considering the structure of
space and time, we should treat the time dimension as being combined with the three spatial dimensions to form a
four-dimensional spacetime. Although it sounds rather far-fetched, we in fact treat time as a fourth dimension every
day. For example, when we arrange to meet someone, we not only have to say where (in space) we want to meet
them but we also have to say when (in time) we want to meet them. So the meeting event is specified by four pieces
of information: the three dimensions of space, and the one dimension of time.

It is hard for us to imagine time as the fourth dimension because, whereas objects are free to move in any
direction in the space dimensions, they only move forwards in the time dimension. This makes it especially difficult
for us to imagine time as a dimension as — psychologically — it seems so very different from the space dimensions.
And, while we can visualize three orthogonal axes, it is simply impossible to visualize four orthogonal axes.
However, if we overcome our psychological objections we find that time does, indeed, behave very much like the
dimensions of space.

As we move about in space, we are also moving forward in time. This means we effectively navigate a path
through spacetime called a world line. This is an important concept and we will be returning to this idea later:

It was Hermann Minkowski, one of Einstein's teachers, who first conceived of four-dimensional spacetime.
Minkowski famously said: "Henceforth space by itself, and time by itself, are doomed to fade away into mere
shadows, and only a union of the two will preserve an independent reality."

Invariants



In our light clock thought experiment, we have already seen how Einstein showed that time would pass slower for
an observer who is in relative motion. It would appear that space and time are very much relative quantities, and the
measure you get for these quantities depends on your viewpoint. However, when we combine space with time to
form spacetime we find we get some joint quantities which do not depend on your viewpoint. Such quantities are
called invariants.

An example of an invariant is the distance travelled by an observer in spacetime. In the following equation, the
spacetime distance, s, is equated with the length of time measured by an observer, t, the spatial distance travelled by
the observer, x, and the speed of light, c:

 
s2 = (ct)2 — x2

 
It so happens that the spacetime distance travelled by an observer — as calculated by this equation — is invariant,

i.e., all observers will agree on this distance.
What are the implications of this invariant spacetime distance? In order to answer that, let us consider two

observers. One observer stays on planet Earth, while the other observer decides he wants to be an astronaut and
announces his intent to travel to the edge of the solar system before returning to Earth. Both observers synchronize
their watches before the astronaut starts on his journey. When the astronaut returns to Earth, the two observers
compare their watches again.

You will note that the value for x2 in the spacetime distance equation is negative. This means that the observer
which covered the greater spatial distance will have the smaller distance in spacetime. In other words, the spacetime
distance — which represents the amount of time experienced by an observer — will be smaller for the astronaut who
went on the round-trip to the edge of the solar system. Less time will have passed for the astronaut than for the
observer who remained on Earth.

This is precisely in accordance with Einstein's theory of time dilation: the moving astronaut's clock runs slow
compared to the clock of the observer who remained on Earth. If the astronaut travelled far enough and fast enough
he would have returned to find his friends had aged considerably, while he remained young.

What else can the spacetime distance equation tell us? Well, if our spatial distance, x, is zero, i.e., if we do not
move through space, then the spacetime distance we travel is equal to ct. In other words, just by standing still we are
all travelling through spacetime at the speed of c, the speed of light!

How absolutely bizarre, you might think. You might think that when you are standing still or sitting down, you do
not feel as if you are travelling at all. Well, you do have the sensation, really: you feel as if you are travelling in
time. You feel a kind of motion of the present moment, as the future becomes the past. Just by sitting down, you are
travelling through spacetime at the speed of light (do not take this as an excuse to do less exercise).

So how should we interpret forward motion in the time dimension? It means you are getting older! That is how to
interpret motion in the time dimension: the object doing the travelling in the time dimension gets older

This invariant quantity — that everyone is moving in spacetime at the same speed — gives us a different way to
look at Einstein's theory of special relativity. When we combine space and time into spacetime, we find that all
observers move through spacetime at the same speed. This means that if you see another object is moving at high
speed relative to you, its speed through space is greater than yours. Hence, its speed through time must be less than
yours. This is what you will find when you compare your clock with a moving clock: as the moving clock is
travelling faster through space, it is travelling slower through time, i.e., time runs slower for the moving clock
relative to your clock. Actually, if an object could move through space at the speed of light (as massless photons
can), they would not move through time at all — all their speed would be motion through space, with no speed left
to travel through time. For this reason, photons do not experience the passage of time at all.

As Brian Greene says in his book The Elegant Universe: "We now see that time slows down when an object
moves relative to us because this diverts some of its motion through time into motion through space." This is time
dilation expressed from the point of view of invariants: everyone's speed through spacetime is the same invariant
quantity. In fact, Einstein did not originally want his theory to be called "relativity", he wanted it to be called
"invariance", precisely for this reason.

So we now see that the speed of light is not actually the cosmic "speed limit" in the space dimensions it is usually
portrayed to be. It is, in fact, the speed at which everything is travelling — in four-dimensional spacetime! So the
next time that someone in the pub tells you that no one can travel at the speed of light, you can tell him that he is
travelling at the speed of light right now!

The speed of light is no speed limit — it is the universal speed. Everything travels at the speed of light.



The invariant speed of light

So if all observers measure the same value for the speed of light, this appears to suggest that the speed of light is
an absolute speed. So are there absolutes in the universe after all?

Well, it is still the case that in a relative universe everything must be defined relative to everything else in the
universe. In that sense, the speed of light is perfectly analogous to the length of the planks of wood considered in
Chapter Two (remember the "plank length" used to build houses). Everyone has a plank of wood the same length,
and everyone measures the same size of their plank of wood (just as everyone measures the same speed of light).
However, the plank length cannot be considered an absolute because if everyone's plank length doubled (or halved)
nothing would change in the universe.

This suggests that while the speed of light is invariant (everyone agrees on the value), it not a true absolute: it is
not like the metre rule in Paris, an absolute reference which resides outside the closed system. If there was a true
absolute speed then velocities in the universe could be defined absolutely — not relatively. Hence, there would be
no Galilean invariance in such a universe (as it would be possible to distinguish "stationary" from "uniform
motion").

So, in order that every observer can measure the same speed of light, we have seen in this chapter that there must
be an extraordinary side effect: the clocks of all the observers must run at different rates. In fact, time itself must run
at different rates.



5

THE BLOCK UNIVERSE
In this chapter we will continue to consider the implications of there being no absolute axes of time outside the

universe. The implications of this turn out to be so remarkable that this discussion may very well change your
conception of time forever — I know it had that effect on me. I genuinely view time, and events in my life, in a
different light now that I understand the full implications of the block universe model.

The path we will take will be purely logical, and our conclusions will be clear and unarguable. This makes it all
the more remarkable that many professional physicists seem unaware (or choose to ignore) the implications of basic
logic when applied to time. As Lee Smolin says in his book Three Roads to Quantum Gravity: "There are
unfortunately not a few good professional physicists who still think about the world as if space and time had an
absolute meaning."

It is time to spread a bit of logical light …

How fast does time flow?

In the last chapter, we discovered how time is a relative notion. This is an inevitable consequence of our principle
that there is "nothing outside the universe" — different observers in the universe can effectively have their own
"clocks". Time appears to pass at different rates for different observers, relative to other observers.

Then, in our discussion of the relativity of simultaneity, we found it made no sense to attempt to draw all the
events at a particular specified time, as different observers will disagree as to which events occurred at that time. We
found that the only way to unambiguously draw events in space is to add an extra time dimension onto the diagram
of space, and then draw events in a block which incorporates both space and time. Thus, we represent spacetime
graphically as a block, and this is the most accurate way to think about space and time.

But there is another, quite fascinating, logical way to consider time which also suggests that we should consider
spacetime as a block. We have all seen objects changing with time. We see cars driving down a road, or birds flying
in the sky. In slightly more formal terms, what does this motion actually represent? It represents a change in the
position of an object with respect to time. As time progresses, the object's position alters. We interpret this change in
position as motion. Some objects move slowly with respect to time, some objects move quickly with respect to time.

Bearing this in mind, in 1951 the American philosopher D.C. Williams asked a simple question: "How fast does
time itself move?"[8] This might seem like a fairly innocuous statement, but it is far from easy to answer. We have
discussed how we see objects moving with respect to time, but if time itself is moving, then is it moving with respect



to itself? This sounds nonsensical. Maybe we shall have to elaborate on what the movement of time actually means.
We all have an intuitive feeling of the passage of time. We feel the immediacy of a "now" moment as if it is the

only real moment, we remember the past as "somewhere we have been", and we look to the future as "somewhere
we are going". In this sense, it feels as if our "now" moment is moving through time, from the past to the future. The
movement of the "now" point has the effect of turning the uncertain and malleable future into the fixed and
unchangeable past.

So, if we are going to answer the question of "How fast does time itself move?" then it would appear we need to
consider how fast the "now" point moves. If the "now" moves then it must move with respect to some time
reference. So is time moving with respect to itself? Surely not. To say "Time moves at the rate of one second per
second" is meaningless. Rather, the rate of time flow would have to be measured with respect to some secondary,
external time reference. However, as we have discussed in earlier chapters, we know that there is no clock outside
the universe, so there could not be any such external time reference. It is simply logically impossible for there to be
a moving "now". The only logical conclusion we can draw is that time does not flow!

So what is the alternative? The alternative is to consider a universe in which all of time is laid-out (just as the
space dimension is laid-out), and there is no moving "now". We would imagine this as a solid block of unchanging
spacetime, containing all the events of all time. As there is no special "now", there is no distinction between past and
future. Amazingly, this means that all times are equally real. The future and the past are just as real as the present!

If all times are equally real, then the times and events you remember earlier in your life are just as real as now: the
current moment can have no particular claim to be a special moment in time. So, you remember that moment as a
child when you fell off your bike and grazed your knee? That moment is just as real as the current moment — it can
be said to exist just as much as the current moment. All times exist, all times are real.

This principle forms the tenseless theory of time. It is also called the block universe model because all of
spacetime can be viewed as being laid-out as an unchanging, four-dimensional block. The block universe model can
be considered the orthodox model of spacetime as it has its roots in special relativity and basic logic, and is the
model of spacetime adopted by the vast majority of physicists.

I first became aware of the full, extraordinary implications of the block universe model in 2006 when I read a
superb Scientific American article by Paul Davies entitled That Mysterious Flow. I suspect that for a lot of people —
not just me — the article was a revelation. Paul Davies presented the argument against the conventional, intuitive
notion of a moving "now" in a way which really made you stand up and take notice: "It makes sense to talk about
the movement of a physical object, such as an arrow through space, by gauging how its location varies with time.
But what meaning can be attached to the movement of time itself? Relative to what does it move? Whereas other
types of motion relate one physical process to another, the putative flow of time relates time to itself. Posing the
simple question 'How fast does time pass?' exposes the absurdity of the very idea. The trivial answer 'One second
per second' tells us nothing at all."

A link to the original article is contained in the footnote.  [9]
I reproduced Paul Davies's article on my website and got a tremendous response. The general consensus from the

comments told me that the average scientific lay-reader was already well-acquainted with the idea of all of space and
time being laid-out in a spacetime block (i.e., they were already well-acquainted with the notion of a four-
dimensional spacetime — thanks to Einstein). However, they were still under the impression that there was a "now"
moment which moved through this spacetime structure, turning the future into the past. Brian Greene also noted this
general misunderstanding in his book The Fabric of the Cosmos: "A less than widely appreciated implication of
Einstein's work is that special relativity really treats all times equally." It is this misunderstanding which I hoped to
clarify — with the aid of Paul Davies's article. All of space and time is laid-out, yes, but there is no moving "now".
All times are equally real.

According to the block universe scenario, the movement of time is just an illusion. "But", you might protest, "I
clearly feel the current moment is special. The past seems distant and hazy, and the future is unknown. So the
current moment is definitely special for me." Well, yes, but do not forget that this is precisely how you have felt at
every other moment in your life. In 1980, you felt that the current moment was special, and the 1970s were the
blurry past. In 1990 you felt that the current moment was special, and the 1980s were the blurry past. In 2000 you
felt the current moment was special, and the 1990s were the blurry past. The way you are feeling now is precisely
how you have felt at every other moment in your life. So, again, there is nothing to identify the current moment as
special in any way.



It is as if there are multiple copies of you in existence at every point in time, and they are all equally real.
Remember the discussion about your world line in the previous chapter. That is the accurate representation of
reality: you exist as a world line across all times. Just considering yourself at the current moment does not reflect the
true reality.

Are we The Sims?

David Deutsch provides an excellent description of the block universe model in Chapter Eleven of his book The
Fabric of Reality. In fact, he comprehensively demolishes the generally-held view of time in favour of the block
universe view: "The reason why the common-sense theory of time is inherently mysterious is that it is inherently
nonsensical. It is not just that it is factually inaccurate. We shall see that, even in its own terms, it does not make
sense … Common sense frequently turns out to be false, even badly false. But it is unusual for common sense to be
nonsense in a matter of everyday experience. Yet that is what has happened here."

Deutsch even considers the possibility that there might be an axis of time external to the universe by which we
might answer the question "How fast does time flow?" Deutsch achieves this by considering the possibility that our
universe might be a computer simulation, the simulation being performed by an advanced civilisation. If you have
seen the movie The Matrix, you will be aware of a theory similar to this. In The Matrix, the advanced civilisation
kept Keanu Reeves's character in a vat and fed his brain false stimuli to make it appear as if he was living in a
completely false, simulated universe. The latest theories on this subject have attained a degree of scientific
credibility, but they do not propose keeping anyone in a vat. Instead, these theories consider the possibility that our
entire universe might be a simulated construct in a vast supercomputer run by an advanced civilisation (as if we
were simulated characters in the computer game The Sims). The motivation behind such a simulation being just the
same as why we enjoy playing games such as The Sims: for entertainment.

If we were in such a position, then there would be two axes of time: there would be our time axis as residents
inside the simulated universe, and there would be another, entirely separate axis of time for the advanced civilisation
performing the simulation — effectively outside our universe. The two axes of time need not run at the same rate,
e.g., the advanced civilisation could be watching us go about our daily activities in slow motion.

It would then appear that we could provide an answer to the question "How fast does time flow?" We could say
something like "Our time inside the universe flows at five seconds for each elapsed second of time outside the
universe." In other words, although it is a nonsense to say that time flows at a rate of "one second per second", it
would appear possible to say that time flows at a rate of "one second per external second, according to the time scale
outside the universe."

Is this a way out of the logical certainty that we inhabit a block universe?
Well, no. Deutsch shoots down this theory as soon as he proposes it. He points to the fact that we would be just

pushing the problem back from our simulated universe to the universe of the advanced civilisation. We may have
avoided the problem "How fast does time flow?" in our simulated universe, but we are now left with the question
"How fast does time flow?" in the universe of the advanced civilisation. We are no better off.

There is no way out: it is a logical certainty that we inhabit a block universe.



Eternal life

It might come as a surprise that this orthodox block universe view of time leads us to conclude that we possess a
form of eternal life! This is a consequence of the principle that in the block universe model all periods of time are
equally real. If a loved one dies, you might take some comfort from the knowledge that this period of time in which
your loved one is dead has, in fact, no greater reality than the time when your loved one was alive. According to
physics, it is just as valid to consider your loved one as alive as it is to consider them dead!

Einstein took comfort from this knowledge when his lifelong friend Michele Besso died. He wrote a letter
consoling Besso's family: "Now he has departed from this strange world a little ahead of me. That means nothing.
People like us, who believe in physics, know that the distinction between past, present, and future is only a
stubbornly persistent illusion."

Of course, the flip-side is that you're already dead!

Free will

The idea that all of space and time is laid-out in one unchanging block might appear unsavoury to some people as
it appears to deny the possibility of free will. This is because it appears we are unable to change the future, which is
written in stone. This is not the first time that science has appeared to deny the possibility of free will: Newton's
laws of motion seemed to imply a deterministic "clockwork universe", in which, once the initial conditions are set,
the universe proceeds along a fixed path which cannot be altered. The arrival of quantum mechanics, though,
implied that the universe is not totally deterministic. Quantum mechanics only supplies the probability of an event
occurring. It is as if quantum mechanics decides which way the world is going to work by throwing a dice.

But does quantum mechanics actually provide you with more free will than Newton's clockwork universe? I fail
to see how having your decisions controlled by a random dice throw somehow gives you more control than having
your decisions controlled by a deterministic mechanism. It seems that the proponents of free will try to deny that
their thought processes are controlled by fundamental physical processes at all, as somehow their thoughts are
"above all that". Descartes, for example, believed that the human mind did not have to follow the physical laws of
the universe. This is surely not the case. However you define free will it is surely controlled by the laws of Nature
and fundamental physics.

The main problem is that "free will" has no proper scientific definition, and until it is given a proper definition it
is simply impossible to analyse it scientifically to see if it is present or not. In the rather unscientific way that it is
normally described, free will is "the ability to make decisions", and that is something we all clearly have. Whether
the underlying universe is deterministic, or random, or a block universe, it makes no difference: we all have the
freedom to make decisions. This is because "the ability to make decisions" is, again, not sufficiently defined
scientifically. In this unscientific sense, the only way we could ever lose this ability to make decisions is if a drug
was put in our drink to turn us into a zombie-like, suggestible state. So, in the absence of someone drugging your
drink, I can definitely say, yes, you obviously have free will — you can obviously make decisions. The underlying
laws of physics are irrelevant.

If you disagree, please present a clearer definition of "free will", a better definition than "the ability to make
decisions". In the absence of such an alternative definition, relax — you obviously have free will.

The arrow of time

The block universe model tells us that all times are equally real, and the passage of time is just an illusion. It
certainly feels like a very strong illusion, which is why it is sometimes so hard to accept the reality of the block
universe. So what is causing this illusion of the passage of time?

The intuitive feeling we all experience is of a moving "now" which turns the future into the past. This seems to
indicate a clear directionality of the movement of the "now" from the past into the future. There is a clear asymmetry
in the time direction, most notably we can remember the past but the future is completely unknown. This asymmetry
in our memory seems to be the main reason why we feel we are in motion in the forward time direction. Because we
can remember the past, we feel that it is somewhere we have already been, and because we have no knowledge of
the future we feel it is somewhere we have yet to visit. Hence, despite what the block universe model tells us, we
feel we are moving in time — we feel the passage of time.



So the asymmetry of the time axis causes an apparent directionality to time. But what is the cause of this
asymmetry? What is the cause of the so-called arrow of time?

The asymmetry is not just in our minds and memory. As we look around our world, we see wine glasses breaking,
but we never see broken pieces of glass forming a wine glass. We see eggs breaking, but we never see a broken egg
reforming. So there is asymmetry in the physical world along the time axis. This is particularly puzzling when you
consider that physicists believe that almost all physical processes are reversible. There should be no fundamental
reason why objects behave differently in the forward time direction to the backward time direction.

Instead of considering time, we should consider which processes appear to be irreversible. We should consider
what a breaking wine glass and a breaking egg have in common. In both these cases, we see an increase in disorder.
It would appear that it is much more likely that a system could change from a state of order into a state of disorder
rather than vice versa. Indeed, this does appear to be the reason why we see an arrow of time.

The scientific term for the amount of disorder in a system is entropy. It is known that the entropy of a closed
system increases with time, i.e., a system will gradually become more disordered over time. Hence, we see cars
rusting (i.e., their molecules become more disordered), but we do not see rusting cars becoming new again. This
principle that the entropy of a closed system increases with time is called the second law of thermodynamics.

The reason for this increase in entropy can be seen from a purely probabilistic argument: a system will have many
more possible disordered states than ordered states, so a system which changes state randomly will most likely move
to a more disordered state. It is really just a matter of likelihood. For this reason, the second "law" of
thermodynamics is not really a "law" at all, certainly not an unbreakable law on the same basis as other physical
laws — it is a statistical principle. In fact, it might be possible for a room full of randomly-distributed particles to re-
order itself quite by chance so that all the particles end up in one corner of the room — it would just be incredibly
unlikely.

While the second "law" of thermodynamics is "just" a statistical principle, it is a mightily powerful statistical
principle. This is because the basis of the second law — that "disorder will increase" — seems so obvious, and
seems to appeal to a fundamental, platonic principle of mathematics. For this reason, the second law manages to
appear even more fundamental and unbreakable than the other physical laws, some of which (for example, the
amount of electric charge on an electron) seem rather arbitrary in comparison. This fundamental strength of the
second law was described well by the astrophysicist Sir Arthur Eddington: "If someone points out to you that your
pet theory of the universe is in disagreement with Maxwell's equations, then so much the worse for Maxwell's
equations. If it is found to be contradicted by observation — well, these experimentalists do bungle things
sometimes. But if your theory is found to be against the second law of thermodynamics I can offer you no hope;
there is nothing for it but to collapse in deepest humiliation."

I would consider this principle — that disorder will tend to increase — to be so strong that it would be "obviously
true" in all conceivable universes. For this reason, I would consider the second law of thermodynamics to be one of
those rarest of things: a true fundamental principle, a principle with the potential to be one of the foundation stones
of the laws of Nature.

Ex nihilo solutions

To my mind, the disconnect between theoretical physics and basic logic about the subject of time is greatest in the
field of cosmology. Cosmology is the study of the entire universe, including its origin. One of the most popular
fields of study attempts to explain the origin of the universe by invoking quantum theory. The resultant theory is
known as quantum cosmology.

According to quantum theory, there exists some unavoidable uncertainties at the base of reality. It turns out that
the more accurately we measure a particular property of a particle, the less accurately we can know a different
particular property. For example, the more accurately we measure the momentum of a particle, the less accurately
we can know its position. One way of looking at this is to imagine that when we measure the properties of a particle
we inevitably have to interfere with it in some way, for example, by forcing it to collide with another particle. This
interference inevitably changes the property of the particle under investigation — by modifying its velocity, for
example. This fundamentally limits the accuracy of the measurement.

Such pairs of properties — such as momentum and position — which behave in this way are called conjugate
variables. The theory which expresses this uncertainty in conjugate variable values is called the Heisenberg
uncertainty principle.

According to the uncertainty principle, another pair of conjugate variables is energy and time. This means there is
a limitation on how accurately we can know the energy of a system at a given moment in time. Incredibly, this



means that for a short period of time, there can be energy produced in a vacuum in which all the matter has been
removed. It is as if we can get something out of nothing! Even more incredibly, according to the mass-energy
equivalence described by E=mc2, this vacuum energy can be enough to produce a particle. It is as though the energy
is "borrowed" from the vacuum, albeit for a very short period of time. These so-called virtual particles can appear
out of nothing.

Quantum cosmology considers the possibility that one of these quantum fluctuations could have expanded
extremely rapidly in a process known as inflation. The suggestion is that one of these fluctuations could have
become our universe, blowing up like a balloon just a tiny fraction of a second after the big bang. Our universe
would then have emerged from nothing! Theories which propose that our universe may have emerged from nothing
in this manner are called ex nihilo solutions (ex nihilo being Latin for "out of nothing").

An ex nihilo solution which is very popular at the moment is based on the idea that the total energy of the
universe can be calculated to be zero. That would be the only kind of universe that could come from nothing. The
idea of the total energy of the universe being nothing might seem a strange idea as the universe contains matter, and
we know through E=mc2 that matter can be converted to energy. So how can the sum total of the energy in the
universe be zero? This is possible if gravitational energy is considered to be negative. This requires explanation.

If objects are separated to infinity they feel no gravitational pull between themselves, so the gravitational energy
of the system is zero in that case. But when those objects were initially clumped together, you had to put energy into
the system to pull them apart. So if you have to put energy into a system just to get to a zero energy situation, this
means the energy of the system when those objects were clumped together must have been negative.

So gravitational energy can be considered negative, and, if you actually do the arithmetic for the universe, you can
show that the negative gravitational energy exactly cancels the positive energy due to the masses in the universe.[10]
Hence, the total energy of the universe is zero.

Once again, this result could actually be derived from our fundamental principle. If there is "nothing outside the
universe" then it could never be possible to "stand outside" the universe and measure any value for the universe as a
whole. This principle is expressed by Misner, Thorne, and Wheeler in their classic textbook Gravitation: "There is
no such thing as the energy (or angular momentum, or charge) of a closed universe, according to general relativity,
and this for a simple reason. To weigh something one needs a platform on which to stand to do the weighing." There
can be no such platform outside the universe. Once again, we find that our fundamental principle ("there is nothing
outside the universe") can be used to derive a remarkable proportion of the laws of Nature.

This result — that the total energy of the universe is zero — makes ex nihilo solutions very attractive. It really
makes it appear as though the universe could just have emerged from nothing, and that is the reason why the
universe exists at all. As Alan Guth, the discoverer of inflation, said: "It is rather fantastic to realise that the laws of
physics can describe how everything was created in a random quantum fluctuation out of nothing."

But it is not all good news. Some questions have been raised as to whether it is valid to apply quantum reasoning
— which is only ever used to describe behaviour inside the universe — to the universe itself. Our later analysis of
quantum mechanics will appear to show that quantum mechanical behaviour arises from the interactions of objects
within the universe. In which case, it would indeed be invalid to apply such reasoning to the universe itself.

But a more fundamental problem is that … ex nihilo solutions make no logical sense whatsoever!
This conclusion is entirely a consequence of the block universe. In order to see this, first it has to be stressed that

accepting the reality of the block universe is not an option. To disregard the implications of the block universe is not
only to ignore the conclusions of special relativity, it is to ignore basic logic. Remember the logical argument based
on "How fast does time pass?" It is logically absurd to state how fast time itself passes, and it is therefore logically
absurd to consider we do not live in a block universe. We have a definite logical conclusion: the universe has a
block universe structure.

And the implication of the block universe is that all times are equally real — no particular moment is preferred.
The current moment of the universe is just as real as the first moments after the big bang. The entire spacetime block
is laid-out as one unchanging structure. No time is dependent on any other time: all times are equally real, all times
exist.

So to suggest that in some way that a particular moment of time, such as the time of the big bang, is somehow
more important, more real, than other times makes no sense. The last moments of the universe are just as real as the
moment of the big bang. And to suggest that the events of any particular moment are responsible for the existence of
the universe is logical nonsense! No time depends on the existence of any other time. The universe is one
unchanging block of spacetime. The last moments of the universe are just as important for the existence of the
universe as is the time of the big bang.

This is surely an incredible conclusion. It has been derived logically, and so it is not open to rational argument. As
such, it should be regarded as orthodox physics. And yet, not only is this result ignored by a large proportion of



cosmologists, it renders a large proportion of their research logically absurd.
It seems incredibly counter-intuitive to suggest the big bang is not the reason the universe exists, but this is what

logic tells us. The big bang was a massively important event for objects within the universe. It explains why the
universe takes the form it does. But it tells us nothing about why the universe exists at all.

Ex nihilo solutions make no logical sense. The events of the big bang are not the reason the universe exists. The
universe exists as an unchanging spacetime block, the form of which is described by Stephen Hawking in this
extract from his book A Brief History of Time: "If the universe is really completely self-contained, having no
boundary or edge, it would have neither beginning nor end: it would simply be."



6

QUANTUM REALITY
We are now approximately halfway through this book. As we have concentrated mainly on relativity so far, this

would seem like a good point to turn our attention to quantum mechanics.
As far as the general public is concerned, quantum mechanics has a bad rep. It is perceived as being the ultimate

in inaccessible, esoteric theoretical physics, only to be understood by the likes of Sheldon from TV's Big Bang
Theory.[11] I think this is a tremendous shame as the basic principles of quantum mechanics are really remarkably
straightforward. Perhaps physicists must bear part of the blame for not communicating this inherent simplicity to the
general public. I do take a fair bit of personal pride in going the other way, identifying the fundamental principles
which underlie a subject, and then expressing those principles as simply as possible.

I have always wanted to present the principles of quantum mechanics to a general audience in a form which
differs from the approach of most popular science books. The general approach of most books is to start by
describing the most bizarre and counter-intuitive examples of quantum mechanical behaviour. I am not quite sure as
to what is the intention of this approach — maybe to get you into thinking "Ooh, isn't that difficult and weird!" This
approach appears rather self-defeating to my eyes.

I have always felt that a better approach is to emphasize the fundamental logic which underlies quantum
mechanical behaviour, which really is quite straightforward and can be described in a few sentences. Quantum
mechanical behaviour would only be bizarre if it did not apply its rules consistently. On the contrary, quantum
mechanics is totally consistent in applying the same underlying logic to all areas of application, and so should not be
considered bizarre — perhaps "counter-intuitive" might be a better description. The presentation of quantum
mechanics in this book will emphasize the logic, and de-emphasize the bizarre.

Another bugbear of mine about the presentation of quantum mechanics in the popular literature is that all too
often it just becomes a history lesson, parading out the life-stories and achievements of the pioneers of the subject in
chronological order. The result can resemble an episode of TV's This is Your Life rather than a popular science book.
As truly great and heroic the achievements of those pioneers were, the important message to convey is the principles
— not the personalities. I am going to try to get through this chapter without describing the story of a single pioneer
of quantum mechanics. If you are looking for a book on the history of the subject, there are plenty on the market for
you to choose from.

The logic of quantum mechanics

In general, we use our knowledge of quantum mechanics to predict the behaviour of systems. In the most general
sense, this means predicting the result we will get when we measure some aspect of the system. So, in essence,
quantum mechanics is all about measurement.

In order to explain the logic of quantum mechanical measurements, we need to consider the results of just three
experiments. The first experiment we will consider tells us about the wave nature of light. It was first performed at
the beginning of the 19th century by Thomas Young.

At the time, Newton's views on light were dominant. Newton believed light was "corpuscular" (made of
particles), this conclusion being largely based on the observation that light moved in straight lines — just like any
other matter in inertial motion. Thomas Young realised that this corpuscular model could not explain effects such as
diffraction, which could only be explained if light behaved like a wave. So Young proposed an experiment which he
believed revealed the true, wavelike nature of light.

In Young's experiment, a light source is in front of a board. Two narrow slits are cut into the board. Light can only
pass through these two slits, and the light which passes through the two slits illuminates a screen behind the board.

The two light rays from the two slits meet at the screen. Due to the wavelike nature of light, the peaks and troughs
of the light waves interfere with each other at this point. This means that, if we consider a single point on the screen,
if the light wave from one slot has a peak in its waveform at that point, and if the light wave from the other slot also
has a peak, then this represents constructive interference and there will be a bright spot on the screen. However, if
there is a trough projected from the second slot, then this represents destructive interference: the trough from one slit



cancels-out the peak from the other slit. As a result, there will be a dark point on the screen.
Because of the variations in distance between the two slots and points on the screen, the resultant pattern shows

both constructive and destructive interference. The result is a pattern of bright and dark lines being projected on the
screen. The following diagram shows the experimental set-up, and the pattern of dark and bright lines being
projected on the screen:

So Young's experiment clearly showed that light behaves as a wave. However, the next experiment shows that
this does not capture the full description of the behaviour of light. The second experimental result we shall consider
is the photoelectric effect, and it is here that quantum effects shall start to become noticeable.

Next time you are in a queue at the supermarket, take note that you are in the presence of the experiment which
launched quantum theory. When you put your groceries on the rubber conveyor belt, and your onions trundle along
towards the person on the till, you will notice the conveyor belt always stops before your groceries fall off the end of
the belt. This is because your onions break a narrow beam of light. This beam of light hits a photoelectric sensor,
which converts the light into an electric current. When the beam of light is broken, the electric current ceases, and
the conveyor belt stops.

In the late 19th century, when the photoelectric effect was first discovered, it posed a great mystery. As we have
seen in Tesco (or Walmart), the photoelectric effect generates a current when light shines on a metal plate. It was
discovered that this current is caused by light knocking electrons from the metal surface. You might imagine that if
the brightness of the light was increased, the energy of the emitted electrons would also increase, but this was not
what was found. Instead, it was found that the energy of the emitted electrons depended only on the frequency of the
incident light. For example, a current was generated when blue light was used (high frequency), but not red light
(low frequency). In contrast, if the brightness of the light was increased, the energy of the emitted electrons did not



increase — there was just more of them. This posed a great mystery. Once again, it took Einstein to shed some
metaphorical light on this particular problem.

Einstein proposed that light was made up of packets of energy, which are now known as photons. Brighter light
did not have more energetic photons — it just had more of them. This explained why the energy of the emitted
electrons was not dependent on the brightness of the light: an electron was knocked out of the atom by being hit by a
single photon, the energy of the photon transferring to the kinetic energy of the electron. The number of photons (the
brightness of the light) was irrelevant to the energy of the emitted electron. The only important factor was the energy
of the single photon which hit the electron, and that was dependent only on the frequency of the light.

So Einstein revealed that light was "quantized" into particles — individual packets of energy. It was for this
discovery — not relativity — that Einstein won his only Nobel Prize in 1922.

It is now believed that all of energy and matter follows this quantum structure and is composed of discrete
"chunks" rather than being smoothly continuous. So this first conclusion of quantum theory tells us that the structure
of reality is composed of discrete "bits".

 
On the basis of the two experiments we have considered so far, it appears that light can behave as both a wave and

a particle, depending on the experiment that is performed. This might appear strange, but it is all due to the quantum
mechanical behaviour of light. It is only by understanding this quantum mechanical behaviour that we can make
sense of the behaviour of light.

The third and final experiment we will consider reveals all we will need to know about the logic of quantum
mechanical behaviour. As Richard Feynman once said: "The double-slit experiment has in it the heart of quantum
mechanics. In reality, it contains the only mystery of quantum mechanics."

The double-slit experiment is just Thomas Young's interference experiment (which we considered earlier), but
with a slight modification. As we have just seen in the photoelectric effect, it appears that light is composed of
particles called photons. In the double-slit experiment, the intensity of the light source is hugely reduced so that only
a single photon is emitted at a time. In other words, at any point in time there is only a single photon travelling from
the light source, through one of the two slits (we do not know which slit), before hitting the screen behind the board.

We perform this experiment many times, each time when a photon hits the screen it makes a mark. Over time,
these marks accumulate. At the end of the experiment, when we investigate the pattern of marks, we find something
extremely peculiar. The pattern of marks seems to follow the same pattern of light and dark areas that we found
earlier in Young's wave experiment. But in Young's experiment, many billions of photons were being emitted at any
moment, with the photons passing through both slits at the same time. The two waves of light from the two slits
created the interference pattern. But when there was only one photon travelling in the experiment, how could the
interference pattern be formed? To get an interference pattern we would need light to be passing through both slits,
but a single photon cannot pass through both slits — a single photon cannot interfere with itself.

However, this appears to be what the double-slit experiment is telling us. The result of the experiment only makes
sense if the single photon is, indeed, passing through both slits. It is as if the photon can be in more than one place at
the same time.

So now we can present the conclusion of the double-slit experiment, and it really does — as Richard Feynman
stated — capture the whole essence of quantum mechanics. As we stated at the start of this section, quantum
mechanics is really all about measurements, and the double-slit experiment means we can capture the logic of
quantum mechanical measurement in just two statements:

 
1) Before we measure certain properties of a particle (e.g., position, momentum) the particle behaves as though it

has all possible values for that property.
 
2) After we have performed the measurement, we find the particle property takes only one of the possible values

at random. It is fundamentally impossible to predict which value the property will take.
 
And that, basically, is all you need to know about quantum mechanics. Armed with these two statements, we can

now make sense of the result of the double-slit experiment.
In the double-slit experiment, when the particle hits the screen, we are effectively making a measurement: we are

measuring the position property of the photon. Before the photon hits the screen, though, the first statement of
quantum mechanical logic states that the photon behaves as though it has all possible values for that measured
property: we say the particle is in a superposition state. In other words, as the photon leaves the light source, it
behaves as though it is in all possible positions. This does, indeed, mean that the photon appears to pass through
both slits! Strange as it may seem, this is what quantum logic tells us: before measurement, quantum reality appears



to be in a multi-valued superposition. For now, just accept the logic, and be reassured that this quantum logic is
applied consistently in all experiments.

The superposition state — in which all the various possibilities are superimposed on the particle — is a crucial
and unexplained feature of quantum mechanics. In Chapter Eight I present a speculative explanation for this
extraordinary behaviour: a logical rationale for the superposition state.

The second statement of quantum mechanical logic states that after we make the measurement, we find the value
for the measured particle property is a single value selected at random. So, in terms of the double-slit experiment,
this means that when the photon hits the screen and we measure its position, we find we get a single value — a
single mark on the screen. But that appears to imply that the photon only went through one slot, not both. Strange as
it may seem, just accept for now that this is what quantum mechanical logic tells us. Before measurement, the
particle is in a superposition and behaves as though it passes through both slots, but, after measurement when the
photon hits the screen, we find only a single, randomly-selected result.

The quantum casino

The first statement of quantum logic reveals that, before we make a measurement we have to consider a property
of a particle to have all possible values. We saw this principle in action in the double-slit experiment when the
particle appeared to pass through both slits.

But we have not yet considered the implications of the second statement of quantum logic. That states that, after
we make a measurement, the property value is selected at random from all possible values. Quantum mechanical
behaviour is actually starting to sound remarkably similar to a roulette wheel.

We could imagine a roulette wheel as being a device which determines property values during the process of
taking a quantum mechanical measurement. When we considered the photoelectric experiment earlier, we came to
the conclusion that reality was composed of discrete "bits": property values could only occupy discrete integer slots
(e.g., 1, 2, 3) rather than taking completely continuous values (e.g., 1.342937492 …). So the slots on the roulette
wheel represent the only available property values.

When the ball is racing around the wheel, this represents the situation before the measurement is taken. With no
idea of what the final result will be, it is as if we must consider the ball as potentially occupying any and all of the
slots in the wheel (just as a photon in a superposition state is capable of being in more than one place at once,
passing through the two slits).

When the ball comes to a rest, it is equivalent to taking a measurement of a property value — the value is the
number of the slot in which the ball rests. There is a completely random choice of which value is selected — just
like a real roulette wheel. However, the principles behind this randomness are different to that of a normal roulette
wheel.

On a normal roulette wheel in a casino it is actually possible to predict (in theory) where the ball will land. If you
can measure the precise speed at which the wheel spins, and you can measure the precise speed that the croupier
throws the ball, then, by using our knowledge of classical physics and Newton's laws of motion it is theoretically
possible to work out where the ball will finish. It is not easy, but it is possible.

The quantum casino works differently. In the quantum casino there is no way of calculating where the ball will
land. In a normal casino, there would be a bouncer preventing you from making your measurements. You would be
prevented from measuring the speed of the wheel. You would be prevented from measuring the speed of the ball.
You would be prevented from seeing that information. Similarly, in the quantum world when we are measuring a



property of a particle we are fundamentally prohibited from digging deeper to analyse the quantum mechanism to try
to predict the result. That is a fundamental limit on physics. We just have to accept that the result of the
measurement we get will be random. We can never do any better. This is why we have to consider the quantum
behaviour of Nature as being fundamentally random — because no deeper layer can ever be accessible to our
analysis.

The only information we can extract from a system has to be obtained via measurement. In the double-slit
experiment, the only information we can obtain is when we measure the photon position when the photon hits the
screen. We have no more information about the earlier trajectory of the photon because we have performed no other,
earlier measurements. For this reason, we have no deeper information about the photon's path: without taking
measurements, that information is fundamentally hidden from us. Comparing with the roulette wheel, we can obtain
no deeper information about the speed of the wheel or the speed of the ball in order to predict the result.

But, if we decide to take an earlier measurement to help our prediction, to remove the randomness, we
fundamentally change the experiment. In the double-slit experiment, if we put any form of sensor on each of the slits
to determine which slit the photon has passed through, we do indeed detect the photon passing through just one slit
— not both. But this has the effect of destroying the interference pattern on the screen — we only see the
interference pattern when the photon passes through both slits.

So quantum randomness is not a result of our ignorance of the situation. We cannot determine the behaviour of
the system by attempting to reduce our ignorance by taking more measurements. If we take more measurements, we
irretrievably alter the experiment.

This random behaviour reveals something very fundamental and remarkable about quantum mechanics: quantum
mechanics only tells us the probabilities of a measurement outcome taking a particular value — quantum mechanics
can never make an exact prediction about which value will result. This is because quantum mechanics is a statistical
theory: it cannot accurately predict the outcome of a single measurement, it can only give the probabilities of
outcomes when we make a series of measurements. You might think that is a major shortcoming of quantum
mechanics, but actually it can be a very powerful tool to know the probability of an outcome, especially when you
are dealing with millions of random events (as is the case with millions of particles). In that case, with millions of
measurements being averaged, the randomness appears to vanish. No casino knows the outcome of each spin of the
roulette wheel, but casinos know that probability is on their side. And you never see a poor casino!

Schrödinger's fridge

Clearly, our discussion of the double-slit experiment has raised some questions about the nature of quantum
reality before observation. This also raises the more general question about what it is possible to say about everyday,
human-scale reality (i.e., macroscopic reality) before we observe it. These questions can be summed-up by the
example of the light inside the refrigerator.

Imagine you have a refrigerator whose door is closed. Your task is to find whether or not the light is on inside the
fridge. In order to find out, you open the door of the fridge wide, and you can then tell that, yes, the light is
definitely on inside the fridge.

However, I am sure you can see the flaw in this observation. The very act of observation (opening the fridge door)
modified the object under observation (the light is turned on). It would appear there is no way of making the
observation without modifying the object under observation.

Of course, at macroscopic scales it is always possible to modify the experimental set-up to obtain more
information without significantly modifying the object under observation. For example, an additional light sensor
could be placed inside the fridge, and this could communicate the state of illumination inside the fridge via a
wireless connection. However, at the quantum level, this is simply not an option. As we discussed in the double-slit
experiment, if we put any form of sensor on each of the slits to determine which slit the photon has passed through,
we irretrievably modify the experiment. By adding a sensor to determine which slit the photon passed through, this
has the effect of destroying the interference pattern on the screen.

The Copenhagen interpretation

If our fridge was a "quantum fridge" then we would be fundamentally prohibited from determining if the light was
on or off before we open the door of the fridge. In that case, what can we possibly say about the reality of the fridge
light before we open the door? It would seem that we are prevented from finding out what is going on before we



open the door.
In quantum mechanics, this limitation opens the possibility to create any number of different interpretations of

what is happening to reality "behind the scenes" before we make a measurement. As long as your interpretation
makes accurate predictions about the result after measurement, then you are free to make whatever interpretation
you like about what happens before measurement. No one can claim that their interpretation is superior to your
interpretation. As a result, there are many different interpretations of quantum mechanics.

The first interpretation of quantum mechanics was proposed by the discoverers of quantum mechanics in
Copenhagen in the 1920s. This so-called Copenhagen interpretation was for many decades effectively the official
interpretation, and was taught in schools and colleges as though the matter was settled, when, in fact, this is far from
the case. As Murray Gell-Mann put it: "Niels Bohr brainwashed a whole generation of physicists into believing that
the problem had been solved."

The Copenhagen interpretation is only interested with the results of experiments, i.e., the result we get when we
make a measurement. So, according to the interpretation, we should simply not talk of the reality of the system
before we make our measurement — it would be unscientific, the subject of philosophy, to consider that.

In taking this approach the Copenhagen interpretation neatly sidesteps any philosophical questions such as "Does
the particle exist before we observe it?" But there is a price to be paid for this apparently neat tying together of the
loose ends. In fact, there are a couple of unsatisfactory implications of this interpretation.

Firstly, the interpretation does not state what, exactly, constitutes an observation. This seems like a major
shortcoming, especially when the act of observation is such an important factor in the Copenhagen interpretation. As
we have seen in the double-slit experiment, before observation, a particle is in a superposition state, appearing to
have all possible property values. However, after observation, the particle appears to have only a single property
value. What possible process could cause this sudden "quantum jump"? This is called the quantum measurement
problem, and its resolution remains a major challenge in quantum mechanics.

What does it take to produce an "observation"? Can a machine take an observation, or does it require a human
being?

In his 1932 book The Mathematical Foundations of Quantum Mechanics, the great mathematician John von
Neumann suggested that the consciousness of the experimenter is the last link in the chain which brings objects into
reality during a measurement process: "There exist external observers which cannot be treated within quantum
mechanics, namely human (and perhaps animal) minds, which perform measurements on the brain causing
[quantum observation]."

So does it really take a conscious human being, performing an observation, to generate reality? Surely not. For
example, a radioactive uranium nucleus buried in rock on a distant planet will decay to emit an alpha particle. It does
not matter if a human observer looks at the rock or not. Einstein, who never accepted the implications of the
Copenhagen interpretation, summed up the absurdity of the situation when he said: "Do you really think the moon
isn't there if you aren't looking at it?"

As Carver Mead has said: "That is probably the biggest misconception that has come out of the Copenhagen view.
The idea that the (human) observation of some event makes it somehow more 'real' became entrenched in the
philosophy of quantum mechanics. Even the slightest reflection will show how silly it is. An observer is an assembly
of atoms. What is different about the observer's atoms from those of any other object? What if the data are taken by
computer? Do the events not happen until the scientist gets home from vacation and looks at the printout? It is
ludicrous!"

In his statement about the unimportance of human consciousness in the act of observation, Carver Mead was
probably influenced by the famous thought experiment of Schrödinger's cat. Erwin Schrödinger presented the tale of
his cat in 1935 to reveal the shortcomings of the Copenhagen interpretation (which was dominant at the time), and,
specifically, to reveal the absurdity of the idea that only human consciousness can produce an observation.

Schrödinger's cat is placed inside a sealed box. In the box with the cat is a sealed glass jar of poison. There is also
a small piece of radioactive material. If the piece of radioactive material decays (the decay being dependent on
quantum randomness), the poison is released and the cat dies. If the radioactive material does not decay, the cat
lives.



According to the "human consciousness" interpretation, the reality of the radioactive decay is only determined
when it is examined by a human being. This would mean that, until the box was opened and the radioactive material
is examined by a human, we must consider the material to be in a superposition state of both "decayed" and "not
decayed". We must therefore treat the cat as being in a state of both "dead" and "not dead"!

From this reductio ad absurdum argument, we have to conclude that human consciousness is not the only
mechanism capable of making an "observation" and reducing a quantum superposition to a single value.

So how can we define an "observation" in a more general sense? An excellent definition can be found in the book
Quantum Enigma by Bruce Rosenblum and Fred Kuttner: "Whenever any property of a microscopic object affects a
macroscopic object, that property is 'observed' and becomes a physical reality." For example, when a microscopic
photon hits the macroscopic screen in the double-slit experiment, then that will reduce the quantum superposition
state of the photon to a single value (the single mark it leaves on the screen). This explains why we do not see
bizarre quantum superpositions — such as a cat being both alive and dead at the same time — in the human-scale,
macroscopic world. So as long as there is a macroscopic effect from a quantum entity, that object can be considered
to be "observed" or "measured" — with no need for a conscious human observer.

But, note we have said nothing about the details of the physical process of observation. What actually occurs at
the quantum level when an "observation" is made? For a detailed discussion of the act of observation, we must wait
for the next chapter.

The Many Worlds interpretation

In a recent survey, the Copenhagen interpretation remains the most popular interpretation of quantum mechanics
among physicists. However, in second place (and rising fast) we find the Many Worlds interpretation (MWI). The
MWI was proposed by Hugh Everett in 1957, and might be regarded as the "parallel universes" interpretation. If you
remember from earlier in this book, I am certainly not an advocate of theories based on parallel universes, and I do
not believe they should be given the same credence as conventional theories.

The MWI attempts to solve the main two problems associated with the quantum measurement problem:
 
1) Before observation, a particle is in a superposition state of all possible values. During measurement, what

causes the reduction of this state to a single value?
 
2) Before observation, we have many values. After observation, we only have a single real value. So what

happened to all the other values that never became "real"?
 
According to the MWI, when we make an observation — for example, when the particle hits the screen in the

double-slit experiment — the universe splits into a series of parallel universes. In each parallel universe, each
possible value of the quantum superposition becomes real. For example, in the double-slit experiment, you will
remember that the single photon appears to pass through both of the two slits. So when the particle hits the screen,
the MWI proposes that the universe splits into two parallel universes. In one universe, the particle passes through
one of the slits, and in the other universe, the particle passes through the other slit. As another example, in the case
of Schrödinger's cat, when we open the box the universe splits into two: the cat is alive in one universe, and dead in
the other.

This must necessarily mean that the entire universe splits — including you! Every time any measurement is made,
you must split to make a duplicate of yourself, and that duplicate resides in a different parallel universe.

This simple (though extravagant) explanation appears to solve the two problems associated with the quantum



measurement problem given earlier. Firstly, it explains how a quantum superposition is reduced to a single value.
The answer, according to the MWI, is that there is no reduction, no non-linear quantum "jump". All possible values
of the quantum superposition become real after measurement, we just happen to inhabit one of those universes so it
appears the particle only goes through one slot.

The MWI also explains the second problem associated with the quantum measurement problem: what happens to
all the values of the superposition which do not become real? The answer, according to the MWI, is clearly that all
values in the quantum superposition become real — in different parallel universes.

 
Throughout this chapter on quantum mechanics I have emphasized the philosophical questions about quantum

reality before observation. Hence, the title of the chapter is "quantum reality" rather than "quantum mechanics". It is
quite extraordinary how the so-called theories of everything — string theory and loop quantum gravity — say
nothing at all about this crucial concept of quantum reality nor the measurement problem. This is all the more
astonishing as it is my firm belief that the principle behind quantum reality plays the vital role in providing the link
between relativity and quantum mechanics.



7

OBSERVING THE OBSERVER
In the discussion in the last chapter on quantum reality, we were left with a big question mark over the role of the

observer. This is a major omission, as the observer plays such a central role in quantum mechanics. In order to
resolve the quantum measurement problem, it seems essential to define the nature of the observer, and to determine
what, exactly, occurs during an "observation".

In the Copenhagen interpretation, the role of the observer is to bring an object into reality. Before observation, the
object appears to be in a peculiar, multi-valued superposition state, and it is only after observation that we find a
single, well-defined reality. The role of the observer is clearly crucial in this case. As for defining the nature of the
observer, as we discussed, it was believed at one point that only a conscious human observer was capable of
performing an observation, though I think we can discount this theory.

In the Many Worlds interpretation (MWI), the role of observation is again crucial as it is the process of
observation which causes the universe to split. However, the MWI claims to avoid the need for any non-linear
quantum "jumping" during the observation process, as is required by the Copenhagen interpretation. According to
the MWI, not only does the object under observation split into a different universe, but the observer also splits.

However, it is the belief of this book that the proponents of both the Copenhagen interpretation and the MWI did
not fully appreciate the implications of a relative universe. The paradoxes which are associated with the quantum
measurement problem only arise because a model of the universe is used which is not fully relational. By using a
fully relational model of the universe, all the confusion about the quantum measurement problem can be eliminated
— no need for the "quantum jumping" of Copenhagen, or the parallel universes of the MWI. Everything can be
explained quite rationally and logically, in a single, relational universe.

Lost in space

Our first task is to get the definition of the "observer" and "observation" onto a firmer footing. Let us return to
consider the example of the two astronauts, floating past each other in empty space. We initially considered this
example in our discussion of relativity in Chapter Three. Imagine you are an astronaut, floating in the emptiness of
space. On your right-hand side, you observe (note the emphasis) a fellow astronaut floating past you, travelling at a
constant velocity. Your friend passes by you, before vanishing into the darkness.

Because Nature is unable to access any absolute axes of position, there is a perfect symmetry in this scenario. No
astronaut can claim to be preferred. The experience of both astronauts is identical. Nature cannot assign a stationary
position to one astronaut, and a moving position to the other — neither astronaut has a greater claim to be stationary.
As a result, both astronauts feel stationary throughout.

So, here is an interesting thought. If, as we described, you observed the other astronaut throughout the scenario,
then, due to the symmetry of the situation, it is obviously equally valid to state that the other astronaut observed you
in precisely the same way throughout. Just as Nature could not assign one astronaut to be stationary and one moving,
Nature clearly cannot assign one astronaut to be the "observer" and the other to be the "object under observation".

We are starting to see that — as far as Nature is concerned — there is simply no fundamental distinction between
"observing" and "being observed". The distinction is purely a human invention.

You could replace the other astronaut with an unmanned spaceship floating past at constant velocity, and argue
that the astronaut is capable of "observing" the spaceship, but it is impossible for the spaceship to "observe" the
astronaut as the spaceship is not a conscious entity. However, in trying to preserve the distinction between
"observing" and "being observed" in this way, you are having to reintroduce the notion of "conscious observation"
which we considered and refuted in the last chapter on quantum mechanics. As far as Nature is concerned, it is just
as valid for an inanimate object to observe a conscious object, as it is for a conscious object to observe an inanimate
object.

Fundamental observation



To understand how Nature views the concept of "observation" we have to examine the lowest scale, the level of
particles. We find that even at this fundamental level, Nature makes no distinction between "observing" and "being
observed".

To show this, let us imagine we want to observe an electron to find out its current position. Essentially, this means
we want to measure its position property. The obvious way to observe anything is to look at it. This works perfectly
well for everyday macroscopic objects (for example, when you lose your keys), but does the principle still hold at
the fundamental level of particles? Can you look at an electron, for example, to find where it is?

Well, it turns out that you can. The simplest way to detect the location of an electron is to shine a light on it. But,
as we discovered in the previous chapter, at the fundamental level we find that light is made out of photons. When
we hit the electron with a photon, the electron absorbs the photon (temporarily raising itself to a higher energy level)
before emitting the photon again. So by attempting to observe the electron by using the photon, we inevitably
disturb the object we want to observe.

At the fundamental level, all Nature consists of is interactions — collisions — between elementary particles. This
can be seen in the following Feynman diagram which shows electromagnetic repulsion between two electrons. The
two electrons come in from the left of the diagram, they exchange a photon between themselves (represented by the
wavy line), and this has the effect of throwing them both off course, just like billiard balls:

We can simplify this diagram by hiding the nature of the collision (i.e., we are not interested in the behaviour of
the photon), and just showing the deflection of the electrons when they collide:



This diagram reveals the symmetry of the interaction. No particle can claim to be the "observer" with the other
particle "being observed". Both particles are on an equal footing.

When we attempt to "observe" the electron using the photon, we inevitably disturb the electron — the supposed
object "being observed". So the electron (the object "being observed") alters the course of the photon (the
"observer") as we intended. But the photon ("the observer") also alters the course of the electron (the object "being
observed") in a way which we did not intend. As a result of the symmetry of the situation, it is just as valid to say
that the electron "observed" the photon as it is to say that the photon "observed" the electron!

As we discovered earlier in our discussion of the two floating astronauts, we again see that — at the fundamental
level — as far as Nature is concerned, there is simply no fundamental distinction between "observing" and "being
observed". The distinction is purely a human invention. Whenever you observe an object, it is just as valid to say
that the object is observing you!

It is truly a case of the object under observation "observing the observer":

This symmetry reminds us of another symmetrical law, Newton's third law of motion: "Every action has an equal
and opposite reaction". Essentially, if I press on a stone with my finger, the stone also presses onto my finger with a
precisely equal and opposite force. Forces are interactions between two bodies, and those forces are always equal
and directed in the opposite directions. Once again, this symmetry is caused by Nature's fundamental inability to
distinguish between two situations: as far as Nature is concerned, your finger pressing on the stone is essentially
equivalent to the stone pressing on your finger. Nature views your finger and the stone as just groups of atoms — it
has no access to any absolute reference by which it could distinguish the two objects.

We are reminded of the two astronauts floating past each other in space: the experiences of both astronauts is
identical. The observation made of the second astronaut by the first astronaut is equivalent to the observation made
of the first astronaut by the second astronaut. Let us turn that into a general principle:

 
The observation of an object by an observer results in an equivalent observation of the observer by the

observed object.
 
Maybe we should call this the "principle of the two astronauts"!
Of particular interest to quantum mechanics (in which it is impossible to measure a particle without modifying it):
 
The physical action on the observed object by the observer will be equal and opposite to the physical action



on the observer by the observed object (this is just a restatement of Newton's third law of motion: "Every action
has an equal and opposite reaction").

 
Armed with these two principles, we now have a much greater understanding of what is involved during an

"observation", and we are now in a position to reveal what really happens during a quantum mechanical observation.
We can at last attempt to find a solution to the quantum measurement problem.

Environmental decoherence

Throughout this book we have emphasized that there is only one universe, and the universe should be treated as a
single, connected object. We will now see that this provides the vital clue to solving the quantum measurement
problem.

In order to understand the process of observation at the quantum level, and to solve the quantum measurement
problem, it is essential to treat objects as being connected and interacting, rather than being isolated and
independent. The key to solving the quantum measurement problem is to treat the object under observation and the
measurement apparatus as a single, connected, interacting system. We not only have to consider the effect of the
object under observation on the measuring apparatus (e.g., moving a dial on a meter), but we also have to consider
the effect of the measuring apparatus on the object under observation.

We all have a natural, human bias to imagine objects under observation as isolated and independent of any
measuring apparatus. This is because, at the human-scale, macroscopic level, when we measure an object we do not
notice any significant change in the object under observation. For example, if we are measuring the air pressure in a
tyre, we would use a pressure gauge — which inevitably results in a small quantity of air leaking out of the tyre.
Hence, by measuring the pressure in the tyre, we are inevitably altering the object under observation (we are
reducing the pressure in the tyre). However, the reduction in pressure would not be noticeable when compared with
the overall pressure of the tyre — it would be an insignificant fraction. So at the macroscopic level, we simply do
not have to worry about how our observations and measurements affect the object under observation.

This is not the case at the fundamental, quantum level. The Heisenberg uncertainty principle showed we cannot
observe or measure an object without fundamentally altering it. At the quantum level, the effect of the measuring
apparatus on the object under observation becomes unavoidable.

It was not until the 1970s that the effect of the role of the measurement apparatus on the object under observation
was considered in detail. We have seen that a measurement apparatus is capable of reducing a quantum
superposition state to reveal a single measured value, but there is nothing particularly special about measurement
equipment which gives it this ability. A simple screen, for example, is capable of revealing the position of a photon
in the double-slit experiment. As we quoted from the book Quantum Enigma earlier: "Whenever any property of a
microscopic object affects a macroscopic object, that property is 'observed' and becomes a physical reality". In the
1970s, it was revealed that the general environment around a particle was capable of reducing the quantum
superposition of a particle. The process by which this occurred was called environmental decoherence.

Essentially, the general environment (air molecules, photons, dust) performs the role of the measurement
apparatus in that it betrays the position (or other property) of the particle under observation. It is the effect of the
environment on the particle under observation which explains why we do not see quantum superpositions at the
human scale.

So how does quantum decoherence work? For example, if we are measuring some property of a particle using a
meter with a dial, how would the particle (in a multi-valued quantum superposition state) be reduced to a single-
valued state? Where would the other interference states go?

The discussion in the previous section has given us a good basis for understanding what actually happens in an
"observation". The key element was seen to be the symmetry of the observation. We have seen that any physical
effect the object under investigation might have on the observing apparatus must be balanced by a symmetrical
effect which the measurement apparatus has on the object under observation.

Considering the example of a single particle being measured by a meter, we are trying to measure the value of
some property of a single particle — using a meter which is composed of billions of billions of particles. Straight
away, we can see a clear asymmetry in the set-up — this is a clue as to why we get the result we see. However, let
us ignore the discrepancy between observer and observed for the moment, and consider what happens to a single
particle.

As we discussed in the previous section, when we attempt to measure a particle, it does not matter how big your
measurement apparatus is, all measurements at the fundamental level have to be considered as interactions between



individual particles.

As far as Nature is concerned, at this level there is no distinction between the observer and the particle under
observation. There is a perfect symmetry. There has to be a perfect symmetry. We have reached this conclusion by
building-up from fundamental principles: this is caused by Nature being unable to access any absolute axes of
position. No particle can claim to be preferred.

So now let us expand our model to consider the entire measurement apparatus. Clearly, this consists of vastly
more particles, but the basic principle remains the same: all measurement must consist of symmetrical interactions
between individual particles. The following diagram shows the first half of this symmetrical interaction — the effect
of the particle under observation on each particle in the measurement apparatus:



Clearly, the effect of the single particle on each particle of the measuring apparatus is going to be small — those
are small arrows I have drawn on the diagram above. The effect of the single particle is dissipated through all the
billions of atoms in the measuring device and becomes effectively unnoticeable at the macroscopic level.

However, the interactions between particles has to be symmetrical. Each of those little arrows drawn on the
diagram above has to produce a symmetrical reaction from each particle of the measuring apparatus back onto the
single particle being measured. It is this combined reaction which is devastating for the single particle being
measured:



The asymmetry of this arrangement shows that the impact of the measuring apparatus on the particle under
observation is hugely larger and more significant than the impact of the particle under observation on any single
particle of the measuring apparatus. The result of this huge impact is to reduce the superposition state of the particle
under observation to a single, measured value.

The details of how this reduction of state is achieved is not so important (it is an active research topic, and there
are various theories) — it is the asymmetry of the arrangement which is the important and decisive factor. However,
it appears it is the randomness of the environment which destroys the regularity of the peaks and troughs (the phase)
of the particle's wavelike nature. If we consider the double-slit experiment, for example, we only see the interference
pattern on the screen (representing the particle's superposition state) if the regular coherent phases of the particle's
waves are not disturbed. Any randomization of the phases causes the particle to decohere — the superposition
interference terms dissipate unnoticed into the general environment. As Brian Greene said in his book The Fabric of
the Cosmos: "Decoherence forces much of the weirdness of quantum physics to 'leak' from large objects since, bit by
bit, the quantum weirdness is carried away by the innumerable impinging particles from the environment." For all
intents and purposes, the interference effects have completely disappeared. The particle is reduced from a
superposition state to a single-valued state.

Environmental decoherence provides a simple solution to the paradox of Schrödinger's cat. Long before the box is
opened by the human observer, the environment inside the box (e.g., air molecules) has interacted with the
radioactive material and "observed" it to discover if it has decayed or not. The state of the cat — either alive or dead,
but not both — is set long before the box is opened.

Environmental decoherence also avoids the need for any non-linear quantum "jump" during the observation
process. Previously, it had been believed that there was an unexplained jump between the particle's multi-valued



superposition state and the single-valued final measurement. Decoherence avoids this jump by revealing that all the
interactions between the observed particle and the measuring apparatus are perfectly linear — no jumping required.
Instead, the interference terms disappear due to the progressive influence of billions of particles as the particle under
observation passes through the measuring apparatus. So there is a progressive filtering (of the interference terms)
and amplification (of the eventual measurement). Niels Bohr referred to an "irreversible act of amplification". In this
respect, the measuring device behaves very much like a radio receiver, picking out a signal on a single frequency
and amplifying it, while simultaneously reducing the interference signals on all the other frequencies.

Though it appears that there is an instantaneous non-linear "jump" to particular defined state, it emerges that the
process is, in fact, linear, and only appears like a sudden jump because of the sheer speed of the decoherence
process. Decoherence is believed to happen in the region of 10-27 seconds, and is therefore one of the fastest
processes known to science — but it is not instantaneous.

Experimental evidence for environmental decoherence is now emerging. In 1996, a team at the National Institute
of Standards and Technology (NIST) in Boulder, Colorado isolated an atom from the environment by trapping it in
an electromagnetic force field. Then, when they hit it with a laser beam they managed to force it into being in two
places at once, separated by about a thousand times the diameter of an atom. Other teams based at the State
University of New York and the Technical University of Delft managed to force an electric current to flow around a
ring in opposite directions at the same time! [12]

So we now have the basis for an explanation for the quantum measurement problem. We can see why the
measurement apparatus appears relatively unchanged, while the superposition state of the particle under observation
is reduced. The key concept to remember is that we cannot treat particles as being isolated from the rest of the
universe. We cannot consider the particle in isolation from the measurement apparatus. We have to consider the
universe as a single, connected object.

Irreversibility

One of the features of quantum "jumping" is that it is irreversible. We only ever see quantum jumps in the
forward time direction, from a superposition state to a well-defined state — never vice versa. This remains an
unexplained mystery for some interpretations of quantum mechanics — such as the mystical Many Worlds
interpretation — but can be simply explained in environmental decoherence.

There is nothing mystical about environmental decoherence — it is just a physical process like any other physical
process. Hence, it comes under the remit of the second law of thermodynamics (remember back to our discussion of
the arrow of time in Chapter Five). Indeed, the irreversibility of quantum jumping in the forward time direction —
just like the irreversibility of a wine glass breaking in the forward time direction — is the greatest clue that
increasing entropy is the underlying mechanism behind quantum jumping. Just like a wine glass breaking, or a car
rusting, the entropy of a closed system will always increase with time. Likewise, when an isolated particle
encounters a randomised environment, the effect of the environment will be to destroy the ordered coherent phases
of the particle's wavelike nature. The regularity dissipates into the environment and can never be reformed — just
like a broken egg.

Imagine you throw a rock in the sea off the coast of the United Kingdom. After the initial big splash, the ripples
dissipate and apparently disappear. But of course, they have not really disappeared. The ripples have decreased in
size as they have mixed and interfered with other waves, but they have not disappeared. Two weeks later, on the
rocky shore of Tierra del Fuego off the Argentinean coast, one of the small waves washing to shore is maybe an
imperceptible fraction of one micron higher because of that rock you threw.

So the ripples (interference terms) do not actually disappear. They dissipate into the environment and become
effectively undetectable. It is certainly not possible to associate the microscopic change in the height of the wave in
Tierra del Fuego with the rock you threw — there have been so many interactions with other waves along the way.
In this sense, the process of decoherence is irreversible. We can't reverse the process to regenerate the initial
interference components — they are gone for good. And even the "little ripple" echoes of the interference effects
have become imperceptible due to interactions with the environment. Then, for all intents and purposes, the
interference effects have completely disappeared.
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THE QUANTUM RATIONALE
This is a book about reality. It is about physical reality. By limiting the term "reality" to mean physical reality we

are immediately rejecting any notion that dreams, or ideas, have any form of reality — at least by our definition.
Reality — in this book — refers to physical objects we can touch and hold. This means the material of reality is,
essentially, matter.

Our definition of reality is also about objective reality, objects which everyone agrees are "real". This is to avoid
any possible confusion with solipsism — the idea you are the only real consciousness in existence, and everyone
else (and everything else) is just a figment of your imagination, a fictitious dream world — just like season eight of
Dallas.

Though it can never be possible to disprove that you are living in a solipsistic world, we have to assume that we
are not or else we have to accept that nothing is real and there is no point analyzing the universe around us. We have
to continue our discussion on the basis that everyone's consciousness is equal, and that there is no "master
consciousness" in which everything else exists only as a dream. If everyone agrees that an object is real, then we
accept that it truly is real and is not just a figment of our imagination.

But this leaves the challenging question: what do we actually mean when we say something is "real"? We have an
intuitive notion of what the word means which is satisfactory for our purposes, and we all use the term in our
everyday vocabulary without thinking too deeply about the meaning of the word "real". But what, exactly, does it
mean? What property does a "real" object have which determines its reality? How does something become real? Can
an object become unreal? These are questions to which we cannot provide a satisfactory answer because we simply
do not appear to have an answer to the question of what, precisely, does it mean to be "real" in the first place. We
have to be careful to avoid using any linguistic terms — which might well be in common usage — without making
sure those terms have clear definitions. If we are going to be serious about our quest to uncover the nature of reality,
we had better make sure we know just what we mean by "reality".

David Deutsch in his book The Fabric of Reality suggested that real objects should "kick back". For example, if
we kick a rock with our foot, the rock "kicks back" and stubs our toes. This suggests that if something is outside of
our consciousness, and is able to interact with us, then it forms an independent, objective reality. I would agree with
David Deutsch, and this is a good example of how we decide an object is real. But I believe his explanation of the
example does not fully explain the underlying principle by which we define real objects — how we truly know that
something is real when we kick it.

The key is that our reality is relative, not absolute. We define real objects in terms of other objects which we
already consider to be real, or tangible. For example: "I know the apple is real because I can hold it in my hand".
The apple's reality is defined in terms of the presumed reality of the hand. That is the best definition of physical
reality we can ever possess, a rather circular definition.

We can see that the whole of reality is composed of a self-supported structure of relationships, objects which are



assumed to be real because they interact with other objects which are presumed to be real. There is an
interconnectedness to reality, a unity. While this might seem like a very circular state of affairs, it is inevitable in a
relative universe.

Reality is relative

In the previous chapter, we stressed the importance of the connectedness of the universe, and this provided us
with a proposed solution to the quantum measurement problem in the form of environmental decoherence. This
connectedness is, once again, an inevitable consequence of there being nothing outside the universe, and the
resultant lack of absolutes available to Nature. This leads us to an extremely important conclusion: if there is nothing
outside the universe, and no absolutes, then:

 
The properties of any particle — or any object — are determined by all the other objects in the universe.
 
This is an incredibly important principle, but it seems to be not generally realised. The universe is a relative

structure: all properties of all objects are only defined relative to the other objects of the universe. With no absolutes
available to Nature, there is simply no other way by which objects can be defined.

But what if Nature is unable to assign these relative property values? Imagine an object which is the only thing in
existence — there is nothing else in the universe. What would it mean to assign property values to this isolated
object? Surely, with no other objects in the universe, such property values would be meaningless. What is the point
in assigning a certain mass to the object if it is unable to interact with other objects? What is the point in assigning a
velocity value to the object if there is no other object by which that relative velocity could be measured? On their
own, property values are meaningless. Amazingly, we see that properties do not describe the isolated object itself,
properties describe the relationships between objects — they describe the effect we will see when that object
interacts with other objects.

In an article entitled What Is Real? in the August 2013 edition of Scientific American, the philosopher Meinard
Kuhlmann emphasizes this point: "A growing number of people think that what really matters are not things but the
relations in which those things stand. We may never know the real natures of things but only how they are related to
one another. What is the reason that we can know only the relations among things and not the things themselves?
The straightforward answer is that relations are all there is." [13]

As the great Niels Bohr said: "Isolated material particles are abstractions, their properties being definable and
observable only through their interactions with other systems."

Even though this seems like an extraordinarily important principle, I hardly ever see it mentioned. Lee Smolin is
one of the few who appears to realise: "The fundamental properties of the elementary entities consist entirely in
relationships between those elementary entities." And again: "A relational view requires that the properties of any
one particle are determined self-consistently by the whole universe." [14]

A perfect example of this principle is provided by the recent discovery of the Higgs boson. It had always been
believed that mass was an intrinsic property of a particle — a measure of the "amount of substance" in a particle.
However, with the discovery of the Higgs boson it became clear that mass emerged as a result of the interactions
between elementary particles and the Higgs field. In other words, mass arose from the relationships between
particles — it is not an inherent property of an elementary particle.

Back in Chapter Two we considered the importance of units in our measurements. Units provide the essential
relational link between the unknown object being measured and the rest of the known world. In the absence of any
external absolute scale, the only way we can define an object's properties is by measuring it with equipment already
located inside the universe, i.e., the object's properties are defined by its relationships with other objects inside the
universe. The object's properties simply cannot be defined in any other way. Again, this shows that meaningful
properties are not inherent in an object, but the meaning is determined by the other objects in the universe. For
example, the length property of a plank of wood arises from its relationship with the measuring tape. Giving
property values to isolated objects is meaningless — that would be equivalent to omitting units in your
measurements and just saying "This goes up to 11".

This principle was described by Sir Arthur Eddington in 1932: "Length is necessarily relative. That is one of the
results of Einstein's theory which has become almost a commonplace of physics; but it was a rather complicated
kind of relativity that Einstein considered — relativity to the motion of our frame of reference. I am going to refer to
another much more elementary relativity of length, viz. that length always implies comparison with a standard of
length. It is only the ratio of lengths that enters into our experience. Suppose that every length and every distance in



the universe were suddenly to be doubled; nothing would seem altered. I do not think we could attach any meaning
to the change."

The quantum rationale

We now have a principle that particle properties are defined solely by the relationships between the particle and
the rest of the universe. By turning this principle on its head, we are led to a remarkable and important conclusion. If
the rest of the universe is responsible for defining the properties of a particle, then an object which is isolated from
the rest of the universe must have completely undefined properties. There would be no way for Nature to assign
any property values — absolute or relative — to that object. The property values would be fundamentally undefined.

Let us reconsider a particle which is isolated from the rest of the universe, or has been generated as a new particle
and has not yet interacted with the rest of the universe, i.e., it has not yet been measured or observed. What can we
say about its properties? Once again, in the absence of absolutes, Nature is fundamentally unable to assign any
absolute values to the particle. And, because the particle has not yet interacted with the rest of the universe to be
measured or observed, Nature is unable to assign any relative values either. As discussed in the last section, all we
can say about its property values is "They go up to 11", an essentially meaningless statement reflecting the fact that
the particle's property values are undefined — they have no relation to the rest of the universe.

Before observation or measurement, the object must be like a blank sheet: it must be an undefined object with the
potential to take any possible property values. So, before observation, the object must have a multi-valued form of
reality — as is observed in quantum mechanical behaviour. It is only when the object interacts with the rest of the
universe that its properties become progressively tied down to particular values.

This is precisely what we saw in the case of environmental decoherence. It is through interaction with the rest of
the universe (via the measuring apparatus) that the properties of a particle become fixed. Before observation, the
particle's properties are undefined.

So here, rather wonderfully, we have a rationale — an explanation — for the multi-valued nature of quantum
behaviour before measurement (or observation). Here are the logical steps we followed to get to this conclusion:

 
1) Nature has no access to absolutes, so it is always fundamentally unable to assign absolute property values to a

particle.
 
2) Therefore, particle properties are defined by the relationship of that particle with the rest of the universe.
 
3) Bearing this in mind, if we consider an isolated particle, or a newly-generated particle which has not yet been

measured or observed, Nature has fundamentally no way of assigning any form of property values — absolute or
relative — to the particle.

 
4) The properties of the particle are therefore fundamentally undefined — like a blank sheet. Its properties must

have the potential to be any possible value.
 
5) The object must therefore have a multi-valued form of reality before it is observed. It is only after observation

— when the object interacts with the rest of the universe — that the properties of the object become fixed.
 
So we now perhaps have an explanation for the apparently peculiar superposition state of objects before

observation, an attempt to answer John Wheeler's question "How come the quantum?" We see that this behaviour is
not so strange after all — it is, in fact, just what we should expect in a relational universe. And because we have
come to this conclusion using a logical approach, we should expect this to be true in all possible universes: quantum
mechanical behaviour is fundamental.

There have been many descriptions of the multi-valued nature of quantum reality, but these have always been
presented as a fait accompli — an established fact, which should just be accepted at face value. For example, you
may have read statements such as Murray Gell-Mann's Totalitarian Principle: "Everything which is not forbidden is
compulsory". This describes quantum mechanical behaviour by saying that anything which is not forbidden can and
must happen. However, statements like these do not explain why we see multi-valued behaviour. The rationale for
multi-valued behaviour which has just been presented in this book is the first logical rationale for quantum
behaviour I have read. It does not just seek to describe quantum mechanical behaviour, it seeks to explain it. It is
seen that quantum mechanical behaviour is expected behaviour in a relative universe.



In the macroscopic, human world, we do not see quantum mechanical behaviour. Environmental decoherence has
long since removed the quantum weirdness before it reaches the macroscopic scale. Just like the roulette wheel at
the quantum casino, if you spin the wheel enough times (i.e., make many quantum measurements), the randomness
inherent in quantum behaviour becomes unnoticeable. Nature always does the best it can with the tools available,
and it generally does a very good job in hiding quantum mechanical behaviour from our eyes. However, when
Nature is pushed to its limits, in single measurements at the smallest scales, the lack of absolutes starts to show
through and we perceive the inevitable "glitches".

So, once again, we find bizarre behaviour in Nature arising as a side effect caused by the lack of absolutes. These
side effects only start to show through at the extremes. In our discussion on relativity, we have seen these side
effects emerge at extremes of speed, or in the presence of extremely large masses. We now see side effects occurring
at extremely small scales.

Quantum magic

In the introduction to quantum mechanics in Chapter Six, I made it clear that I wanted to avoid emphasising the
more bizarre aspects of quantum mechanical behaviour, and I hope I was successful in that respect. However, it is
true that there are many aspects of quantum behaviour which do appear extremely counter-intuitive and, indeed,
bizarre.

We have already considered the double-slit experiment in which a particle can apparently be in two places at one.
It is also true that particles can spontaneously appear and disappear out of nothing — like a rabbit pulled out of a
magician's hat. Now that we are armed with a greater understanding of quantum behaviour, can we start to make
more sense of these impressive tricks from the quantum magician?

The double slit experiment is a classic example of the multi-valued nature of quantum reality, the particle being
able to pass through both slits. In the discussion in this chapter, we have seen that this multi-valued behaviour is a
consequence of the relative universe in which every particle must be defined in terms of its relations with the other
particles of the universe. We naturally think of particle properties as being inherent in a particle, as though the
particle would still have those properties if it was the only isolated object in the universe. However, when we change
our mindset to accept the idea that particle properties only arise in relation to other particles, we find quantum
behaviour begins to make a lot more sense, and we can then start to discover the secrets behind the quantum
magician's tricks.

However, it is very hard to get out of the mindset that particle properties are not inherent in the particle. This is
why quantum behaviour appears so mystifying. It is a principle employed by many human magicians. For example,
the trick in which a rabbit is pulled from the magician's hat appears completely mystifying because you considered
the hat to be an isolated object, with its own inherent properties. The magician did his best to divert your attention
from the other objects around the hat, such as the table with the hole drilled into it through which the rabbit was
passed into the hat. It is only by considering the hat's relation with the other objects in the environment that the
mystery is solved — just as the effect of environmental decoherence is a solution to the puzzling quantum
measurement problem.

Now let us perform a thought experiment to uncover the secrets of the quantum magician, and see how he
manages to pull his particles out of a magic hat. Let us imagine — once again — that we want to measure the length
of a plank of wood. Clearly, in order to obtain this measurement, we can only use objects already present inside the
universe. This means we can only use the rulers, gauges, etc. which exist inside the universe. This dependency was
described by Sir Arthur Eddington in his 1923 book The Mathematical Theory of Relativity: "Any apparatus used to
measure the world is itself part of the world." There is no alternative way to obtain this reading. There is no absolute
axis of length outside the universe which we could use to obtain an absolute, unequivocal reading.

So let us say we use our ruler to measure the object, and, according to the ruler, the object is one metre long.
Now, bear with me on this, let's presume something really strange happens. Let's imagine every object in existence
in our peculiar universe — apart from our plank of wood — bizarrely shrinks by 50%. We now find that our plank
of wood has become two metres long — according to our ruler.

But this is to be expected, you might argue. There is nothing surprising here, you might say. The object has not
really doubled in size, you might argue, it is merely our ruler which is giving an incorrect reading. The object was
previously measured as being one metre long and, in the absence of any external influence acting on the object, it is
always going to be one metre long. The property of being "one metre long" is an intrinsic, unvarying property of the
object. At least, that is what you might argue.

Well, you would be wrong. Remember that any object in the universe can only be defined in terms of every other



object in the universe — Nature has no other way of defining the properties of an object. There is no absolute axis of
size outside the universe to which Nature can refer. If the universe tells us the object has doubled in size then, by
definition, the object really has doubled in size!

This is extraordinary, and we are left with an apparently bizarre conclusion which goes against all intuition. No
force has acted on the object, and yet it has doubled in size. It is as though some self-contained internal magic of the
object has made it change its state. It appears a property of the object — which we believed to be innate and
unvarying — has been radically modified. We would naturally attribute this change in the object's state to some
peculiar mechanism inside the object. Just as with the magician's hat, we would think the hat was magic, and try to
understand what was special about the hat.

However, the secret to the trick does not lie with the hat, and it does not lie with the isolated particle. The secret to
the trick is the environment: the hole drilled into the magician's desk, or the doubling of the scale of the universe.
Even the very existence of the particle itself is dependent on the universe around it — if the universe says the
particle does not exist then, by definition, it ceases to exist. There is no other external standard by which Nature can
determine the existence of the particle.

It is all too easy to ignore the environment and concentrate on the single particle under observation, but it is only
by considering the complete magician's set-up, and the relationship of the particle with the environment, that we can
finally uncover the secrets of quantum magic.

Symmetry and quantum mechanics

To end this chapter's discussion on quantum mechanics, it is interesting to consider underlying connections
between symmetry and quantum mechanics.

It is important to stress that it is not only measurements of space or time that must be taken as relative. As there is
a complete absence of any absolutes — of any form — in the universe, this means that Nature cannot have access to
absolute standards for any type of properties. This explains why the quantum formulation applies to all of Nature,
describing all forms of particle properties, not just those associated with space and time.

Carrying on this thought, in our discussion on symmetry in Chapter Three we saw how the lack of absolutes
available to Nature caused symmetries. As was explained then, symmetry reflects Nature's fundamental inability to
distinguish between one physical situation and another. If Nature is unable to distinguish between two situations,
then we can transform one physical arrangement into another without altering the situation. This represents a
symmetry.

If reality is completely defined by relations then those relations are unchanged under a symmetry transformation.
As the philosopher Meinard Kuhlmann (who was mentioned earlier in this chapter) explains: "In quantum
mechanics as well as in Einstein's theory of gravitation, certain changes in the configuration of the world — known
as symmetry transformations — have no empirical consequences. The transformations exchange the individual
things that make up the world but leave their relations the same. By analogy, consider a mirror-symmetric face. A
mirror swaps the left eye for the right eye, the left nostril for the right, and so on. Yet all the relative positions of
facial features remain. Those relations are what truly define a face."

So if Nature has no access to absolute standards for particle properties, then we would expect to see similar
symmetries in particle properties — and this is exactly what we do see. It has long been known that symmetry plays
a remarkable role in particle physics. Different types of particles can be classified into groups, those groups
exhibiting symmetries. The discovery of new particles has even been predicted because they are required to
complete a perfect symmetry. From our discussion, it is clear that the cause of all this symmetry in particle
properties is a result of the fundamental limitations on Nature due to the lack of absolutes, which results in Nature's
inability to distinguish situations.

In Chapters Three and Four we considered relativity and we found that there was symmetry in the universe in
both space and time (space and time translation invariance) due to the lack of absolute space or time. In this chapter
we have considered the properties of the elementary particles and, again, we have found symmetry in their
properties. On the basis of our analysis we can see that there is the same underlying cause for both types of
symmetry: no absolutes means reality must be relative. This is a quite remarkable conclusion: an apparent
unification of symmetries! Symmetries in space, time, and particle properties have the same underlying cause.

Now let us examine an example of particle property symmetry, the symmetry between positive electric charge and
negative electric charge, The technical name for this symmetry is U(1) symmetry:



This symmetry arises because the property of positive charge is defined as the opposite of negative charge. The
two properties — positive charge and negative charge — are defined in terms of each other, and in no other way.
This is perhaps what we might have expected to find based on our discussion throughout this book. There is no
absolute definition of any particle property: particle properties must be defined relative to each other.

Because these properties are defined solely in relative terms (and not in absolute terms), if every positively
charged particle in the universe became negatively charged, and simultaneously every negatively charged particle
became positively charged, then the overall situation would be unchanged — the universe would continue as if
nothing had happened. This is because the relation between the charged particles (which is the only important
measure) would be unchanged.

This means that we are essentially free to define "positive charge" differently at every point in space. However,
Nature needs to have some way of ensuring that "positive charge" at one point in space is the same type of charge as
"positive charge" at a different point in space — it needs to keep track throughout the universe. Otherwise, particle
charges would be free to swap between positive and negative at random, and the result would be chaos (and would
also break the law of conservation of energy [15]). The way Nature keeps track is to have a field passing through
space, defining which type of charge is actually the definitive positive charge. This type of field is called a gauge
field, and is a result of the perfect symmetry of elementary particles. For the case of electric charge, the gauge field
is the electromagnetic field and is carried by photons.

To quote Robert Oerter from his book The Theory of Almost Everything: "Our inability to define the charge in any
absolute [my emphasis] sense is the ignorance that gives rise to a quantum field: the photon field." So not only is
particle symmetry due to Nature's inability to access absolutes, we now find that the electromagnetic field is also due
to this restriction on Nature. The electromagnetic field allows Nature to keep track of charge in the same way that
the gravitational field allows Nature to keep track of masses. In fact, it can be shown that all four fundamental forces
(electromagnetic, strong, weak, and gravity) are a direct result of different types of gauge symmetry. [16]

As we have discussed, it has long been known that relativity is due to the absence of absolute space, and, as we
have just found in the quote from Robert Oerter, it has been known that the quantum mechanical behaviour of gauge
theory has been due to Nature's "fundamental inability to define the charge in any absolute sense". So here we have
a quote describing the cause of relativity as being due to a lack of absolutes, and another quote describing the cause
of quantum mechanical behaviour as also being due to a lack of absolutes. So why has this obvious connection
between quantum mechanics and relativity not been identified earlier? It is not as though this is arcane knowledge
hidden away in obscure scientific journals. Quite the opposite in fact: both of these quotes are taken from popular
science books which you could find in your local bookstore. I am surprised that such an obvious link could have
been overlooked for so long.
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HIDDEN IN PLAIN SIGHT
In our study of quantum mechanics in Chapter Six, we considered the importance of the role of the observer in

quantum mechanics. The role was of such significance that, at one time, it was even believed that a human
consciousness was required to bring reality into existence at the quantum mechanical level. If quantum mechanics
and relativity truly share a common root — as proposed in this book — we would expect relativity to exhibit a
similar fundamental observer dependence. However, at first glance, it would appear this crucial observer
dependence is not found in relativity. This belief is expressed in a quote from Lee Smolin in his book Three Roads
to Quantum Gravity comparing Newton's view of the observer to Einstein's view: "The problem is that, while
quantum theory changed radically the assumptions about the relationship between the observer and the observed, it
accepted without alteration Newton's old answer to the question of what space and time are. Just the opposite
happened with Einstein's general relativity theory, in which the concept of space and time was radically changed,
while Newton's view of the relationship between observer and observed was retained."

However, the more you think about it, the more you realise that "Newton's view of the relationship between
observer and observed" was most certainly not retained in the theory of relativity. In fact, relativity is the very
epitome of an observer-dependent theory!

Let's start by asking a simple question: how fast is the spaceship travelling in the following image?

Clearly, if there is "nothing outside the universe" then, in the absence of any absolute measurement scale outside
the universe, we cannot assign any absolute speed to the ship — we have nothing to measure it against. We cannot
assign a speed to the spaceship on which all observers in the universe will agree. In fact, the only way we can assign
any numerical value to the speed of the ship is by giving up all hope on finding an absolute, observer-independent
speed, and by considering its relative speed instead.

So, if we want to obtain a numerical value for the speed of the spaceship, we have to first define our observer:



In the previous image, we have defined a position for our observer and we can now obtain a value for the velocity
of the spaceship — relative to our observer — which happens to be 600mph, travelling to the right.

However, according to Newton, the function of the observer was unimportant. In Newton's absolute space, it can
be stated with certainty that the spaceship is moving at an absolute speed of 600mph. The role of the observer plays
no part in determining the velocity of the spaceship. However, when the theory of relativity was proposed, the idea
of absolute space was refuted. Let's say we make contact with the captain of the spaceship and ask him to "observe
our observer". According to the captain, it is in fact our observer who is moving at 600mph, and, as no frame of
reference is preferred in relative space, the captain must be considered to be just as correct as our initial observer. In
relative space, if a spaceship is moving at 600mph relative to an observer, it is just as valid to say the observer is
now moving at 600mph relative to the spaceship. In Newton's model, the observer is stationary, but in Einstein's
model it is valid to say the observer has a relative speed of 600mph! To answer Lee Smolin, I would say that
constitutes a rather severe modification of "Newton's view of the relationship between observer and observed"!

As I said earlier, relativity is the very epitome of an observer-dependent theory. And this point is vital to this
current discussion: quantum mechanics and relativity are both observer-dependent theories.

Now let us imagine we have a second observer on a second spaceship travelling to the left at 400mph:

According to this second observer, the first spaceship is in fact travelling to the right with a relative velocity of
1000mph (the sum of 600mph + 400mph). So we now have two different observers who make two different
measurements for the velocity of the spaceship. Our initial observer measures a value of 600mph, whereas our
second observer (in the second spaceship) measures a value of 1000mph. This clearly shows how observer-
dependent this velocity measurement really is.

We have seen that there can be no measurement of velocity without first defining an observer. To assign any form
of velocity to an isolated object with no relation to the rest of the universe would be absolutely meaningless.
Velocity is only defined relative to another object in the universe.

At this point, alarm bells should be ringing in your head — where have we heard a similar statement before? It is
exactly the same principle as we revealed in the discussion of particle properties in the previous chapter: the
properties of a particle are determined by its relationship with all the other objects in the universe. So now have
uncovered the same principle underlying the properties of a particle and the measurement of relative velocity. Could
this possibly be starting to sound like the start of another link between quantum mechanics and relativity?

But in our discussion of particle properties in the last chapter, we derived the result that objects which were
isolated, or had never been measured, would have properties which would have to be in an undefined state, a strange
multi-valued state. This led us to form a rationale for quantum mechanical behaviour. But this is surely not true for
the spaceship's velocity — the spaceship's velocity is clearly not in a multi-valued state before observation.

Or is it?
As we have just seen in our previous illustration of measuring the spaceship's velocity, one observer measured the

velocity of the spaceship at 600mph, while the other observer measured the velocity of the spaceship at 1,000mph
— clearly a multi-valued reality! In the absence of absolute space, either velocity value — or both — is equally
valid.



But having two different answers to our question "How fast is the spaceship travelling?" is not a very satisfactory
answer. Can't we do any better? Can't we get an observer-independent, absolute value for the velocity of the
spaceship — before any observer-dependent measurement is taken? Well, the standard answer is, no, in our universe
only relative velocity has a meaning. But, you might say, that is totally unsatisfactory. Before any measurement is
taken, the spaceship clearly has a velocity — we know it is moving. So why can't we determine its value before
observation? Its velocity clearly has a reality before observation — why can't we assign a value to it?

Well, I suppose the best we could do is assign the spaceship with a potential velocity which has to take any
possible value from zero up to the speed of light. For example, if the spaceship of the second observer in the
previous example is travelling at a million miles an hour, we now find our measurement of the initial spaceship's
relative speed is 1,000,600mph. With an infinity of potential observers in the universe, we could say that the before-
measurement, observer-independent velocity of the spaceship is any possible value.

So let's recap:
 
1) Before measurement, we know the spaceship's velocity has a reality (we know the spaceship is moving), but

we cannot assign a value to it.
 
2) If we want to obtain a measurement then we have to specify an observer as the measurement is completely

observer-dependent.
 
3) But if we want to assign a velocity to the spaceship before observation we have to assign all possible velocity

values to it.
 
So where have we heard a description like this before? There are clear parallels with quantum mechanics!
Compare this with the situation of quantum mechanics:
 
1) In quantum mechanics, we know a particle has a reality before observation, but we cannot assign a value to its

properties.
 
2) If we want to obtain a measurement then we have to specify an observer as the value is completely observer-

dependent.
 
3) But if we want to assign a value to its properties before observation, we have to assign all possible values to it.
 
These three points are absolutely identical to the three points raised in our previous relative velocity scenario!
So clearly the two scenarios — relative velocity (which leads to relativity) and quantum mechanics — show

astounding similarities. This is because quantum mechanics and relativity share the same underlying cause, a
common root to their behaviour. And that common cause is a universe in which Nature is denied access to absolutes,
a universe in which everything must be defined in terms of everything else, and in which all of reality is relative.

It might seem rather astonishing that no one has pointed out this incredibly simple link before. A startlingly
obvious link between relativity and quantum mechanics due to the two theories having the same underlying cause. I
believe this has gone unnoticed purely due to the quite stupendous simplicity of the solution — it has truly been
hidden in plain sight.

Actually, when I say no one has pointed this out before, I must say that the loop quantum gravity researcher Carlo
Rovelli has hinted at a connection: "Quantum state and values that an observable takes are relational notions, in the
same sense in which velocity is relational in classical mechanics (it is a relation between two systems, not a property
of a single system). I find the consonance between this relationalism in quantum mechanics and the relationalism in
general relativity quite striking. It is tempting to speculate that they are related." [17]
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CONCLUSION
In this book, an incredibly simple link has been suggested between relativity and quantum mechanics. By

building-up from fundamental principles, it can be shown that both theories share a common root: the fundamental
inability of Nature to access any absolutes in the universe.

Perhaps the reason why such a simple solution to the problem of unification could have gone unnoticed for so
long is that the proposal depends on an explanation of the foundations of quantum mechanics. Sadly, with a few
exceptions, there is little interest or research in foundational questions of quantum mechanics at the moment. This
has not always been the case — the rapid progress in quantum mechanics in the early years of the twentieth century
placed foundational questions at the forefront of research. However, in the current academic climate, foundational
questions seem to be considered the remit of philosophy — not physics, and get precious little attention. As a
relevant example, string theory and loop quantum gravity seem to have nothing to say about the quantum
measurement problem — an absolutely fundamental component of quantum behaviour.

This is a great shame, because if the principle described in this book is even remotely accurate, it would appear
that foundational questions have a vital role to play in uncovering the unification of relativity and quantum
mechanics. It would appear true unification can only be found at a deeper level of analysis than is considered by
current approaches which attempt to mesh relativity and quantum mechanics together at a higher level of reality. It is
not my fault if people are looking for unification at the wrong level. If the work described in this book is correct,
then until foundational questions are tackled head-on, there will be no unification.

This conventional approach to unification — of attempting to mesh relativity and quantum mechanics together at
a high level — leaves me with a rather surprising thought. Surely, the first approach one should try when attempting
to unify two theories should be to stand back and consider the similarities between the two theories. What do the
theories have in common? This would seem the obvious approach. The commonality would then direct the
researcher towards the unification. I like to think that this approach has been followed in this book, especially in the
common link revealed in Chapter Nine. However, it seems this "obvious approach" of considering the similarities
between the theories is not what has happened. Instead, there appears to have been something of a "brute force"
approach to unification, attempting to weld the theories together. As far as I am aware, no one has bothered to stand
back and say "What have these theories got in common?"

To those who would criticise the hypothesis described in this book on the basis that it is absurdly simple, I would
simply direct them to the discussion in Chapter One which revealed how all unifications in physics have been based
on incredibly simple ideas, ideas which can be understood by anyone. Indeed, based on the discussion in Chapter
One, it was stated that any successful unification hypothesis has to be extremely simple — a criterion which is not
met by string theory or loop quantum gravity. As Bruce Schumm says in his book on particle physics, Deep Down
Things: "Physicists like to believe that, in its essence, the universe is guided by a small set of such beautiful
organizing principles — principles free of complex hypotheses that do little more than telegraph our ignorance."

To criticise a unification hypothesis on the basis of it being overly-simplistic seems perverse to say the least!

Certainties and absolutes

I would like to finish the book with a few general discussion points which have been raised by the proposal.
As has been discussed throughout this book, at the human macroscopic scale, we are able to operate as though we

have access to absolute scales of measurement. We can access measuring tapes and speedometers which apparently
allow us to make absolute measurements of length and speed. However, what must be realised is that in a relative
universe everything must be defined in terms of everything else in the universe — there are no genuine absolutes.
This inevitably results in very circular definitions of measurements. Just like the example of the apple being held in
the hand in Chapter Eight: "I know the apple is real because I can hold it in my hand", we find that the whole of
reality is composed of a self-supported structure of relationships. In this case of the apple, we assume an object to be
real because of its relationship with another object which we already presumed to be real: the hand.

So all the objects in the universe — at the macroscopic level — are connected in an endlessly complex mesh of



interrelationships. Everything supports everything else. This gives us the luxury of an impression of absolutes and
certainties: our impression of reality might be an illusion, but that illusion is at least supported by the rest of the
universe.

Considering the position of particles, for example, the relative nature of environmental decoherence means we get
an impression of complete certainty as to the position of a particle. The environment — the universe around the
particle — works together to provide an impression of certainty. However, as we delve deeper into the fundamentals
of the universe, we find that self-supporting network is progressively stripped away. Eventually, we reach the
fundamental layer when objects can be isolated from the rest of the universe. At this point, we say quantum
mechanical effects are dominant, but what we really mean is that that mesh of certainty is completely stripped away.
At this point, we see our macroscopic certainties and absolutes for what they really are: an illusion of the relative
universe. We find certainties stripped away in the Heisenberg uncertainty principle. We find absolutes stripped away
in similar fashion, leading to multi-valued behaviour.

Put simply, there are no such things as certainties and absolutes. In the mathematical world, yes, we can find these
things, but not in the physical world.

When Nature is stripped naked, we find the emperor has no clothes (or certainties or absolutes). We call the result
quantum mechanics.

As Sheldon Cooper has said: "Quantum physics makes me so happy. It's like looking at the universe naked."

Too Many Worlds

The universe is a structure of such elegance, simplicity, and economy that I can't help thinking that whoever first
proposed the concept of multiple parallel universes did Nature a great disservice — that is to ignore the evident
simplicity and economy of the universe. I am sure the proponents of parallel universes did it with the best intentions
but, really, the damage has been done. It seems almost impossible to pick up a popular science book these days
without reading how there exists a parallel universe in which a forty-foot gorilla has just won the Olympic gold
medal in synchronised gymnastics.

Articles such as that must make great copy — and maybe good book sales — but the message of physics is one of
economy and simplicity. In physics we find energy is minimized, structures are symmetrical, simpler explanations
are preferred over more complex explanations. As William of Occam said: "Entities should not be multiplied
unnecessarily". We should only add complexity to our explanations as a last resort, if there is no other solution
available. At all times, the thrust of our drive should be towards simplification.

Ironically, by postulating the existence of multiple parallel universes, researchers are missing out on the analytical
power of the principle that the universe is the one thing that exists. By saying that "everything that can possibly
happen will happen", the theorists who advocate parallel universes are losing any constraints to their theories.
Anything goes, basically. But, ironically, constraints can make our job much easier. Imagine you are an author, and
you are seeking inspiration for a new book. You might sit down in front of your typewriter or word processor and
stare blankly at a sheet, waiting for inspiration before you can get started. However, if you are commissioned to
write a book about a certain subject — for example, a book about a kidnapping — that instantly gives you a start and
gets your mind thinking along certain lines. Constraints help us in finding a solution. In fact, if the problem becomes
completely constrained — your commission telling you the entire plot of the book — then the solution becomes
completely obvious.

A theory that predicts everything predicts nothing — it is completely unconstrained. This makes our job of
finding a solution much harder. By imposing fairly obvious constraints, such as saying there is nothing outside the
universe, we make our job in finding a solution much easier, because then we realise that our solution must be found
within the universe, and not in some parallel universe scenario. In the case of relativity and quantum mechanics, I
believe it is the constraint that there is nothing outside the universe which, indeed, completely constrains the
problem so the solution does, indeed, become completely obvious. I believe the results in this book show how the
constraint leads directly to both quantum mechanics and relativity. This result could never have been derived if we
had lazily jumped to the conclusion that we needed parallel universes to explain these phenomena.

We should not be lazy. We should seek to explain the universe on the basis of what we already know, not on the
basis of some flight-of-fancy science fiction. Wild speculation does our quest more harm than good, and hinders our
progress. The answers we seek are contained within the universe. The answers we seek are located much closer to
home than we might imagine.



Reductionism and emergence

In its efforts to understand the universe, physics has always taken a reductionist approach. This means that
research has progressed based on the principle that we can understand things by breaking them down — and
analyzing — their smallest constituent parts. As an example, particle physics attempts to discover the smallest
particles and the most basic forces. The belief is that the smaller the particle, the better your understanding of the
physical world.

For many simple applications this approach works well. For example, analyzing the large-scale properties of
materials on the basis of their particle chemistry (finding the strength of materials, the temperature at which they
melt, etc.). However, for more complex applications this approach proves woefully inadequate. This is because
many large-scale phenomena which result from the complex interaction of billions of particles could never be
predicted purely by analyzing the properties of a single particle. In this way, the whole is greater than the sum of its
parts.

One classic example of an emergent phenomenon is intelligence. You could never realise that such an
extraordinary phenomenon could arise if you followed the reductionist approach of analyzing only a single brain
neuron. A single neuron is just a simple switch, basically. There is no clue in the structure of a simple switch that it
might lead to high-level brain function.

Throughout this book, it has been stressed that the properties of single particles should not be considered in
isolation. Properties describe the relationship between objects and arise through the interaction of an object with the
rest of the universe. This clearly shows that a reductionist approach is not suitable at the fundamental level.

If, for example, a single particle is moving, how can we define its velocity? Clearly, the velocity is not an inherent
property of the particle, but, rather, it has to be defined relative to some other particle. So if we add an additional
particle, we can now determine the velocity of the first particle relative to the second particle. But what quantitative
result can we possibly get with just two particles? Not very much is the answer — we can just determine that the
particles are moving relative to each other. In order to quantitatively measure that velocity, we need some standard
measure of speed, and that means we need some more particles with which we can produce standards of distance
and time, eventually forming meters and clocks. In fact, to get any useful meaning from our initial particle, we find
we need more and more particles, introducing additional layers of meaning. So we see that properties of particles are
not held in single particles, but rather those properties progressively emerge as the universe is built-up in layer-
upon-layer of meaning.

In fact, this shows the importance of treating the universe as one object, with properties of particles only emerging
when the universe is treated as a whole.

This realisation raises a problem for physics research which been firmly based on a reductionist model of the
universe. The mathematics used by physicists is simply not up to the job of analysing a complex, emergent universe.
The neat and simple equations used by physicists might be only suitable for analysing a "toy model" simplified
version of the universe, which ignores the possibility of emergence, complexity, and chaos. These processes which
can be simplified are called computationally reducible. As Stephen Wolfram has said: "Almost all of what
traditional equation-based science has been doing is looking just at those computationally reducible parts."
However, if the universe is truly computationally irreducible then it might be simply impossible to analyse it using
simple equations. In fact, the only way to analyse it would be to create a computer with the same complexity as the
universe itself!

The laws of Nature

In Chapter One, it was stated that one of the goals of this book was to determine how much of the universe could
have been created differently, and how much is a logical necessity. The eventual goal was expressed by Einstein:
"What I am really interested in is whether God could have made the world in a different way; that is, whether the
necessity of logical simplicity leaves any freedom at all."

Because our approach was to build-up from fundamental principles, we could be sure that any result we
discovered would have arisen from logical necessity. Rather astonishingly, we discovered that a remarkable
proportion of the laws of Nature could be derived from our fundamental principle — that there is "nothing outside
the universe". From the analysis, it appeared that both relativity and quantum mechanics could be derived from the
fundamental principle, and so both these behaviours would appear to be fundamental, i.e., there would have to be
quantum mechanical and relativistic behaviour in any conceivable universe. Not only that, we find we can derive the
requirement for a gravitational field, symmetry in both space and time — and symmetry of particle properties, the



requirement that the total energy of the universe is zero, and the necessity of gauge fields. The fact that we can
derive such a high proportion of the laws of Nature from our fundamental principle gives us great confidence that it
is, indeed, the fundamental principle.

A remarkable proportion of the laws of Nature, therefore, could be considered to be necessary and not contingent.
However, it remains true that it is hard to imagine how the arbitrary nature of the physical constants of Nature could
ever be derived from fundamental principles. The 19 numerical constants in the standard model of particle physics,
for example, appear to have values which are completely arbitrary.

To my mind, on the basis of this study, it appears that the major laws of Nature (quantum mechanics, relativity,
the second law of thermodynamics, etc.) appear to be fundamental, derived from fundamental principles, and would
necessarily have to apply to every conceivable universe. However, it is the remaining arbitrary free parameters
which would appear to give the universe its actual form (the properties of the elementary particles, etc.), and it
would appear that these values could not be derived from fundamental principles.

This problem is exacerbated by the fact that it appears the fundamental constants have fine-tuned values which
have resulted in a "life-friendly" universe. The fashionable answer to this conundrum seems to be to resort to
anthropic reasoning, and to suggest the constants are set to different values in different parallel universes. However,
the central tenet of this book is that there is only one universe. In the analysis in this book, we have found that
building-up from that principle has proved to be a wonderfully effective predictive tool, which suggests that the
principle is correct. In which case, to find the solution to the apparent fine-tuning of constants we should restrict our
search to solutions contained within the universe. I would agree with Lee Smolin from Three Roads to Quantum
Gravity: "This first principle means that we take the universe to be, by definition, a closed system. It means that the
explanation for anything in the universe can involve only other things that also exist in the universe."

The secrets we seek can all be found within the universe. We just have to look more closely — they are hidden in
plain sight.
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NOTES
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contradict special relativity as it is impossible to send information via entangled particles.
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universe being defined as "everything that exists". This is a book about quantum mechanics and relativity — other
questions about deeper philosophical and theological issues are beyond the scope of this discussion and can be left
to other, more contentious, books.
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PREFACE
This is my second book. I was absolutely delighted at the success of my previous book, Hidden In Plain Sight. If

you bought my previous book, then thank you very much. If you have not already read Hidden In Plain Sight I can
recommend it as some of the work in this book builds on the principles described within it.

The discussion and reasoning in this new book might appear to be extraordinarily simple. This is quite deliberate.
As I explained in my previous book, I am convinced that the fundamental principles which underlie reality must be
simple. The drive to uncover the fundamental truths of physics must surely be a drive toward simplicity.

After considering the link between quantum mechanics and relativity in my previous book, this book considers a
possibly simple solution to the unsolved mysteries behind gravity, dark energy, black holes, and many other cutting-
edge problems in current theoretical physics. My books are nothing if not ambitious!

I deliberately make my books fast-paced and easy to read, packed with only relevant information and no padding.
So it's a book with a real big bang!
 
Andrew Thomas
(hiddeninplainsightbook@gmail.com)
Swansea, UK
2013
 
I now have a Twitter account on which I will post updates: twitter.com/andrewthomas101





1

INTRODUCTION
As physics progresses along its path of unlocking the secrets of the universe, it might be thought that the number

of unsolved problems would be reduced. However, this does not seem to be what is happening. Instead, the more we
find out about the universe, the more problems we unearth. And the problems we discover seem deeper, more
profound, and more insoluble than the problems we have just solved. This was summed-up by the great physicist
John Wheeler: "We live on an island surrounded by a sea of ignorance. As our island of knowledge grows, so does
the shore of our ignorance."

It has been suggested that the field of theoretical physics seems to be in less-than-superb shape at the moment.
The main thrust of research towards a possible "theory of everything" is directed towards string theory. This may
well eventually emerge to be the correct model of Nature, and a great deal of very clever people seem convinced by
it, however, considering the amount of research effort which has been directed at this theory over more than four
decades, it is hard to disagree that progress has been disappointing. But there appears to be a lack of diversity of
alternative research.[1] String theory has been called "the only game in town", and maybe that is the heart of the
problem.

Meanwhile, the highly-publicised discovery of the Higgs boson by the Large Hadron Collider (LHC) seems to
have created panic among particle physicists. You might find that surprising, after all, didn't they predict that the
Higgs boson was there to be found? Well, yes, they did — and that's the problem. An experiment which just verifies
your prediction tells you nothing new about reality. It so happens that the properties of the discovered Higgs boson
were a particularly close match to those predicted. Eight billion euros to tell you something you already knew does
not sound like good value for money. There is no hint in the LHC results of new directions for research, and hence
there is no convincing motive to spend new money. This sounds very much like the end of the line. A lot of particle
physicists are scared for their jobs.

It appears that the LHC has also brought bad news for string theory. The full name of string theory is
"superstring" theory, with the "super" standing for "supersymmetric". According to supersymmetry (or SUSY), each
elementary particle is paired with a superpartner particle. However, the LHC has not detected any of these predicted
particles.

If I had to sum up the current state of theoretical physics, I would say it lacks direction. It appears that we have
come to the end of a long road — and we have no map to tell us which direction to take next.

 
So where do we go from here? Well, if you are like me, you got interested in physics because you want answers.

You want to get to the bottom of things. We want to know "why" things happen. However, most physics research is
merely aimed at describing the phenomena of Nature — it is not aimed at answering fundamental questions of
"why". Such questions would be considered the domain of philosophy, not physics.

A good example are the equations of general relativity, which describe gravity as emerging from the curvature of
spacetime. These equations are clearly an improvement in accuracy over Newtonian gravity, but seem to get us no
further along the road of explaining just why masses attract each other. Saying that masses follow straight lines in a
curved spacetime does not answer the fundamental question of why objects follow a straight line in curved
spacetime. We are just describing the phenomena — not explaining it.

And so many of these descriptions seem excessively complicated to my eyes, string theory in particular seeming
to revel in excessive mathematical virtuosity. It seems as though we are moving away from a search for simplicity in
favour of increasing complexity. Is this really the likely route to unlocking the secrets of the universe? I feel very
strongly that as we dig deeper, and approach more fundamental levels, then our theories should actually become
simpler and easier to understand. My books reflect this belief.

The majority of current research seems only interested in capturing the minutiae of the complexity of Nature —
there is no consideration of the bigger picture. I would agree with Sir Patrick Moore, the sorely-missed presenter of
the long-running BBC television programme The Sky At Night: "The one inescapable fact is that we exist, and so
does the Sun, the stars, and the Earth, and everything else. And no one has yet explained how the matter came into
existence in the first place. Which adds force, I think, to my own contention that we are pretty strong on detail but
we are still very weak on fundamentals."



In my series of books, I am trying to get to the bottom of things. By working with fundamental principles it
appears we can get satisfactory answers to questions of why Nature behaves the way it does.

Simple solutions to big problems

We could list several of the most puzzling and important unsolved problems in current theoretical physics:

The unification of quantum mechanics and relativity. The two dominant theories of physics remain stubbornly
at odds with each other. However, it should be possible to combine them into a single, deeper theory.

How can we make sense of the "weirdness" of quantum mechanics? What does it all mean?

Dark matter. What is the mysterious substance which greatly exceeds the amount of normal mass in the
universe?

Dark energy. What unknown force is powering the acceleration of the expansion of the universe?

The black hole information loss paradox. General relativity says that information can be lost in black holes, but,
according to quantum mechanics, this should be impossible.

Inflation of the universe. The theory which has been at the cornerstone of cosmology for thirty years has been
found to be flawed. But any replacement theory has to be able to explain why the structure of the universe is so
smooth.

The first two problems I have listed — the unification of quantum mechanics with relativity, and how to make
sense of bizarre quantum mechanical behaviour — were considered in my previous book. I am pleased to say that
this new book is going to propose a potentially simple solution to many of the remaining problems.

Forces

Why do things move?
That's a fairly profound question. Why do apples fall? Why do the planets orbit the Sun? Why do magnets attract

pieces of metal? [2]
The general answer to the question of why things move would be to say that they have been acted-on by a force. It

was Isaac Newton who first correctly identified the role of a force in producing motion. If a force is applied to a
stationary object, then the object will start to move. The force acts to accelerate the object.

There are four fundamental forces: the electromagnetic force, the strong nuclear force, the weak nuclear force,
and gravity. These are all conservative forces. A conservative force does not lose energy as it acts (hence,
"conservative"). This means that if an object is moved in a closed loop by a conservative force, and thus returns to
its starting position, the net work done is zero.

As an example of this feature of a conservative force, imagine throwing a stone directly upwards at a speed of ten
miles per hour. The stone will gradually lose speed as it rises, and will come to a halt at a maximum height. The
stone will gain speed as it descends and, when it passes your hand on the way down, it will again be moving at ten
miles per hour. This conservation of the speed of the stone is due to gravity being a conservative force.

However, this will only be the case if we ignore the effect of air resistance, which is a form of friction. Friction is
an example of a non-conservative force. Friction acts to slow the speed of the stone, to decrease the energy of the
stone, and to dissipate that energy into the environment in the form of heat. For example, if you throw a stone up a
sand dune at ten miles per hour, the stone will find the sand sticky due to friction, and when the stone passes your
hand again on the descent, its speed will be considerably less than ten miles per hour. The energy of the stone will
have been dissipated into the environment.

Conservative forces (i.e., forces without friction) are perfectly reversible. For example, if you made a video of
snooker balls knocking into each other on a snooker table, and you reversed that video, it would still look like
normal behaviour. Even when the action is reversed, you would still see balls hitting other balls and rebounding
according to Newtonian mechanics. However, non-conservative forces are not reversible. This is because non-



conservative forces dissipate energy into the environment. Eventually, the snooker balls would slow to a halt due to
the effect of friction. This is an irreversible effect.

The real reason behind the irreversible nature of non-conservative forces is due to a quantity called entropy.
Entropy can be thought of as the amount of disorder or randomness in a system. We will be considering entropy in
detail in Chapter Five, but for now all we need to know is that the entropy of a system will always increase, and can
never decrease. This seems to make a lot of sense: a system tends to increasing disorder over time. For example,
your glistening new car will wear-out over time as its atoms become increasingly disordered through wear and tear.
The non-conservative force of friction converts energy into heat, which is the random motion of atoms. This
randomness of heat means it has a high entropy. This is what introduces the irreversibility of friction: the second law
of thermodynamics states that this increased randomness and disorder of the heat cannot be reversed. So just as your
old car can never reverse its wear and tear to become shiny and new again, so a non-conservative force such as
friction cannot be reversed.

The principle of least action

There is clearly a connection between forces and energy. This is because a moving object possesses kinetic
energy. So a force which produces motion in an object actually transfers energy to that object.

As an example of the connection between energy and motion, consider dropping a ball from your hand. When the
ball is in your hand, it stores potential energy within itself. Potential energy is the energy an object possesses purely
due to its location. When the ball is held in your hand, its location is a certain height above the surface of the Earth,
so the ball contains gravitational potential energy. This is not the only type of possible potential energy. For
example, a stretched spring can contain elastic potential energy.

When you let go of the ball in your hand, it picks up speed. So the kinetic energy of the ball is increasing.
However, it is falling closer to the surface of the Earth so its potential energy is decreasing. So the potential energy
of the ball is being converted to kinetic energy as the ball accelerates ever faster.

There seems to be a balance here, in that the amount of potential energy in the ball is being reduced by precisely
the same amount that its kinetic energy is increasing. This is what we would expect due to the law of conservation of
energy which says that the total amount of energy in a closed system remains constant over time.

We could ask the question, why is there this conversion from potential energy to kinetic energy? After all, the
total energy of the system is going to be unchanged. So, if that is the case, why does Nature bother doing the
conversion from potential to kinetic energy? What is the point?

Well, that's a good question. And, as we shall see in this book, I think the answer holds an important key to
understanding the universe. All we can really say at the moment is that Nature tries to reduce potential energy to its
minimum possible value. This has been called the principle of minimum potential energy. Nature appears to have
something of an obsession with reducing potential energy.

As an example of this principle, consider a soap bubble. A soap bubble is an extremely thin film of soapy water
which contains a volume of air. That thin surface has elastic properties, so, like the spring example, we could
consider the surface as having elastic potential energy. It turns out that the potential energy contained in the soap
film is proportional to its surface area. Nature tries to reduce this potential energy to a minimum, so Nature tries to
reduce the surface area to a minimum — bearing in mind that the bubble still has to enclose a certain volume of air.
As a result, soap bubbles are spherical, a shape which represents the minimum possible surface area for a given
volume.

So the shape of soap bubbles is determined by Nature trying to reduce potential energy. The resultant shape is an
elegant, efficient curve — we do not find soap bubbles with wasteful, ostentatious corners and spikes. Nature abhors
waste and complexity and will always prefer a smooth, simple, elegant solution — purely because Nature always
tries to reduce potential energy.

In the field of mechanics (the science of moving bodies), it is known that this minimisation of potential energy,
and its conversion to kinetic energy, is the key to analysing the movement of a system — no matter how
complicated that system might be. If we consider a moving system, possibly composed of many parts, we can
calculate the difference between the kinetic energy of the system minus its potential energy. This value is known as
the Lagrangian.

We can calculate the Lagrangian of a moving system at any point in time to get a series of values. If we then sum
all those values we get what is known as the action. The action is a very important concept which is often used by
physicists, but is not very well known by non-physicists. The action is important for our purposes because it appears
to tell us something very deep about the behaviour of Nature.



If we consider the action of our moving system over a period of time, we will find that the value of that action
will always be the lowest possible value. It is as if Nature always moves objects so as to minimise the action. This
very important and useful principle is called the principle of least action.

As an example, consider the following image of the trajectory of a ball which has been thrown:

I am sure you can tell that the ball will follow the smooth curve of the black line — it would never follow the
irregular dotted line. Just as with the soap bubble example, Nature prefers smooth curves to wasteful twists and
turns.

We can calculate the Lagrangian of the motion of the ball (remember: the Lagrangian is the difference between
the kinetic energy and the potential energy) at each point, and then we can sum all of those points to calculate the
action. The principle of least action tells us that the action will be the smallest possible value for the path taken by
the ball. In this case, the smooth path taken by the ball results in the smallest action.

As another example, imagine you are a long-distance runner trying to decide on a strategy for your next race. You
could start off very quickly, running the first half of the race very fast, and just trying to hang-on as you slow down
in the second half of the race. Or else you could start more conservatively, running the first half of the race slower
but putting in a sprint to run the second half faster. But, as any distance runner will tell you, the strategy which will
result in the quickest finishing time is an even-paced race, running both halves of the race in the same time. So, once
again, we find that the smooth trajectory with minimal variations is the most efficient strategy and wastes least
energy. Just as the long-distance runner tries to minimise his energy output and so selects a smooth trajectory, so
does Nature try to conserve energy and also selects the smoothest trajectories. This is analogous to the principle of
least action.

We can use the principle of least action to predict how a system will behave. We know that the system will
always move in such a way that the smallest action will result. This is a very useful way to analyse and predict the
behaviour of a mechanical system. The Lagrangian approach is a very flexible approach which allows a variety of
widely-differing systems to be analysed.

However, action remains something of a mystery. This was summed-up by Robert Matthews talking about action
in a New Scientist article: "For reasons as yet utterly mysterious, this quantity stays as small as possible under all
circumstances. Theorists are convinced that action must be incredibly important — so much so that the discovery of
any new fundamental law prompts a race to work out the particular action needed to produce it. The trouble is that
no one understands the principles behind Nature's infatuation with action." [3]

Might it be possible to uncover this principle behind "Nature's infatuation with action"? There seems to be some
principle underlying Nature's obsession with the efficient reduction of potential energy. This principle seems to lie at
the heart of motion in the universe, and therefore the evolving structure of the universe itself. As Robert Adair says
in his book The Great Design: Particles, Fields, and Creation: "If Nature has defined the mechanics problem of the
thrown ball in so elegant a fashion, might She have defined other problems similarly? So it seems now. Indeed, at
the present time it appears that we can describe all the fundamental forces in terms of a Lagrangian. The search for
Nature's One Equation, which rules all of the universe, has been largely a search for an adequate Lagrangian."

The principle of least action makes it clear that it is the balance (and imbalance) of energies which is the key
factor in determining the motion of objects, and it is this balance of energies which we will be considering in the
later chapters of this book.



Fundamental principles

Let's return to the fundamental question of why things move. In the 1973 film The Rat's Death, a woman slips
over her child's toy, so she slaps the boy, the boy kicks the dog, the dog barks at the cat, so the cat pounces on a rat.
So if we try to find an answer to the question "Why did the cat move?" we very quickly find ourselves moving
progressively down a chain of cause and effect. Movement inspires other movement. We might then start to wonder
what could possibly come at the end of the chain. What could possibly start this chain of causality, or does it simply
progress forever, an infinite regression?

A similar question was asked in my previous book, Hidden In Plain Sight. In that book, we considered the
unification of two different theories to create a simpler theory. For example, Michael Faraday unified electricity with
magnetism to produce electromagnetism. The process of unifying theories was compared to moving down a tree,
with twigs merging into branches, and the branches merging into the trunk. As we move down the tree, we find our
theories getting fewer and simpler. The question then arose, what could possibly lie at the base of the tree? What
could possibly hold up the entire structure? We would surely expect to find a principle which is simple and elegant.
As John Wheeler said: "To my mind there must be, at the bottom of it all, not an equation, but an utterly simple idea.
And to me that idea, when we finally discover it, will be so compelling, so inevitable, that we will say to one
another: 'Oh, how beautiful. How could it have been otherwise?'"

The fundamental principle at the root of John Wheeler's tree would have to be strong in the sense that it could
never be refuted — it had to be obviously correct. It would have to contain within itself the reason for its obvious
correctness. It would have to be impossible to conceive of any universe in which it could not be true. For this reason,
a fundamental principle could form the bedrock of any fundamental theory of the universe.

In my previous book, I decided that the principle that there was "nothing outside the universe" could be
considered as being a fundamental principle. This is obviously correct: if the universe is defined as being everything
that exists, then it could not be possible for anything to exist outside the universe — by definition.

Likewise, as we move down our chain of causality of moving objects, we seem to require some fundamental
principle to lie at the base. From our earlier discussion of potential and kinetic energy it would appear that change of
energy is intimately associated with the question of why things move, so we would probably expect our fundamental
principle to have something to say about the balance of energies.

We will returning to consider this point later on in the book.

Structure of chapters

The force of gravity plays a central role in this book. A fuller understanding of gravity will be seen to be the key
to many problems in physics which appear mystifying at the moment.

Chapter Two provides coverage of our current knowledge of gravity, together with a history of how the main
principles were discovered.

The importance of gravity in shaping the structure of the universe is a key aspect of this book, so Chapter Three
will introduce cosmology, the study of the universe as a whole. We will be considering the main principles of the
Big Bang theory, the shape of the universe, and the inflation hypothesis.

Chapter Four describes the mysterious dark matter and dark energy which seem to pervade the universe,
dominating ordinary matter. Dark energy in particular is going to play a central role in the book.

Chapter Five will consider another mystery of the universe: black holes. The more we learn about black holes, the
more important they appear to be. We will find out how they hold galaxies together. We will learn about the peculiar
role of information and thermodynamics in black holes. We will discover how black holes seem to behave like
holograms, and how the loss of information in black holes represents a tremendous paradox for physics.

In Chapters Six, Seven, and Eight we start to find potential solutions to all these mysteries. It appears that the
problems of dark energy, the black hole information loss paradox, and many other problems associated with
inflation could potentially be solved by a remarkable innovation.
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GRAVITY
This is a book about gravity.
We are all well-acquainted with the force of gravity. Of all the four fundamental forces we only have to deal

directly with gravity in almost all our daily activities. From an early age, we are taught that "things fall down". In
this respect, we tend not to even think of gravity as a force — it is just a fact of life.

Gravity is, in many ways, an unusual force. Of the four fundamental forces, gravity is the only force which is
always attractive for all objects. This is not the case with, for example, the electric force which treats negatively-
charged and positively-charged objects differently (repels or attracts accordingly).

Another factor which separates gravity from the other fundamental forces is its extraordinary weakness. Out of
the four fundamental forces, gravity is by far the weakest force. The force of gravity is actually a thousand million
billion billion billion times weaker than the electromagnetic force. The Earth is a huge mass of six thousand billion
billion tonnes, yet it is very easy to resist its gravitational pull on an object by, say, lifting an apple from its surface.
All that mass, but the force is so weak. The reason behind the weakness of gravity is considered one of the great
mysteries of modern physics.

However, even though it is the weakest force, gravity is the dominant force in the universe. It is gravity which
holds the planets in orbit. It is gravity which forms the stars and galaxies and black holes. It is gravity which powers
nuclear fusion in the Sun to produce our daylight. It is gravity which shapes the universe. So why should the
weakest force turn out to be the dominant force in the universe?

Ironically, it turns out that gravity is the dominant force precisely because the other forces are so strong. The other
forces are tied-up keeping particles bound together inside the atom. We do not realise the extraordinary forces which
exist within the nucleus of each atom. We only truly realise the energy possessed by the strong nuclear force during
a nuclear explosion. There is extraordinary energy inside an atom, but it is kept on a leash by the strongest of forces.

Considering the electromagnetic force, for example, the positive and negative electric charges are tightly-bound
within atoms (electrons attracted to protons). Hence, the positive and negative forces are usually perfectly balanced.
The net result is that the overall electric charge of most atoms is neutral. So, to an observer outside the atom, there is
no overall electric charge detectable outside the atom — despite the great strength of the forces inside the atom. And
there is no overall net electric charge of the universe.

Gravity is different. Gravity treats all objects in the same way, and is an attractive force for all masses. There is no
concept of "positive" and "negative" charge for gravity. There is no such thing as "negative" mass — no objects fall
upwards. Hence, even though gravity is a weak force, it is also a cumulative force, and when you consider how
much mass there is in a star, for example, it is easy to see why gravity becomes so important.

Our best model of gravity is general relativity. This is a beautifully elegant theory which can be used to predict
the trajectories of objects under gravity with great accuracy. The theory is one of the greatest achievements of the
human intellect. The theory says that gravity is a by-product of the curvature of space caused by the presence of
mass. But the theory has nothing to say about why this curvature occurs.

Out of the four fundamental forces, only gravity is not included in our best "theory of everything" — the standard
model of particle physics. It is the weakest, dominant, always-attractive force, but it is also the most puzzling.

We really don't understand gravity.

A history of gravity

What is physics? Physics comes from the ancient Greek word physika, which means the science of natural things,
and it is there in ancient Greece that our story begins.

In the fourth century BC, the Greek philosopher Aristotle asked the question: "Why do objects move toward the
"Earth?" His answer was that "Objects yearn to be united with the Earth". In other words, Aristotle did not imagine
the existence of an attractive force, instead he imagined there was some intrinsic feature of an object which
compelled it to move downward toward the centre of the universe, which was its natural place. The Greeks gave a
name to this tendency: "gravity". However, Aristotle believed the sky was the natural place for light objects, which



explained why light objects floated upward. The Greeks also had a name for this light-hearted tendency: "levity".
Aristotle's ideas held sway for almost 2,000 years until Galileo challenged these notions. Copernicus had just

shown that it was the Earth which revolved around the Sun — not vice versa. This indicated that the Earth was not
the centre of the universe, as suggested by Aristotle. But when you drop an object, it does not fly to the Sun. This
indicated that Aristotle's idea about objects always seeking to fall to the centre of the universe was wrong.

Aristotle also argued that heavy objects fell faster than light objects. Again, Galileo challenged Aristotle's ideas
with a thought experiment. Imagine two balls dropped from a great height, one of the balls being significantly
heavier than the other ball. According to Aristotle, the heavier ball would fall faster than the light ball. Galileo then
wondered what would happen if the two balls were tied together by a rope. The obvious answer would be that the
slow-falling ball would hold back the faster ball, and the resultant speed would be an average of the previous two
velocities. However, according to Aristotle, the two balls joined together would represent a heavier object which
would therefore fall faster than either of the balls previously fell individually. This appeared to be a logical flaw in
Aristotle's argument. Galileo realised that the only way out of this problem would be if the two balls fell at identical
speeds, i.e., the weight of an object does not determine how fast it falls.

Galileo is often called the "father of modern science" because he tested this hypothesis by experiments
(supposedly dropping objects off the Leaning Tower of Pisa). This showed that, indeed, light objects and heavy
objects both accelerated at the same rate when they fell, any difference in the rates of descent being due to air
resistance.

This principle was dramatically demonstrated in 1971 when Apollo 15 mission commander David Scott dropped a
geological hammer and a feather on the surface of the Moon. The lack of atmosphere meant a complete lack of air
resistance, and both objects clearly fell at the same rate. (YouTube: "The Hammer and the Feather". Ignore the
comment that the feather was made of lead and was clearly fake!)

Isaac Newton was born in the same year Galileo died.[4] Legend has it that a 23-year-old Newton was looking at
an apple tree in his estate in Woolsthorpe (the tree still stands) when he wondered if the force which pulled apples to
the ground could also be responsible for holding the Moon in its orbit. Newton knew that the Danish astronomer
Johannes Kepler had shown that the planets moved in elliptical orbits around the Sun. The speed of the planets as
they orbited the Sun was such that a line connecting the planet to the Sun swept out an equal area in equal times:

Newton wanted to analyse this motion, but found the mathematics of the day was not sufficient. As a result,
Newton invented calculus (he actually invented calculus at the same speed at which it is normally taught in schools).
Using calculus, Newton could deduce the form of the law of gravity: "I began to think of gravity extending to the
orb of the Moon, and having found out how to estimate the force with which a globe revolving within a sphere
presses the surface of the sphere. From Kepler's rule of the periodical times of the planets, I deduced that the forces
which keep the planets in their orbs must be reciprocally as the squares of their distances from the centres about
which they revolve, and thereby compared the force requisite to keep the moon in her orb with the force of gravity at
the surface of the Earth and found them to answer pretty nearly."

So in 1687, Newton published the Principia, which has become generally recognised as one of the most important
books ever published. In the Principia, Newton presented his law of universal gravitation for the first time. He stated
that every mass in the universe attracted every other mass by means of the force of gravity. This gravitational force



is proportional to the masses multiplied together, and inversely proportional to the square of the distance between
the masses:

where F is the gravitational force between two masses m1 and m2, r is the distance between the centres of those
masses, and G is the gravitational constant. The value of the gravitational constant has to be found from experiment.

Newton's formula for universal gravitation is still used today for calculations involving masses which are not too
huge. It was Newton who revealed gravity to the world.

However, there was an aspect of universal gravitation which left Newton dissatisfied. The formula seemed to
imply that there was an instantaneous force exerted by one mass on the other — despite the fact that the two masses
could be separated by a great distance over the vacuum of empty space. There was no indication of any intermediary
substance between the masses which might be used to transmit the force. Newton would have been happy if one of
the masses had pulled the other mass by a mechanical means, for example, but this "invisible hand" stretching out
over vast distances with nothing in between made no sense. As Newton said in a letter in 1692: "That gravity should
be innate, inherent and essential to matter, so that one body may act upon another at a distance thro' a vacuum,
without the mediation of anything else, by and through which their action and force may be conveyed from one to
another, is to me so great an absurdity, that I believe no man who has in philosophical matters a competent faculty of
thinking, can ever fall into it. Gravity must be caused by an agent acting constantly according to certain laws; but
whether this agent be material or immaterial, I have left to the consideration of my readers."

This principle of Newton's "invisible hand" which can magically reach great distances in space is more generally
called action-at-a-distance. Newton's instinct that action-at-a-distance was wrong eventually proved to be correct,
but it took 200 years and Albert Einstein to provide an alternative.

General relativity

In 1907, when Einstein was sitting in his chair at the patent office in Bern, he had what he later called the
"happiest thought of my life". Einstein imagined a person standing inside a stationary lift (or "elevator" in America)
at the top of a tall building. Obviously such a person would feel the force of gravity. If, for example, the person
dropped a ball then the ball would fall to the floor of the lift. But Einstein then imagined that the chain supporting
the lift broke. As the lift fell many floors to the ground, the person inside the lift would not feel the force of gravity
in any way. If, for example, the person tried to drop the ball again, the ball would not drop to the ground but instead
it would just float in mid-air (relative to the person).

So Einstein realised that the force of gravity could be eliminated if the observer was accelerated in a particular
way. This made Einstein believe that the force due to gravity and the force due to acceleration were equivalent. For
example, if a person who is standing on the surface of the Earth (Figure a) in the diagram below) drops a ball, then
the ball will drop to the ground under the force of gravity. This is different for an observer in a spaceship in deep
space, far away from sources of gravity. If that observer drops a ball it will just float in mid-air. But if the spaceship
is accelerated, as in Figure b) below, then a ball which is dropped will fall to the floor of the spaceship as if it is
under the force of gravity:



Einstein realised that the force due to gravity was completely equivalent to the force experienced during
acceleration. This is called the equivalence principle. For example, a spaceship might generate its own artificial
gravity by continuously rotating, rotation being a form of acceleration. NASA's proposed long-duration space
exploration vehicle, NAUTILUS-X, includes a centrifuge to generate artificial gravity for its six-person crew:

Remember that, according to the equivalence principle, the artificial gravity produced by the NAUTILUS-X
centrifuge is precisely equivalent to conventional gravity. It is exactly the same thing.

Einstein then again imagined our spaceship in deep space undergoing acceleration. And he also imagined that
there was a small window in the side of the spaceship through which light from a nearby star was entering the
spaceship. According to the point-of-view of the occupant, the beam of light entering through the window appears to



curve to the floor as the spaceship accelerates (as the light crosses the spaceship, it moves closer to the floor as the
spaceship accelerates upward).

The following image shows this curved beam of light inside the spaceship:

So, the acceleration appears to curve light. But the equivalence principle states that this situation of the spaceship
undergoing acceleration is equivalent to the spaceship under the influence of gravity. Hence, Einstein realised that
gravity would also curve light. This was a radical thought: as light is massless it was assumed that it would not be
affected by gravity.

Einstein realised that this prediction that gravity bent the path of light provided a way to test general relativity. He
stated that light from the stars would bend as it passed the Sun. In a 1911 paper, Einstein proposed an ingenious
experiment to test this bending of light: "As the stars in the parts of the sky near the Sun are visible during total
eclipses of the Sun, this consequence of the theory may be observed. It would be a most desirable thing if
astronomers would take up the question."

If we jump forward in time at this point, we find it was not until May 1919 that the British astrophysicist Arthur
Eddington travelled to the African island of Principe in order to test Einstein's theory. Eddington was going to take
photos of the Sun during a solar eclipse, which, as Einstein had suggested eight years earlier, was the only occasion
when photographs of the stars around the Sun would be possible.

Unfortunately, the weather was not good, and for many days the cloud cover threatened to prevent a clear view of
the eclipse. The weather was no better on the day of the eclipse, May 29th. However, the clouds broke for just a few
minutes to allow Eddington to capture sixteen photographs of the eclipse. Two of Eddington's photos showed the
positions of the stars clearly enough to confirm the bending of starlight around the Sun, thus providing the first
experimental confirmation of Einstein's theory.

Eddington announced his result at a joint meeting of the Royal Society and the Royal Astronomical Society in
London. As he was leaving the meeting, Eddington was famously asked if it was true that only three people in the
world understood the theory of general relativity. When Eddington delayed in answering, the reporter said: "Don't be
so modest, Eddington", to which Eddington replied: "Not at all. I am just wondering who the third person might be."

When the news of Eddington's confirmation reached Einstein, he was delighted but not surprised. Einstein noted
that had the result been different, he "would have been sorry for the dear Lord, since the theory is correct."

So as gravity treats all objects equally — including light — Einstein realised that the type of the object is
irrelevant for interacting with the gravitational force. Instead, the critical factor was the nature of space itself, as the
motion of all moving objects depends on the underlying shape of space.

Einstein realised this could only be explained if space itself was curved by large masses. The trajectory of an
object in free-fall, attempting to travel in a straight line in space, would then be curved towards mass.

The time-honored way of demonstrating this curvature of space is to consider a two-dimensional experiment:



obtain a rubber sheet and place a large mass in the middle so that it deforms the sheet. A small ball will then "orbit"
the central mass as if it was a planet orbiting the Sun:

Another attraction of considering gravity as being the curvature of space was that it introduced the concept of the
gravitational force being represented by a field, in the same way that other forces — such as the electromagnetic
force — is carried by a field. The great attraction of the field approach is that it provided an alternative to the
Newtonian action-at-a-distance interpretation of gravity.

Einstein was in agreement with Newton that action-at-a-distance was unacceptable, but for a different reason to
Newton. Einstein realised that action-at-a-distance implied instantaneous transmission of information over great
distances — something forbidden by Einstein's theory of special relativity which did not allow anything to travel
faster than light. The only alternative to action-at-a-distance was provided by a field in space.

We are probably best acquainted with the idea of field being emitted from a magnet. If you place a magnet under
a sheet of paper and sprinkle iron filings over the paper, the field lines become obvious:

So we can imagine a field as being an invisible entity which spreads through space, an entity which has a
direction and strength which is specified for every point in space. Instead of action-at-a-distance, which implies
Earth reaching out over thousands of miles of empty space to hold the Moon in orbit, under the field approach we
now consider Earth as sending out a gravitational field. The direction of the Moon's travel is only affected by the
strength and direction of the gravitational field in the immediate vicinity of the Moon.

The field approach eliminates the problems associated with action-at-a-distance. Instead of an instantaneous
connection between two masses, any disturbance in the field takes time to travel between the two masses — it is no
longer instantaneous. Special relativity is no longer contradicted as the rippling distortion in the field travels at the
speed of light, and no faster. If the Sun was to disappear, for example, the Earth would continue to orbit the last
position of the Sun for seven minutes until the bad news reached the inhabitants of Earth via the gravitational field.
At that point, the elimination of the Sun's gravitational field would result in the Earth spinning-off into space.

After his great intuitive realisation of 1907 about gravity being the curvature of space, Einstein spent many years
trying to represent this curvature in mathematical form. He soon realised the mathematics describing the curvature
of four-dimensional spacetime was beyond him, so he enlisted the help of his former classmate at the Zurich



Polytechnic, Marcel Grossmann (now a professor of mathematics), and the Italian mathematician Tullio Levi-Civita
who had invented tensors, essentially a way of mathematically describing curvature of space.

In 1915, Einstein finally published the general theory of relativity which revealed how the curvature of spacetime
depended on the distribution of mass and energy according to the following equation (don't worry about the details
of the equation):

The left-hand side describes the curvature of spacetime and is called the Einstein tensor. The right-hand side
describes the distribution of mass-energy and includes the stress-energy tensor. The equation as written in this form
is deceptively simple. It hides the fact that this actually represents ten complex, non-linear equations that are very
hard to solve (we will be considering one solution — the very first solution which considers the field around a
spherical mass — in Chapter Five which is about black holes).

However, when Einstein wrote down this equation, he realised it had a problem. It appeared to indicate a universe
which would contract and completely collapse due to the mass contained within the universe.[5] This was
unacceptable to Einstein who — like most of his contemporaries — considered the universe to be a static structure
which had existed forever. After all, the stars had shone in constant positions in the sky for the whole of recorded
human history. The only solution Einstein could see was to introduce a new repulsive force which acted to
counteract the contraction of the universe. So Einstein added a factor, Λ, which he called the cosmological constant:

It is interesting that Einstein placed his correction factor on the left-hand side of the equation which describes the
curvature of spacetime. He might have chosen to place his correction on the other side of the equation, thus
modifying the predicted energy of space. In fact, as we shall see later, this latter approach is the one favored in
modern cosmology.

So Einstein went ahead and added the cosmological constant to his equation. However, in the 1920s, Edwin
Hubble considered the redshifts of galaxies beyond our Milky Way and discovered the universe was actually
expanding. On hearing this news, Einstein realised his blunder in horror. An expanding universe had no need of a
cosmological constant to keep it static. Einstein realised he could have predicted the expansion of the universe from
his equations before Hubble discovered it from observation, a prediction which would have stood as one of the
greatest in the history of science. As a result, Einstein called his introduction of the cosmological constant the
"biggest blunder" of his life.

However, as we shall see later, recent observations have revealed that the expansion of the universe is actually



accelerating. This suggests the universe has a small but positive cosmological constant — so maybe Einstein was
right after all!

 
Einstein's theory of general relativity remains our best theory of gravity — one hundred years after it was

published. It has been tested many times, for example, to measure the deflection of light around the Sun, and it has
always proved to be accurate.

So the general theory of relativity is undoubtedly accurate, and correctly models the curvature of spacetime. But
there is nothing in the theory to explain why a large mass curves space. The equation captures the behaviour, but
does not explain it.

But can we make an attempt to explain why spacetime is curved by mass? In other words, can we understand
what gravity is, and why it exists at all. I believe we can, and in the later chapters of this book we will see why.

But for now we are going to move on to understand the effect of gravity on the universe as a whole.



3

COSMOLOGY
Cosmology is the study of the universe itself at the very largest scales. It considers the size and shape of the

universe, the expansion of the universe, the beginning of the universe, and the eventual fate of the universe. It is
distinct from astronomy which is the study of individual celestial bodies such as stars and planets, whereas
cosmology is the study of the universe as a whole.

Cosmology does not focus on considering each individual star in the universe, which would be an impossible task
for our current level of technology. Instead, cosmology operates by taking averages, for example, finding an average
value for the density of the universe. Inevitably, this means cosmology is not a precise science, but fortunately the
universe looks quite similar at very large scales so these approximations work surprisingly well.

It has to be said that until well into the 20th century, cosmology was not considered a proper science. It seemed to
ask such profound questions — such as the origin of the universe — which did not seem to be the sort of questions
which analytical science should be asking. Surely such questions should be the domain of metaphysics, and forever
beyond the experimental reach of science? However, throughout the 20th century a series of observations about the
origin of the universe and its expansion proved that these profound questions were not beyond scientific enquiry,
and cosmology became established as a valid science.

The scale of the universe

Perhaps the most remarkable fact about the universe is its sheer scale. I do not think it is at all generally realised
how extraordinarily vast the universe is. I believe this scale is important, and I would like to try to convey to you
some feeling for this vastness. So in this section I will present some examples from astronomy.

I am sure you are aware that the Earth is one of eight planets orbiting the star that is the Sun. This forms the Solar
System. But the Sun is just one star in our galaxy which is called the Milky Way (a galaxy is a collection of stars,
gas, and dead stars such as black holes). The closest star to the Sun is Proxima Centauri which is 4.2 light years
away, which means it would take light (which travels at the incredibly fast speed of 186,000 miles per second) 4.2
years to reach our nearest star.

It is a little bit hard to get our heads around the concept of a "light year" — it is not a measure of distance we use
every day! Perhaps if I tell you that one light year is six million million miles you might get a better feel of the
extreme distance involved.

Our galaxy is truly vast: 100,000 light years across. It is a spiral galaxy with four distinct arms (see the following
diagram). The spirals are caused by the rotation of the galaxy:



All the famous constellations of stars in the night sky are found within our galaxy. The Sagittarius constellation is
located near the galactic centre (we will be considering the importance of the galactic centre in the chapter on black
holes). The Solar System is located about two-thirds of the way out from the galactic centre.

There are many other fascinating structures to be found within our galaxy, including spectacularly beautiful giant
clouds of gas called nebulas which may be as much as 100 light years in diameter. You may have seen beautiful
pictures from the Hubble Space Telescope of the Eagle Nebula, located 7,000 light years away in the Sagittarius
Arm, which includes the "Pillars of Creation" in which stars are formed (http://tinyurl.com/2wbzt9b).

So, how many stars do you think there are in our Milky Way galaxy? A hundred million? A billion? Well, there
are actually about 200 billion stars in our galaxy! When you think how large the distance is between individual stars,
I hope this gives you an impression of how vast our galaxy is.

Now let us consider other galaxies. The nearest galaxy to our galaxy is the Andromeda galaxy. This is also a
spiral galaxy and is located about 2.5 million light years away. Galaxies attract each other and orbit each other just
as planets orbit a star. This clearly shows how gravity is the dominant force in shaping the universe.

The Milky Way and the Andromeda galaxy are the two largest galaxies in a group of about 50 galaxies known as
the Local Group. Andromeda — just like the Milky Way — has its own series of satellite galaxies which orbit it.
The Andromeda galaxy made the news in 2012 when it was announced that the mutual gravitational attraction
between it and the Milky Way was so strong that Andromeda will collide with the Milky Way in about 4 billion
years time.

So here is the big question: how many galaxies do you think there are in the universe in total? A million? A
hundred million? You might be astonished to hear that there are over 100 billion galaxies in the universe! When
you think how large galaxies are, and how far apart they are, I hope this gives you a feel for the truly staggering
scale of the universe. This is perhaps something which is not generally realised: the universe is really
incomprehensibly huge.

And this will be one of the themes of the later chapters in this book. The universe is of such a completely different
scale to any of the objects we encounter in our everyday lives. The difference is so vast that the universe effectively
represents a completely different type of object. Might it be possible that the laws of physics — which we know so
well at human scales — work differently at the scale of the universe itself?

All will be revealed later.

http://tinyurl.com/2wbzt9b


Olbers' paradox

The paradox I am going to describe now is interesting because it shows how much of the nature of the universe it
is possible to deduce just by pure thought alone.

Several centuries ago, when hardly anything at all was known about the structure of the universe, several
astronomers were puzzled why the night sky should be dark. At the time, the universe was assumed to be static and
infinite. However, if there were an infinite number of stars in the sky, then any straight line drawn from your eye
into the deepest depths of space would be bound to hit the surface of a star at some point. In this respect, the stars
were like trees in a forest: if there were enough trees in the forest then it would be impossible to see through the
forest to the other side — your line-of-sight would be bound to hit a tree at some point.

So if your line-of-sight was bound to hit a star at some point, then this would appear to indicate that the entire
night sky should be covered with light, as there would be no point that was not covered by a star. The fact that the
night sky is dark was therefore something of a mystery, and this apparent paradox is called Olbers' paradox.

The most obvious solution to the paradox was that there was not an infinite number of stars in the universe, which
would appear to indicate that the universe was finite in size. This would represent a major revision of the model of
the universe. So just by thinking logically about the problem, we can make discoveries about the universe from our
armchair.

You might be tempted to raise various objections about Olbers' paradox which might occur to you. For example,
you might say that the distant stars are so far away that their light would be so dim when it reached Earth it would be
undetectable. Hence, the sky would be mainly dark. This is a strong objection. It is true that distant stars are more
dim. However, it is also true that distant stars appear to have a smaller surface area to our eyes. Because of this, for a
certain sized region of the night sky, it is possible to fit more dim stars into an area than it is possible to fit bright
stars. The overall effect is that any area of the night sky should have exactly the same brightness.

Another objection you might raise is that the distant stars might appear dim due to interstellar dust obscuring the
light. However, this would not work as the dust would increase in temperature and would then radiate the same light
as the stars.

So Olbers' paradox was an early pointer to indicate that the model of an infinite and static universe was flawed. A
new model of the universe was required.



The Big Bang

Up until the 20th century the universe was assumed to be an eternal and unchanging structure: the so-called Steady
State theory. However, our model of the universe changed when the world's largest telescope was completed in
1917.

The Hooker telescope is located in the Mount Wilson Observatory in the San Gabriel Mountains near Pasadena in
California. At the time of its construction, it was the largest telescope in the world, a title it held for 30 years. A
4,000kg slab of glass was ground for five years to produce the 2.5 metre mirror.

The astronomer Edwin Hubble arrived at Mount Wilson in 1925 and used the telescope to examine the faint
cloud-like objects which were believed to be nebulas. He revealed that these were not nebulas at all, but were in fact
separate galaxies outside of our own galaxy.

Hubble went on to show that these galaxies were moving with respect to the Milky Way. The technique he used
was discovered by Christian Doppler of Prague 100 years earlier. Doppler considered moving objects which emitted
a sound of a constant wavelength. While it is true that the speed of the wave would not alter (we all know that the
speed of light is a constant), the effect of the motion would be to "bunch up" the waves. In this way, an object
moving toward an observer would appear to be emitting a sound of a higher pitch (the wavelength would be
shorter), and an object moving away from an observer would appear to be emitting a sound of a lower pitch (the
wavelength would be longer).

Doppler tested his theory on the flatlands of Holland, arranging for six trumpeters to ride outside a wagon on a
steam train. The trumpeters emitted a constant middle C note. As the train passed the observers, the note was heard
to rise and fall by a semitone. This change in wavelength is called the Doppler shift.

So it is possible to use the Doppler shift to determine if an object is moving towards you or away from you.
Edwin Hubble examined the wavelengths of light from distant galaxies and found that they were shifted towards the
longer, red end of the spectrum. Hence, the galaxies were said to have a redshift. This showed that the galaxies were
moving away from us. This could mean only one thing: the universe was expanding.

From his observations, Hubble realised that the further away a galaxy was, the more it was redshifted. This meant
that further objects were moving away from us at a faster speed. Hence, Hubble was able to express the relationship
between the speed at which a galaxy was moving away, v, and its distance from us, d:

where H is called the Hubble constant (it is not really a constant — its value is known to have changed over time).
Now, here's a surprising thing. I am sure you are well aware of the law which says that nothing can travel faster

than light. Well, strange as it may seem, it is actually possible for distant galaxies to be moving away from us faster
than the speed of light. This is because the expansion of the universe is caused by the expansion of space itself (we
will be examining this in more detail in the section on "The Shape of the Universe" later in this chapter). The
cumulative effect of the expansion of space over vast distances means that distant galaxies can actually move away
from us faster than the speed of light. The further apart galaxies are, the faster they are moving away from each
other.

Bearing this in mind, we can obtain a value for the radius of the observable universe by considering the distance
at which distant galaxies recede from us at a speed faster than the speed of light (and are hence invisible to us). If we
put v = c in the previous equation, we get a value for the distance:

where RH is called the Hubble radius. We will be seeing this equation again later.
But if the universe is expanding, then that means if we look back in time then the universe was progressively



smaller. And if we look far enough back in time we find that the universe must have emerged from an extremely
small space. Hubble had discovered that the universe was not eternal and unchanging: the universe had a beginning.
There must have been a single point of creation from which everything burst into existence. This event is called the
Big Bang.

The Big Bang occurred 13.7 billion years ago. During the first moments of the Big Bang, the universe expanded
from an extremely hot and dense point which contained all the matter and energy of the universe. Just imagine the
mass of 100 billion galaxies squeezed into the size of a single atom. The temperature of the universe in these early
stages was 1,000 trillion trillion degrees Celsius. At this temperature, everything melts. The tiniest building blocks
of matter — quarks — swirled around freely in this particle soup called quark-gluon plasma.

However, after the first millisecond of its existence, the universe had cooled to a relatively chilly ten quadrillion
degrees Celsius. At this lower temperature, three quarks could bond together to form protons or neutrons.
Amazingly, every single proton and neutron in existence today was formed in this first millisecond after the Big
Bang.

At this stage, the universe was opaque, meaning that photons of light could not travel freely but kept colliding
with free protons and neutrons. Imagine you are at the bottom of a dark lake — you could not even see your hand in
front of your face. That is what the opaque era must have been like.

However, when 380,000 years passed, the temperature had cooled to 10,000K. Electrons were now travelling
slowly enough to be pulled into orbit around atomic nuclei composed of protons and neutrons. Hence, atoms were
formed for the first time. This is known as the recombination era. Photons were now free to travel freely without
being constantly scattered by protons and neutrons. So at this point the universe became transparent.

The photons which were released at this moment can be detected even today as they form the cosmic microwave
background (CMB) radiation. This radiation has cooled over the last 13.7 billion years and it now has a temperature
of only 2.7K. However, this radiation is everywhere, and is even responsible for 1% of the "snow" noise which you
used to see on old analogue televisions. It is amazing to think that the interference on your TV screen was emitted
13.7 billion years ago! When it was discovered by accident in 1964, the CMB was the strongest evidence in support
of the Big Bang theory.

When we look out into space with our most powerful telescopes, we are effectively looking back in time. This is
because we are looking at objects whose light has taken longest to reach us. The Hubble Space Telescope is capable
of producing distant images of galaxies in the earliest stages of formation. Eventually, at the furthest distance, we
find we are looking at the point when the universe was opaque, so we can look no further back in time. At that point,
we are looking at the CMB — the furthest (and earliest) thing we can ever see.

The Wilkinson Microwave Anisotropy Probe (WMAP) was launched in 2001. It is located far enough away from
the Earth to avoid the magnetic field or any other source of interference. Temperature measurements taken by
WMAP of the CMB revealed it to be relatively smooth in all directions, with only small clumps and ripples (see
following image).

These clumps and ripples at the dawn of time were extremely important, though, because they formed the seeds of
the present-day structure of the universe. The gravitational attraction of the clumps pulled-in more mass, so the
clumps grew to ever larger size, eventually becoming stars and galaxies.

Intriguingly, a paper was published in 2010 which revealed there was one remarkable feature clearly visible on
the CMB.[6] As the paper's authors explain: "Shortly after the WMAP sky maps became available, one of the
authors noted that the initials of Stephen Hawking appear in the temperature map. Both the "S" and "H" are
beautifully vertical in Galactic coordinates, spaced consistently. We pose the question, what is the probability of this
occurrence?"

If we examine the image of the CMB, Stephen Hawking's initials can indeed be quite clearly seen (inside the
white ellipse):



More recent results, most notably from the Planck space observatory in 2013, no longer show the Hawking
initials, but other unexpected anomalies have been revealed.

The image below was produced from the Planck observatory and has two anomalous features enhanced. Firstly,
the curved line shows asymmetry in the average temperatures revealing that the sky is slightly warmer in the south
than in the north. This is the wonderfully-named "Axis of Evil". There is also a large cold spot (shown inside the
ellipse). This has been called the Great Void of Eridanus as it is in the direction of the Eridanus constellation:

These are not the only anomalies to have been discovered recently. Only relatively recently has it became possible
to map the positions of galaxies and galactic clusters in three dimensions. This has revealed peculiarities in their
motion and positioning. Galaxies have a tendency to clump together in clusters and filaments, leaving large voids
which are free of galaxies. This clustering introduces gravitational forces which pull galaxies out of their expected
trajectories.

As was discussed earlier, our Milky Way galaxy is one of a number of galaxies which form the Local Group. It
has been discovered that the Local Group is travelling at about 400 miles per second in the direction of the Virgo
cluster of galaxies. This area to which so many galaxies are attracted is called the Great Attractor. The reason for
this mass movement is unknown as the gravitational pull of the Virgo cluster is not powerful enough. This migration
of galaxies has been called dark flow.

No one knows the reason for these anomalies. However, it is clear that the universe is not as smooth and
featureless as had been believed.

The shape of the universe



In our discussion of gravity in the previous chapter, it was explained how the presence of mass in general
relativity curves space. Well, the universe obviously contains mass, so the universe must logically have some form
of curvature. So it appears we can talk about the "shape" of the overall universe. What shape is the universe?

You might find it a bit strange talking about the "shape" of the universe, because you might think the universe
doesn't have a shape — it just goes on forever, doesn't it? Surely it is inconceivable that the universe has an edge,
like a wall, or a drop at the end which you fall off if you go too far? Well, maybe it is the case that the universe is
infinite in size, but, surprisingly, it is also possible for the universe to be finite in size but still have no edge. Which
situation is true depends on the shape of the universe.

If the density of mass in the universe is high enough then space can become so curved that it loops around on
itself. Imagine space looped around in a circle as if it is the inside of a ping pong ball. You could travel forever
around the inside of the ball but never reach an edge. It has also been called the "Pac Man" universe: you go out of
one side of the game and come back in on the opposite side. This is the situation when the universe is finite in size
but has no edge. This is called a closed universe. Imagine the universe as a "ball" of space.

The expansion of the universe is a unique form of motion. Normally, motion involves the movement of an object
against a pre-existing background of space. But when the universe expands, it is not a case of the farthest galaxies
flying away through pre-existing space. After all, there is nothing outside the universe, so that means there is no pre-
existing space outside the universe, so what could the universe possibly expand into? No, what is actually expanding
is this "ball" of space itself.

There are two other possibilities for the shape of the universe, depending on the density value. These possibilities
are illustrated in the following images of three equilateral triangles drawn in the three different types of space:

The first example shows a closed universe, as if it was the inside of a ping pong ball. In this case, parallel lines
eventually meet, and the sum of the angles of a triangle exceeds 180 degrees (although this would only be noticeable
on vast triangles of cosmological scale).



The second example shows the case when the density is sufficiently small. This is called an open universe.
Instead of space being closed, space diverges in an open universe as if it is drawn on a saddle. In this case, parallel
lines eventually diverge, and the sum of the angles of a triangle is smaller than 180 degrees.

The last example shows a flat universe. In this case, the value of the density is a particular value so that space is
neither closed nor divergent. The sum of the angles of a triangle is equal to 180 degrees.

Let us now try to analyze these three scenarios in more depth. At the end of the previous chapter we were
introduced to Einstein's equation for general relativity, and it was explained how the equation is very difficult to
solve. In fact, exact solutions have only been found when simplifying approximations have been made. For the case
of the entire universe, the first exact solution was developed by the Russian physicist Alexander Friedmann in 1922.
The solution was only possible if we make the simplifying assumption that the universe has a very similar
consistency and structure throughout its entire volume. We say that the universe must be isotropic, meaning that the
universe looks the same in all directions — no matter where you stand in the universe. [7]

Of course, you might argue that the universe is far from isotropic: there are different galaxies in different
directions. However, with there being over 100 billion galaxies in the universe, the distribution of those galaxies is
very equal, and the resultant texture of the universe at the largest scales is very smooth. The universe does indeed
appear to be isotropic.

The following equation is the first of the two Friedmann equations. The equation is derived from Einstein's
equation. It relates the curvature of the universe, k, to the density of the universe, ρ. So it can be used to derive the
curvature of the universe if we know the density of the mass in the universe:

In the equation, we have already met the Hubble constant, H. The only other term you might not recognise is the
scale factor, a, which basically says how large the universe currently is. We won't be seeing this term again, so don't
worry about it. You should be able to recognise every other term (including the gravitational constant, G, and the
Hubble constant, H).

We would like to calculate the vitally-important density of a flat universe. This is because a flat universe is
perfectly balanced between being open and closed. A flat universe has zero curvature, so to derive the equation for
that universe we set the curvature, k, to zero in the previous Friedmann equation. When you multiply something by
zero, that term disappears, so we are left with:

and if we reorganize the terms in this equation we get a formula for the density of a flat universe:

This density value for a flat universe is perfectly balanced between being an open universe and being a closed
universe. Hence, this is called the critical density. If the actual density of the universe is more than this critical



density then the universe is closed. If the actual density of the universe is less than this critical density then the
universe is open.

We will be seeing this vital equation again later.
 
But a flat universe contains matter, so how is it possible that a flat universe is not curved? Well, this is possible

because the curvature of space (which pulls the universe inward) is perfectly balanced by the energy of the outward
expansion of space. In the previous equation for the critical density, we can therefore see that the density depends on
the rate of expansion of the universe described by the Hubble constant, H. If the universe is expanding faster, the
critical density is larger.

So in a closed universe, the density of the universe is greater than the expansion energy given by the Hubble
constant. This means that gravity will tend to pull the universe back together again. In the long run, this means that a
closed universe is bound to eventually collapse. Even if a closed universe is currently expanding, gravity is bound to
eventually win the day: the expansion will slow and eventually reverse, and the universe will collapse.

This is not the case in a flat or open universe. As was described earlier, in a flat universe the gravitational pull is
perfectly balanced by the expansion energy: the expansion of the universe will slow down, but it will never collapse.
In an open universe, the expansion energy is much greater and the universe keeps on expanding forever.

So the actual density of the universe — and its relation to the critical density — determines the eventual fate of
the universe.

So is the universe actually closed, open, or flat? The evidence is obtained from the CMB radiation images which
we considered in the previous section. The curvature of the universe makes it act like a magnifying glass, bending
light and making distant objects either larger or smaller. If the universe was closed, distant clumps in the CMB
would appear larger. If the universe was open, the clumps in the CMB would appear smaller. The fact that the
clumps appear to be precisely the predicted size has resulted in NASA recently announcing: "We now know that the
universe is flat with only a 0.5% margin of error."

This is really quite a remarkable result, and very unlikely to happen by chance. It requires the density of mass-
energy of the universe to be set extremely precisely. If the density was slightly greater then the universe would have
rapidly collapsed into a "Big Crunch". If the density was slightly less then the universe would have expanded too
quickly for complex structures such as galaxies and stars to form.

So what could possibly be the reason behind this crucial flatness of the universe? One theory thinks it has a
solution …

Inflation

We have just seen that a flat universe is essential to the development of interesting structures such as stars and



galaxies (and therefore humans!). But this poses something of a mystery. Why should the universe be flat? Why is
the density of the universe apparently fine-tuned to such a precise value? Why is the universe such an interesting
place to live in, rather than just collapsing or flying apart? This is called the flatness problem.

In 1981, the American physicist Alan Guth believed he had found a solution. He proposed that in a tiny fraction
of a second after the Big Bang, the universe expanded at an incredible rate. In just one hundred million trillion
trillionth of a second the universe expanded from about the size of a subatomic particle to the size of a baseball. This
period of incredibly rapid expansion is called inflation.

(It is proposed that the reason for this inflation is the negative pressure of the vacuum in the universe at that early
stage. I won't go into detail about this at this point because we will be considering negative pressure in the next
chapter.)

After this period of inflation, the universe is then predicted to expand at the normal, much lower expansion rate.
But the period of inflation was enough to expand the universe to a much larger size than that predicted by the
conventional Big Bang theory.

So how does this solve the flatness problem? Well, inflation works by smoothing and flattening the universe. If
you imagine you have a rubber sheet full of ripples, as you stretch the sheet to a much larger size, the sheet becomes
flatter and the ripples disappear. This is the effect inflation has on the universe.

If you are standing on a bowling ball, the curvature of the ball will be very obvious to you. However, if you
expand that ball up to the size of the universe, then, at a local level, the ball will appear completely flat. The same
principle applies to a universe that has undergone inflation. Inflation is proposed to have expanded the universe to a
vastly larger size than the observable universe (at least a hundred sextillion times larger [8]). This means the part of
the universe we can actually see is just the tiniest fraction of the entire universe. So, just like the blown-up bowling
ball, our observable universe appears flat.

There is another reason why inflation is an attractive hypothesis. Let us consider two galaxies, positioned either
side of the Earth, and both of them 9 billion light years from Earth. This means the distance between the galaxies is
18 billion light years. As the universe is only 13.7 billion years old, this means there has not been enough time for
light to pass between the two galaxies. Essentially, they are isolated from each other. But when we look around the
universe, we find it looks remarkably uniform, and the CMB temperature of all areas of the universe is remarkably
similar. This is surprising because it appears that the temperature has had a chance to equalise, ironing-out any
differences. However, because it is not possible for light to have travelled between the galaxies, it should not have
been possible for this equalisation to occur. Heat could not have flowed from warmer regions of the universe to the
cooler regions. We would expect to see a universe with far less uniformity than we observe. This is called the
horizon problem.

Inflation presents a possible solution to the horizon problem because, once again, the stretching of the universe
during the inflationary period has the effect of smoothing the universe. According to inflation, our observable
universe represents only a small fraction of the total universe. Therefore, the region which has become our
observable universe was actually a very small volume of the universe before inflation occurred, and the objects in
that small volume could all communicate with each other. There was enough time for heat to flow from the warm
regions to the cold regions and smooth-out any differences.

The inflation hypothesis has been widely accepted and has been incorporated into what is known as the "standard
model of cosmology" which, like the standard model of particle physics, has about 20 free parameters (numbers
which cannot be derived but have to be obtained by observation). However, the standard model of cosmology has
nowhere near the same level of experimental verification. I recently read that the standard model of cosmology is a
"triumph of modern physics". I am not convinced. I would describe it more as "a list of things we do not yet
understand". It is also the case that, thirty years after it was first proposed, serious cracks are now starting to appear
in the model of inflation.

In a 2011 Scientific American article, Paul Steinhardt — one of the developers of the inflation hypothesis —
asked "Is the theory at the heart of modern cosmology deeply flawed?" (see http://tinyurl.com/PaulSteinhardt).
According to Steinhardt, inflation would have to be fine-tuned to produce the smooth properties of the universe we
observe today. Another strong criticism is that inflation should keep occurring throughout our universe: it is very
easy to start inflation, but it is very difficult to stop it. Bubble universes are predicted to keep appearing in space. In
fact, inflation predicts an infinite number of bubble universes will appear, with each bubble universe having
different properties: some smooth, some highly non-uniform. So inflation is not such a predictive theory as had been
assumed. In fact, a theory which predicts everything predicts nothing.

The simplistic original theory of inflation as proposed in the early eighties has been replaced by a theory which
lacks predictive power, and seems fundamentally flawed. The opportunity is there for a new theory. In the later
chapters of this book, a new, simple hypothesis will be presented for producing a flat universe.

http://tinyurl.com/PaulSteinhardt


4

DARK MATTER AND DARK ENERGY
The recent discovery of the Higgs boson represents the last piece of the jigsaw of the standard model of particle

physics. The standard model was formulated in the late 1970s and it is one of the greatest achievements in the
history of physics. It describes all of the known particles and their interactions. However, because the standard
model does not describe gravity, it has been called the "theory of almost everything". Unfortunately, we have
recently discovered that it is more like the theory of not very much at all.

We have discovered that the standard model only describes about 5% of the material of the universe.
To put it another way, we simply have no idea what the vast majority of the universe — 95% — is made of. In

this chapter we will examine the mystery of the missing 95%. We will see that there are two components to the
missing substance, and these are known as dark matter and dark energy.

This is what the universe is really made of.

Dark matter

In 1933, the Swiss astronomer Fritz Zwicky considered the motion of galaxies in the Coma Cluster (a large cluster
which contains about 1,000 galaxies). He estimated the mass of the cluster by measuring its brightness, and, based
on that mass, he predicted the motion of the galaxies on the edge of the cluster. Zwicky discovered that much of the
required mass appeared to be missing. Though the nature of this missing mass was completely unknown, Zwicky
gave the German name "dunkle materie" to the material, which translates to "dark matter". It is now believed that
90% of the mass of the Coma Cluster is in the form of dark matter.

Unfortunately, Zwicky was a difficult man to get along with (he was dubbed "borderline psychopathic" in a BBC
documentary Most Of Our Universe Is Missing, available on YouTube). Zwicky referred to his colleagues as
"spherical bastards" — because they were bastards no matter which way you looked at them. As a result, Zwicky's
work was ignored for many decades.

However, in the 1970s, Vera Rubin of the Carnegie Institution of Washington had access to more accurate
equipment and she used it to measure the speed of rotation of stars lying on the edge of spiral galaxies. She started
by examining the Andromeda galaxy which, as was described in the previous chapter, is the nearest spiral galaxy to
our own galaxy.

If you consider our solar system as an example, the outer planets orbit the Sun slower than the planets which are
nearer the Sun. For example, Neptune, the farthest planet, takes 164 Earth years to orbit the Sun. And for galaxies as
well, this is what we would expect. We would expect the stars on the edge of the galaxy to orbit the galactic centre
at a slower speed than the stars nearer the centre.

However, this is not what Vera Rubin discovered. She discovered that the stars on the edge of the galaxy orbited
the galactic centre in the same time as the stars nearer the centre. This meant the outer stars were travelling much
faster than expected. Put simply, she discovered that the stars were orbiting too fast: the gravitational pull of the
galaxy should not have been sufficient to hold the stars in orbit. Rubin's calculations revealed that galaxies must
contain ten times more matter than is held in the visible stars. Eventually, other astronomers corroborated Rubin's
result and it soon became accepted that most of the material in galaxies was dark matter. It appears that each galaxy
resides inside a sphere of dark matter, and the radius of that sphere is approximately ten times the radius of the
galaxy.

So just what is this mysterious dark matter? The first possibility is that it is just conventional matter, i.e., atoms
composed of protons and neutrons. This would have to be in a form so that it does not emit any light (and is
therefore "dark" and invisible). This might include black holes or very dense neutron stars. These type of bodies
which are proposed to constitute dark matter are called MACHOs (Massive Astrophysical Compact Halo Object).
However, MACHOs seem unlikely to be the solution to dark matter as they tend to be isolated objects, whereas it is
known that dark matter is spread fairly evenly over a galaxy.

The opposite of being MACHO is to be a WIMP, so the other possibility is that dark matter is composed of
WIMPs (Weakly Interactive Massive Particles). These would be new particles, not contained in the standard model.



These particles would have to be much more massive than protons, but would have to interact only minimally with
ordinary matter — which makes them very difficult to detect. They could not radiate light or scatter it, so they could
have no electric charge.

Several experiments to detect WIMPs are based deep underground in converted mine workings. The Large
Underground Xenon (LUX) dark matter detector is located in a converted gold mine in the Black Hills of South
Dakota, not far from Mount Rushmore. It is located underground to shield its detector from background radiation
and cosmic rays. The idea is that most particles from space will interact with conventional matter in the earth and
will not reach deep down through the rock — only the non-interacting WIMPs will fly straight through the earth to
the detector.

The LUX detector is the most sensitive dark matter detector in existence. The detector consists of a two-metre tall
titanium tank filled with liquid xenon. If WIMPs exist then they would be expected to occasionally collide with the
xenon atoms in the tank. This would result in a burst of light which would trigger extremely sensitive light detectors.

However, initial results from LUX released in 2013 showed no evidence of dark matter collisions. As the LUX
spokesman Richard Gaitskell said: "We saw nothing. We do not have a single dark matter candidate event." In fact,
results were able to eliminate possible candidate results from earlier experiments by other dark matter detectors. So
the nature of dark matter remains a mystery. As Richard Gaitskell went on to say: "We have entered the new
millennium and yet we still have no idea what 95% of the universe is made of. Our level of ignorance is quite
staggering, and it's one of the largest challenges we have right now."

It remains possible that there is yet another possible solution to the dark matter conundrum, and that is that dark
matter might not exist at all …

MOND

Mordehai Milgrom of the Weizmann Institute in Israel is not a fan of dark matter: "People who deal with dark
matter will not stop by themselves — they will stop when the money stops. And this is what they will want to
continue to do as long as they are given the chance and the resources to do it."

Milgrom believes that dark matter is not necessary to explain the flat rotation curves of galaxies. The extra gravity
required can come instead from a modification to Newtonian gravity. Milgrom noted that stars on the edge of
galaxies do not have to accelerate as much as stars near the galactic centre (this is because their radius of orbit is less
curved). Milgrom's suggested modification to gravity is that an object which is undergoing less acceleration would
experience a greater pull of gravity. This meant that stars would orbit at constant velocities, no matter their distance
from the galactic centre. This theory was given the name MOND (Modified Newtonian Dynamics).

MOND has been criticised for violating the law of conservation of momentum — not something you really want
in your theory. Also, recent observations of gravitational lensing (whereby light is seen to bend around galaxies)
have lent further weight to the theory that dark matter really exists in its own right. The galactic cluster known as the
Bullet cluster was formed when two clusters collided. As a result of this tremendous collision, measurements of
gravitational lensing has revealed that the dark matter has been separated from the main mass of galaxies. This result
cannot be explained by a modified theory of gravity such as MOND.

So dark matter remains a mystery for the time being. But what about the other puzzling constituent of the
universe …

Dark energy

As discussed in the previous chapter, it is known that the universe is very close to spatially flat. This spatial
flatness is achieved when the mass-energy density of the universe is equal to the critical density (the formula for
which we derived in the previous chapter). However, this raises a problem as the total amount of matter (including
dark matter) is measured to be only 30% of the amount required to bring the density up to this critical density. As
Ta-Pei Cheng says in his excellent textbook Relativity, Gravitation, and Cosmology: "The Friedmann equation
requires a flat universe to have a mass-energy density exactly equal to the critical density. Yet observationally,
including dark matter, we can only find less than a third of this value. Thus it appears that to have a flat universe we
would have to solve a missing energy problem."

What could possibly account for the missing mass-energy? Even taking dark matter into account, it appears that a
further 70% of our universe is missing!

So what is this missing 70%? It is generally stated that there must be a vast amount of energy in space which we



cannot detect, and even though we cannot detect it we know precisely the amount of this missing energy which
exists: it is the amount required to raise the mass of the universe up to the critical density. So it is proposed that there
is another invisible substance known as dark energy which pervades space, and makes up this missing 70% of the
total mass-energy of the universe.

There is another reason why the dark energy hypothesis is popular. And that is because of a truly remarkable
recent result …

The accelerating expansion

In the 1990s it had been known for several decades that the universe began with the rapid expansion of the Big
Bang. It was also believed that in the billions of years since the Big Bang, the sum total of mass and energy in the
universe would have been attracted together due to gravity, and this would inevitably have the effect of slowing the
expansion of the universe. So in the 1990s, two competing groups set out to determine the expected rate of
deceleration of the universe. One group was the Supernova Cosmology Project based at the Lawrence Berkeley
National Laboratory in California, and was headed by Saul Perlmutter. The other group was the High-Z Supernova
Search based at the Mount Stromlo Observatory in Australia, and was headed by Brian Schmidt and Adam Riess.
But how could it be possible for these teams to measure how much the expansion rate was slowing down?

The only way to do this would be to consider extremely distant objects, over 5 billion light years away, which
would also have to be extremely bright so that their emitted light would be visible. What was needed was an object
whose brightness was known and was constant. These objects which all have the same known brightness are called
standard candles.

One type of celestial body perfectly fitted the role of a standard candle. A supernova is a star which has burnt all
its fuel and undergoes a thermonuclear explosion, emitting a tremendous amount of energy (we will be encountering
supernovas again in the next chapter on black holes). There are different types of supernovas. The particular type of
supernova we are interested in is called a Type 1a supernova. These occur in white dwarf stars, which are old stars
which are small and incredibly dense. These stars are stable as long as their mass remains below 1.4 solar masses
(known as the Chandrasekhar limit). If they attain any additional mass, maybe from neighbouring stars, these stars
undergo a nuclear explosion, exploding in just ten seconds, and releasing a tremendous amount of energy. Because
these white dwarfs all have the same amount of mass before they explode — 1.4 solar masses — the resultant
supernova explosions all have the same brightness. This means that Type 1a supernovas make perfect standard



candles for measuring the expansion of the universe.
Unfortunately, it is very difficult to find supernovas. They only burn brightly for three weeks, and in any given

galaxy a supernova will explode without warning only once every 300 years. However, all is not bad news. With
billions of galaxies in the observable universe, there are dozens of supernovas every night. So the international team
had an ingenious idea. They took snapshots of thousands of galaxies, and then repeated those snapshots three weeks
later. If any object in the second set of photos was considerably brighter then it could be recognised as a supernova.
By scanning the entire sky in this method, the team were assured of a regular supply of supernovas. Perlmutter and
his team dubbed this method "Supernovas on Demand".

The supernovas were then observed by the Keck telescope in Hawaii, and also by the Hubble Space Telescope.
Because the brightness of the supernovas was precisely known, it was possible to determine how far away they were
by measuring that brightness. So the distance to a supernova was determined by its brightness, and the speed at
which it was moving away was determined by its redshift.

When the team plotted their results, they were puzzled. They found the plots of their supernovas deviated from
the usual linear Hubble curve, but in a way which suggested that the expansion of the universe was accelerating —
not decelerating! The graph showed that the expansion rate of the universe was smaller in the past, so that an object
at a certain distance was not receding as fast as would be expected. The following diagram is typical of the sort of
supernova plots (the black dots) they examined:

If you remember back to our discussion about the expansion of the universe in the previous chapter, you will
recall that none of the available scenarios (open, closed, or flat universe) led to an accelerating expansion. In fact, in
all three cases the rate of expansion of the universe was predicted to slow down. So this result came as a complete
shock to the cosmology community. Saul Perlmutter, Brian Schmidt, and Adam Riess received the Nobel prize for
this extraordinary discovery.

So what could possibly be causing this accelerated expansion of the universe? Intriguingly, a perfect candidate is
Einstein's cosmological constant which we considered back in Chapter Two. If you remember, Einstein introduced
the cosmological constant to prevent the collapse of the universe which was predicted by general relativity. The
cosmological constant introduced a form of anti-gravity force which could hold the universe in a steady state. It was
only when Edwin Hubble discovered the universe was expanding that Einstein realised his blunder.

Well, the cosmological constant can potentially do more than just hold the universe in a steady state: its anti-
gravity force could be powering the expansion of the universe. But just what is this cosmological constant? Well, it
might be the case that the cosmological constant is just another mathematical constant, with no obvious physical



cause. In other words, maybe Einstein was correct and we should adjust the form of his equation to include this
additional constant. But physicists seem reluctant to modify the equation for general relativity, and would rather
seek some additional physical cause which plays the same role as the cosmological constant.

It is currently believed that dark energy might be nothing more than the energy of empty space, otherwise known
as the vacuum energy. That might sound very strange: how on earth can empty space have an energy? Well, it turns
out that empty space is not so empty after all, and that is all due to the effect of quantum mechanics.

In quantum mechanics, the Heisenberg uncertainty principle says that there will always be a degree of uncertainty
in how accurately we can know a combination of certain particle properties. You may have heard that the more
accurately we determine the position of a particle, the less accurately we can know its momentum. For example, if
we arrange for a particle to hit a screen, we can determine the particle's position with 100% accuracy, but we will
have no way of knowing how fast the particle was travelling when it hit the screen — there is maximum uncertainty
about its momentum.

There is a similar uncertainty about a particle's time and energy. This means there is a fundamental limit on how
accurately we can measure the energy of a system at a given moment in time. Incredibly, this means that for a short
period of time, there can be energy produced in empty space in which all the matter has been removed. Even more
incredibly, according to the mass-energy equivalence described by E=mc2, this vacuum energy can be enough to
produce a particle! It is as though the energy is "borrowed" from the vacuum. These so-called "virtual particles" can
appear out of nothing.

These virtual particles can only exist for a very short period of time before the energy debt has to be paid back.
Very shortly after the particles appear, they annihilate each other and disappear again. However, for the period that
the particles are in existence they generate a very small amount of energy in empty space: the vacuum energy, also
known as zero-point energy.

You might find it hard to believe that empty space can contain energy. However, this has been experimentally
proved by measuring the Casimir effect. The Casimir effect is quite a remarkable experiment in which two metal
plates are placed very close to each other — just a few micrometres apart. Virtual particles pop in-and-out of
existence between the plates, but because of the very small distance between the plates this introduces a limitation
on the type of particles which can be produced. As a result, fewer virtual particles are produced between the plates
than outside the plates. The resultant difference in pressure generates a small force which pushes the plates together.
This force has been measured: virtual particles are a reality.

Interestingly, if you have two ships floating next to each other, they will gradually come together for a very
similar reason to the Casimir effect. This is because only waves of a limited number of wavelengths can fit between
the ships — the wavelengths of the waves outside the ships being unlimited. As a result of this inequality, there is a
small pressure which forces the ships together.

Of course, as you might have predicted, the idea of empty space producing energy has attracted the attention of
many inventors who believe they can harness this energy to produce power. Unfortunately, all their efforts are
doomed to failure. Zero-point energy is the lowest amount of energy that can exist. If you try to draw-off that energy
from a region of empty space — to produce warmth, for example — you will only end up heating the empty space
with your own equipment as the energy of the vacuum is guaranteed to be less than the energy of any equipment you
might attach to it.

Vacuum energy has a particular property which makes it very interesting from the point of view of explaining the
accelerated expansion of the universe, and that property is negative pressure. If you consider the cylinder filled with
a vacuum in the diagram below, it can be seen that the vacuum will inevitably try to pull the piston further into the
cylinder (this is inevitable as the vacuum has the lowest possible energy). In this sense, we can consider the vacuum
as having negative pressure (if the vacuum had positive pressure then it would be forcing the piston out of the
cylinder):



Now let us consider a normal gas under normal positive pressure in the cylinder. The gas would tend to push the
piston out of the cylinder (as might happen in a steam engine, for example). In which case, the gas has done work,
and the energy contained in the gas is reduced as a result.

However, if we now consider our cylinder full of vacuum, as we have seen, the vacuum will tend to pull the
piston in. If the piston moves out of the cylinder instead, then the energy contained in the vacuum is increased as a
result (the opposite to the case of the gas with positive pressure).

So the vacuum energy can result in negative pressure. And this is very interesting, because pressure is a form of
energy. General relativity predicts that not only is mass gravitationally attractive, but positive pressure is also
gravitationally attractive. And so, quite incredibly, negative pressure is predicted to result in gravitational repulsion!
As Alan Guth says in The Inflationary Universe: "According to general relativity, a positive pressure creates an
attractive gravitational field, as one might guess. A negative pressure, however, creates a repulsive gravitational
field."

So next time someone says that gravity is a force which is always attractive, you can correct them: negative
pressure results in gravitational repulsion!

And this is why the vacuum energy is a candidate for the mysterious dark energy: the repulsive gravitational
effects of negative pressure could be powering the expansion of the universe.

You might be wondering why the gravitational attraction due to the energy of the vacuum does not negate the
gravitational repulsion due to the negative pressure. After all, Einstein showed that energy is equivalent to mass, so
surely the vacuum energy should be gravitationally attractive. The answer is, yes, the vacuum energy is
gravitationally attractive, but this does not completely cancel-out the gravitational repulsion. This is because the
mass (attractive) and pressure (repulsive) elements affect the accelerated expansion of the universe differently.

In order to see this, we need to consider the second of the two Friedmann equations. This equation provides a
formula for the acceleration of the expansion of the universe, which is given by:

Where ρ is the density (which we have seen before), and P is the pressure. We can see that the pressure term is
multiplied by three. This is because, very unusually, all observers must measure the same energy and pressure of the
vacuum — no matter how they are moving. As a result, this value of three is there purely because there are three
dimensions of space! [9]

The repulsive component of the vacuum energy is therefore three times stronger than its attractive element. So the
second Friedmann equation predicts an accelerating expansion.

But this all depends on the actual value of P. And that is where the problems really start …



The biggest error in science

The required value for the vacuum energy is extraordinarily small — in the order of a millionth of a billionth of a
joule per cubic centimetre. The effect has a cumulative effect over distance, so it must be extremely small or else the
universe would be ripped apart over large distances. Even at the vast scales of the Milky Way, the effect is
unnoticeable. The repulsive effect only becomes noticeable at the scale of the whole universe.

So we need an astonishingly small value for the vacuum energy. However, when attempts are made to calculate
the amount of vacuum energy, the result is very different to that required to be the dark energy. In fact, the value for
the vacuum energy is calculated to be an enormous figure: a trillion trillion trillion trillion trillion trillion trillion
trillion trillion trillion trillion trillion times larger than the observed value of dark energy density. And that's a lot of
trillions! Famously, this has been called the "biggest error in the history of science". Vacuum energy is predicted to
be far too large to be dark energy.

This sounds suspicious. The sums for this vacuum energy hypothesis simply do not add up. Not only do they not
add up, they are astronomically wrong. It is possible that there is some mechanism which greatly reduces the
vacuum energy, for example, the energy of different types of symmetrical particles might cancel each other out. But
we would generally expect this cancelling mechanism to result in a zero vacuum energy, not a tiny value.

However, the problem with the necessary value of the vacuum energy is not that it is so much smaller than the
predicted value. The problem is that it is set to a particular tiny value which results in an "interesting" universe. If
the universe expanded at too fast a rate, galaxies would be unable to form. If the universe expanded too slowly, it
would collapse back on itself before intelligent life could form. The amount of vacuum energy required is not just
set to a much lower value than predicted, it is set to just the right much lower value than predicted. This gives an
impression of fine-tuning of the vacuum energy.

There are more bizarre coincidences. The predicted density of dark energy in the universe is remarkably close to
the density of matter in the universe. This is surprising as the density of matter reduces sharply as the size of the
universe increases (the matter becomes more diffuse), whereas the dark energy density remains constant. The dark
energy density remains constant purely because it is the energy of empty space: as the size of the universe increases,
so does the amount of empty space. This apparent balance between the amount of mass and the amount of dark
energy has been called the cosmic coincidence problem. This coincidence — this unlikely balance — appears to
indicate that there is something very special about the current era.

In order to explain these apparent fine-tuning problems, the dreaded "multiverse" model has been introduced. A
series of parallel universes are postulated with the vacuum energy being set to different values in each parallel
universe. However, most physicists would find such an idea highly fanciful. They may even accuse it of being
unscientific.

More bad news for the dark energy model was provided by the most recent observations of Type 1a supernovas
from the Pan-STARRS observatory in Hawaii. The observations revealed that dark energy does not provide an
accurate model for the observed expansion of the universe.[10] Multiple experiments are now coming to the same
conclusion. "This paper is now the third survey of distant supernovas that's coming to this conclusion," explains
Adam Riess, who was introduced earlier for winning the Nobel Prize for the discovery of the accelerating
expansion. "We can't just say this survey or that survey screwed-up. It could be that dark energy is more interesting
in a way that actually we hope."

In the later chapters of this book, a simple alternative explanation for the acceleration of the expansion of the
universe will be presented, an explanation which requires no fine-tuning of the vacuum energy to some bizarrely
tiny value. I believe we are looking at the problem from the "wrong end". Instead of the setting of vacuum energy to
a particular value which just coincidentally happens to produce an "interesting" universe, the hypothesis will be
presented that such a universe is a fundamental necessity.
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BLACK HOLES
Put simply, a black hole is an object of such extraordinary mass and gravitational pull that nothing can escape it

— not even light. Just the name "black hole" conjures an image of a fearsome entity, dark and malevolent, stalking
space ready to catch any unlucky passing object in its unbreakable grip. It seems like an object out of science fiction
more than science fact. However, the existence of black holes is now a well-established reality.

Black holes are stars which have collapsed under their own weight. This can happen at the end of a star's lifetime.
A star produces its energy via nuclear fusion, a process which fuses hydrogen nuclei together under immense
temperature and pressure to become helium nuclei. The energy released is sufficient to overcome the immense
gravitational force which continually tries to collapse the star. However, when a star burns off all its hydrogen fuel,
it starts to collapse under its own weight. As a result of this extra pressure, the helium in the star starts to fuse.
Energy is released, and the star expands in size to become a red supergiant. These are the largest stars in the
universe, up to 1800 times the size of our Sun. Inside the red supergiant, progressively heavier and heavier elements
are fused to produce energy. This process stops when iron is produced in the core. Iron is the equivalent of ash for
nuclear fusion as it requires more energy to fuse iron than the process produces.

At this point, the red supergiant collapses and the outer layers of the star get blown off in a huge supernova
explosion. A supernova is so bright that for a few days it can outshine all the other stars in a galaxy put together.

We considered how white dwarf stars explode as Type 1a supernovas in the previous section, describing how
those supernovas make excellent standard candles. However, Type 1a supernovas never result in black holes — the
exploding white dwarfs leave no remnant. The type of supernova we have described here, which start from red
giants, are called core-collapse supernovas, otherwise known as Type II supernovas. These supernovas can leave
behind a remnant at their centre, so only Type II supernovas can generate black holes.

What happens to the collapsing star now depends on how heavy the remnant is. For remnants of mass 1.5 to 3
times the mass of the Sun, the result of gravitational collapse after a supernova explosion can be a neutron star.
Neutron stars are incredibly dense: six million tons to the cubic inch.

For even larger stars, if the mass of the remnant exceeds about three solar masses then the gravitational collapse
can be unstoppable. In less than a second, the core of the star implodes from a ball about the size of the Earth to a
ball about the size of a small city. And this implosion continues down to a small point. It is this point which
becomes a black hole.

The black hole then increases in mass by attracting other mass from its surroundings. In this way, black holes can
grow to possess extraordinary mass, and an extreme gravitational field to match.

The wonderfully evocative name "black hole" was coined by John Wheeler in 1967. However, surprisingly, we
can trace the first proposals back to the eighteenth century.

The idea was suggested independently by the British geologist John Michell, and the French mathematician
Pierre-Simon Laplace. By using Newtonian physics they considered the escape velocity of an object trying to break
free of a gravitational field around a star or planet.

This means an object is propelled off the surface of the planet with a velocity, v, and that initial kinetic energy
must be greater than (or at least equal to) the gravitational energy pulling it back to the planet.

In which case:

where m is the mass of the object trying to escape, M is the mass of the planet, and resc is the escape velocity (the
left-hand side of the equation is the kinetic energy, the right hand side of the equation is the gravitational energy).



On rearranging the equation we find:

For black holes, we put v equal to the speed of light, c, to indicate that any object trying to escape the clutches of a
black hole would need an escape velocity faster than the speed of light (which is impossible, of course):

This black hole radius calculated by the eighteenth century physicists remains an accurate formula still in use to
this day.

Of course, light is not slowed down by gravity — light always travels at a constant speed. So light is actually
trapped in a black hole by the extreme curvature of space.

This result of Michell and Laplace was ignored throughout the nineteenth century as it was not believed that light
(which was known to be massless) was affected by gravity. It took the arrival of general relativity before the idea
was revisited.

As we saw in the earlier chapter on gravity, merely from a thought experiment involving a window in a spaceship,
Einstein was able to predict that gravity bent the path of light. This was a revelation: light might be massless, but it
was still affected by gravity (gravity being the curvature of space itself). This again raised the possibility of an object
whose gravitational pull was so strong that not even light could escape. Hence, from a mere thought experiment,
Einstein predicted the existence of black holes. The existence of black holes is now an accepted fact in astrophysics
— more evidence of the validity of general relativity.

Einstein's equations of general relativity published in 1915 were complex, non-linear, and very difficult to solve.
In this respect, solving the equations is similar to solving non-linear equations of fluid dynamics, or weather
prediction. Even to this day, exact solutions for Einstein's equations have only been found for very simplified
models, with the solutions to more complicated situations only capable of being solved by number-crunching on
extremely powerful computers. For example, it is now possible to simulate the results of black hole collisions using
the Einstein equations and super-computers capable of performing one thousand billion calculations per second.

The very first exact solution to the equations was presented by Karl Schwarzschild just months after Einstein
published his result. Schwarzschild used a simplified version of the Einstein equations to produce a vacuum
solution, a solution for an empty space. This considered the curvature of empty space around a spherical mass, for
example, a star. Further simplifications meant the star should not be rotating, and had no overall electric charge.
These are considerable simplifications, but they did allow the equations to be solved.

The Schwarzschild solution predicted a black hole radius which is called the Schwarzschild radius. The value for
this Schwarzschild radius is the same as that produced by the classical derivation for the black hole radius presented
earlier:



Remember this formula. We will be seeing it again later.
Rather incredibly, Schwarzschild derived this solution while serving in the trenches for Germany in the First

World War. Sadly, he was killed on the Russian front just months after publishing his result.
The Schwarzschild radius around the black hole is usually referred to as the event horizon. Once any object passes

the event horizon into the black hole, it has passed the point of no return. It can never get out again.
If you were approaching a black hole in a spaceship, you might not even notice the moment you passed the event

horizon. However, you have already signed your death warrant once you pass the event horizon. It is like falling
over the edge of a waterfall on a river. There is no way you can swim back up. From that point on, you are doomed
to be dashed on the rocks below.

As you pass further into the interior of the black hole, it is believed that the gravitational stresses on your body
would increase. Your feet would be pulled into the centre faster than your head — a process given the wonderfully
descriptive term spaghettification.

Although we can have no direct, certain knowledge of the behaviour of physics inside a black hole (we are
fundamentally prohibited from obtaining information from inside a black hole), conventional theory suggests that
material entering a black hole will continue to fall to the centre, which has become a region of unimaginable density.
According to general relativity, at the very centre we will find that the density increases to an infinite amount, a
point called a singularity. Current theories of quantum gravity say that the singularity would not occur in reality —
it is only the shortcomings of our current theories which suggests singularities. This is because singularities are so
distasteful to physicists: they are the point at which the laws of physics break down. When we find infinities
emerging in theories it usually means that the theory is inaccurate, or has been pushed too far. Einstein never
accepted black holes because he did not believe a singularity could occur. If we had the right theory, the singularity
would surely disappear from our theory.

Bear this in mind, because we will be returning to this important point (and proposing a singularity-free theory)
later.

Supermassive black holes

A black hole increases its mass by attracting other mass which surrounds it. In this way, the mass of a black hole
can rise to an extraordinary value: as much as a billion times the mass of the Sun. These giants are called
supermassive black holes.

There is believed to be a supermassive black hole at the centre of our galaxy called Sagittarius A*. This has a
mass of about 4.3 million solar masses. Everything in our galaxy is spinning around this supermassive black hole at
its centre. It is now believed that there is a supermassive black hole at the centre of every galaxy, its huge
gravitational pull essentially holding the galaxy together. So while black holes have a reputation as fearsome objects
of destruction, they actually play a vital role in shaping the universe and holding it all together.

While black holes do not themselves emit X-rays, material falling into a black hole gets heated by the extreme
gravitational field and X-rays are produced. This material, which is external to the event horizon, forms an accretion
disk of debris which orbits the black hole at great speed (the rings of Saturn are another example of an accretion
disk).

As Eliot Quataert of Berkeley's Theoretical Astrophysics Center explains: "That picture that matter gets sucked
into a black hole, that's one of the biggest confusions that's out there, partially because of science fiction like Star
Trek, and things like that. For matter that's far away from a black hole it actually doesn't get sucked in: it's very
much like the planets in the solar system going around the Sun. Things just go around and around and around and
around."

It is believed that these accretion disks rotate at great speed and generate huge jets of matter which emerge from
the polar regions of the black hole travelling at near to the speed of light. The radiation from these jets can be a
thousand times more powerful than the luminosity of our entire galaxy, and these incredibly bright objects — the
brightest objects in the entire universe — are called quasars:



It is ironic that the brightest objects in the universe are actually black holes!
It is so difficult to observe supermassive black holes because they are simply too far away and too small. Black

holes are extremely compact. The black hole at the centre of our galaxy would appear about as big to us as an orange
on the Moon. No conventional telescope based on Earth would be able to resolve such a small angular distance. The
angular resolution of a telescope is proportional to the size of its aperture. So, in order to achieve the necessary
angular resolution, a telescope has been created with an aperture the size of the entire planet Earth.

The Event Horizon Telescope has been constructed with the specific aim of observing the supermassive black
hole at the centre of our galaxy. The telescope actually consists of a global network of seven radio telescopes, the
data from which is combined to produce an image. It really is a telescope as big as the world.

The telescopes which form the Event Horizon Telescope tend to be based on the top of mountains, and include the
James Clerk Maxwell telescope in Mauna Kia, Hawaii, the Atacama Pathfinder Experiment in Chile, the Pico Vileta
Telescope high in the Spanish Sierra Nevada, and the South Pole Telescope in Antarctica:



The first images from the Event Horizon Telescope are due to be produced in 2016. The images of the behaviour
of gravity in the most extreme situations will either provide the final confirmation of the correctness of Einstein's
theory of general relativity — or provide the first evidence that the theory needs modification.

Black hole thermodynamics

You might be surprised to learn that a science developed to analyse 19th century steam engines is now our main
tool in analysing black holes. The science of thermodynamics was established as a means for studying the heat and
motion of steam engines. Thermodynamics considers the energy and motion of atoms, and the heat and pressure that
motion produces. We are now finding that the fundamental principles behind thermodynamics have particular
relevance to the mechanisms associated with black holes. As Jim Al-Khalili says in his excellent BBC documentary
Order and Disorder: Episode 1 (available on YouTube): "As unlikely as it sounds, steam engines held within them
the secrets of the cosmos."

In the 19th century, Britain's Victorian industry led the world. That industry was based on the newly-invented
steam engine. The expansion of the British Empire around the world was powered by the steam engine, allowing the
construction of the railways and steam ships, and providing a huge boost to manufacturing. Britain emerged as the
world's most powerful trading nation.

In the early 19th century, Britain's defeat of Napoleonic France motivated humiliated French scientists to learn
more about steam power in an attempt to catch up with the British technological lead. The French engineer Sadi
Carnot is known as the "Father of Thermodynamics". Carnot was determined to analyse how steam engines work. In
1824, he wrote the legendary Reflections on the Motive Power of Fire. Carnot realised that heat would flow from a
hot source to cooler surroundings, and that flow could be harnessed to do work.

But it was only when the principle of atoms was proposed that we could really make sense of heat and motion. It
was realised that heat was nothing more than the random motion of atoms. If the atoms move more vigorously, then
the object heats up. This provides us with a greater understanding of how heat moves. If one corner of an object is
hot, then that heat will spread through the object so that the entire object becomes one temperature. This is due to the



motion and collision of atoms within the object, but there is a deeper principle at work here to explain why the flow
of heat works in only one direction.

If we have a small amount of gas molecules in one corner of a room, then, over time, that gas will spread over the
entire space of the room. What is happening is that a very ordered state is changing to a very disordered state. When
all the gas molecules were carefully positioned in the corner of the room, this represents an ordered state. Over time,
when the room becomes full of randomly-moving molecules of gas, this represents total disorder.

This principle — that the state of a system will tend to move from order to disorder — is known as the second law
of thermodynamics, and is one of the most important and fundamental principles in physics. It applies to all systems
throughout the universe, from steam engines to black holes.

The second law of thermodynamics introduced a quantity of a system called its entropy. Entropy can be
considered to be the amount of disorder in a system. The second law says that the entropy of a system only ever
increase — it can never decrease. Essentially, the disorder of a system can only ever increase over time.

This principle — that disorder can only ever increase with time — seems so fundamental, so obviously correct,
that the second law of thermodynamics is considered to be a completely unbreakable fundamental law of physics.

This one-way principle of entropy increase might remind you of a one-way property of a black hole. Can you
think of anything about a black hole which always increases and can never decrease? Well, the mass of the black
hole can only ever increase (nothing can ever leave a black hole). Which means the corresponding Schwarzschild
radius — and, specifically, the associated area of the event horizon — can also only ever increase. Because of this
similarity, in 1972, Jacob Bekenstein proposed that a black hole has entropy proportional to the area of its event
horizon.

It might seem strange that we consider a black hole to have entropy at all. But, remember the second law of
thermodynamics which says that entropy can only ever increase. It might appear that we can eliminate the entropy of
matter by sending it into a black hole, in which case its entropy would appear to have gone for good. This sounds
like a method for reducing entropy, which would break the unbreakable second law. So, to prevent the second law
from being broken, the entropy of any mass entering the black hole gets added to the total entropy of the black hole.
This is reflected in the increased area of the event horizon. In this way, entropy only ever increases.

Consideration of black hole entropy is perhaps the main tool we possess for analysing the properties and
behaviour of a black hole. This area of study is called black hole thermodynamics.

Information and entropy

There is an important connection between the information contained in a system and the entropy of that system. A
simple way to understand this is to imagine you are in a library, and there are ten different books on the table in
front of you. Each book is about a different subject, and each book contains useful information. So each book can be
clearly distinguished from any of the other books by means of the distinct useful information it contains.

Over time, however, the books start to decay. First the pages fade, then the paper rots. Eventually the whole book
crumbles into a pile of dust. The entropy of each book has therefore massively increased. In fact, the entropy of each
book is now at a maximum — they cannot get more disordered. All the useful information contained within each
book has now been lost. The books can no longer be distinguished — all we are left with is ten piles of crumbly
dust.

So as entropy increases, information is lost. If entropy is at a maximum, information is at a minimum, and if
entropy is at a minimum then information is at a maximum. You might often read that "entropy is information" in
the scientific literature. As we can see from our discussion, this is worse than misleading: it is simply wrong.
Entropy is actually the inverse of information: entropy is a measure of information loss. We can consider entropy to
be the amount of invisible information lost or hidden from us. As Seth Lloyd says in his book Programming The
Universe: "Entropy, which is just invisible information, is also a measure of ignorance."

If we have a room full of gas, and we leave it for a while, the gas will all become the same temperature. At this
point, the entropy of the gas is at a maximum. The molecules of the gas are flying around in a completely random
manner. We cannot keep track of the individual gas molecules, so we can only describe the gas by a single value: its
temperature. That single value is the only information we have left. At this point, we say the gas is in a random,
thermal state, a state of maximum entropy.

Returning to consider our ten books, our definition of the amount of information that a book contains is rather
dubious. We are saying that all the information in a book is contained in the letters and words of that book. We are,
of course, unable to keep track of the position and motion of all the atoms in the books — that information is hidden
from us. But Nature does not recognise letters and words. All Nature sees are the atoms and particles in the book. As



far as Nature is concerned, the fundamental information contained within the book is the position and velocities of
the atoms which make up the book. And that amount of fundamental information is, of course, retained even when
the books crumble into dust. The book still contains the same number of atoms. Those atoms still have the same
number of velocities. Even when we dig down to the quantum level, the mathematics of quantum mechanics insists
that all the information about elementary particles is conserved (this is called unitarity). So this introduces a very
important principle: at the fundamental level, information is always conserved.

The holographic bound

Any information (e.g., contained in a book) entering a black hole is clearly going to become hidden information
— we are never going to be able to read that book again. So that hidden information acts to increase the entropy of
the black hole. This means a black hole can really be considered to be a store of hidden information.

As we saw in the previous section, Jacob Bekenstein proposed that the area of the black hole's event horizon was
proportional to the entropy of the black hole. This means that the area of an event horizon is proportional to the
information hidden inside the black hole. This is a surprising result: the information is proportional to area. More
likely we would have expected information to be proportional to the volume of the black hole, after all, the amount
of information stored in a book is proportional to the number of pages — not the area of its cover.

What is more, Bekenstein was able to extend his result to calculate the maximum information content of any
region of space. His logic was ingenious:

Consider some matter (and its associated information) enclosed in a sphere.

Some mass is added to force the region to collapse to a black hole.

The entropy of the resultant black hole is proportional to the area of its event horizon. This area is obviously
smaller than the area of the original region.

Entropy never reduces, so the entropy of the original region must have been less than the entropy of the black
hole.

So the maximum information content of any region of space is less than a black hole of equivalent radius.

Therefore, the maximum information content of any region of space is proportional to the area of that region.

This result — that the maximum information content that can be held in a region of space is proportional to the
area of that region — might appear surprising. Intuitively, we might consider the maximum information content to
be proportional to the volume of that region. This result was realised by Jacob Bekenstein, and this limit on
information content is called the holographic bound. In his book The Black Hole War, Leonard Susskind says this
result is "profound and probably holds the key to the puzzle of quantum gravity."

I am sure you have encountered holograms before. There are holograms on most driving licenses and credit cards.
They are the small shiny foil squares which seem to contain an image. Holograms are generated by splitting a laser
into two beams: one beam illuminates the object, while the other beam shines directly on a photographic plate. As a
result of the two beams, an interference waveform pattern is generated on the photographic plate. Inevitably, the
pattern saved on the photographic plate appears completely scrambled, but when the photographic plate is
illuminated again, the three-dimensional representation of the object is regenerated. So holograms reveal the general
principle that a three-dimensional object can be accurately captured on a two-dimensional surface. This is what the
holographic bound suggests about any region of space.

String theorists have latched onto the implications of the holographic bound and developed a theory which
suggests that all the information in the universe is "painted" on the outer boundary of the universe (taking their lead
from the assertion of the holographic bound that the maximum information content of the universe would be
proportional to the area of its boundary). The theory suggests that you are a three-dimensional projection of a two-
dimensional structure on the boundary of the universe. This is called the holographic principle.

However, Jacob Bekenstein is also sceptical of extending his principle to the entire universe: "My result is not
applicable to horizons which are not event horizons." According to Bekenstein, the holographic principle could only
apply if the universe itself was a black hole. And that surely could not be the case!

Or could it? We shall see in the later chapters. The answer might surprise you.



The black hole information loss paradox

In 1972, when Bekenstein proposed that black holes had entropy, no one really knew what to make of the result.
That all changed in 1974 when Stephen Hawking made his greatest discovery. Hawking realised that black holes not
only have entropy, they also have an associated temperature. This might come as something of a surprise. It might
be imagined that a black hole is completely cold and dark. If a black hole has a temperature, then that means it emits
radiation. How on earth could that occur?

So far in our analysis of black holes, we have only considered the effects of general relativity. In order to
understand black hole radiation, we need to also consider the effects of quantum mechanics.

If you remember from the discussion about the vacuum energy in the last chapter, quantum mechanics allows
enough energy to be borrowed for a short period of time to create particles in empty space. These virtual particles
have to be produced in pairs: a particle and its antiparticle. For example, an electron and a positron may be produced
— but only for a very short period of time. Very shortly after the pair of particles appear, they have to annihilate
each other.

Stephen Hawking realised that if a pair of virtual particles was produced at the event horizon of a black hole, one
of the particles might be sucked into the black hole while the other particle remained outside. In this case, there
would be no way that the particle inside the horizon could re-emerge. The particles would be incapable or
annihilating each other. The particle which remained outside the horizon would be free to be emitted as Hawking
radiation.

The diagram below shows some virtual particles (on the left) being created and annihilating each other. However,
on the right-hand side we see one of the virtual particles being sucked into the black hole. The remaining particle is
emitted as Hawking radiation:

As surprising as Hawking radiation may appear to be, it is even more surprising to realise that this will inevitably
result in the evaporation of the black hole. If a black hole is radiating energy, then its mass will inevitably reduce
(through E=mc2). Eventually, the black hole evaporates to nothing.

The evaporation process is incredibly slow and weak, because the predicted temperature of a black hole is only a
fraction of a degree above absolute zero. It would take billions of years before any black hole would disappear
through evaporation. Nevertheless, the fact remains that every black hole will eventually evaporate.

When he announced his discovery of black hole radiation, Stephen Hawking dropped another bombshell. He
announced that when a black hole finally evaporates, all the information that ever entered the black hole would have
vanished as well. This is because the radiation was considered to be completely thermal — random — and could not
be responsible for carrying any information away from the black hole.

This was such a bombshell because, as we considered earlier, quantum mechanics states that fundamental



information is always conserved. This principle is a cornerstone of physics. If information could genuinely be lost
from the universe then this would represent a crisis in physics, and would cast doubt on our understanding of the
basic principles of Nature. In essence, we have a clash between quantum mechanics which says that information
must be conserved, and general relativity which says that nothing can come out of a black hole. So, we have our two
great theoretical pillars which support the whole of physics, and, incredibly, one of them must be wrong — but we
don't know which theory is wrong!

So physicists eagerly got to work trying to find a way out of what is now known as the black hole information
loss paradox. The proposed solutions include:

The radiation somehow manages to carry the information away from the black hole. However, the radiation has
always been assumed to be thermal, i.e., completely random. There is no way for anything to leave the interior
of a black hole.

There is a microscopic remnant left behind after evaporation which includes all the information which has ever
entered the black hole. This is generally considered impractical.

The singularity forms a connection with a baby universe so that even when the black hole evaporates, all the
information is maintained in the baby universe. Which is fine, but it effectively represents a loss of information
in this universe.

None of these solutions is entirely convincing. However, one proposal has found widest acceptance, and we will
consider it next.

Black hole complementarity

The principle of black hole complementarity was proposed in 1993 by Leonard Susskind, Larus Thorlacius, and
Gerard 't Hooft as a solution to the black hole information loss paradox. Complementarity avoids the paradox by
suggesting that the information both enters the black hole and is also reflected at the event horizon. This appears to
imply there are two copies of the information. How can this be true?

Well, it all depends on your point of view. When an observer falls through a black hole event horizon, he might
not feel anything out of the ordinary to tell him he is irretrievably doomed. As he is in gravitational free-fall,
Einstein's equivalence principle means he does not even feel the pull of gravity. However, for an observer outside
the event horizon, the situation is different. To an observer outside the event horizon, the infalling object appears to
slow down and stop at the horizon. Time itself appears to stop for the infalling object. This is because it becomes
progressively more difficult for light to escape from the black hole. When the object reaches the event horizon, light
can no longer escape and the object appears to freeze in time at the horizon.

So we have two different views of reality depending on where the observer is positioned. For an observer outside
the event horizon, the infalling object appears to freeze at the horizon, but the experience of the infalling object is
different as it notices no change as it passes the event horizon and continues unhindered toward its doom at the
singularity.

The diagram below shows these two points of view. Observer A is outside the horizon, and sees the infalling
object (usually chosen to be an elephant for some reason) freeze at the horizon. It is then broken down due to the
temperature of the black hole and is radiated away into space. So the information is preserved in the radiation.
Observer B is inside the event horizon and sees the object continue unhindered towards the singularity:



However, there is a problem with this Xerox machine at the event horizon. Quantum mechanics prohibits the
precise copying of any object. If we could take a precise copy of a particle, for example, we could take one particle
and measure its velocity, and we could take the copied particle and measure its momentum. Hence, we could know
both the velocity and momentum of the particle — something prohibited by the Heisenberg uncertainty principle.
This law prohibiting precise copying is called the quantum no-cloning theorem.

Black hole complementarity has a clever way of avoiding the no-cloning theorem. Each observer — observer A
outside the horizon, and observer B inside the horizon — can only see one copy of the information. Observer A can
see the information in the radiation, while observer B can see the information in the unharmed elephant. But,
crucially, neither observer can see both copies of the information.

So black hole complementarity seemed like a very satisfactory solution to the information loss paradox. In 1997,
Stephen Hawking had made a public bet with John Preskill that information was definitely lost in black holes.
However, in 2004 Hawking announced that he was conceding the bet — so even Stephen Hawking was convinced
that the information came out with the radiation. For winning the bet, John Preskill received a baseball encyclopedia
from Stephen Hawking (because it was heavy and difficult to get information out of it).

However, it now appears that Hawking conceded the bet prematurely. In the summer of 2012, the physics
community got very excited when a group of physicists based in California (Almheiri, Marolf, Polchinski, and Sully
— collectively known as AMPS) realised there was a flaw in complementarity.

According to AMPS, the observer outside the event horizon could obtain his information about the infalling
object from the emitted radiation. But the flaw in complementarity was based on the fact that the observer could then
jump into the hole and catch up with the object itself. The observer would then have two copies of the information,
and that breaks the no-cloning theorem.

The only way out of this paradox is, according to AMPS, that any object entering the black hole is no longer
unaware of the moment it crosses the event horizon. The moment the object crosses the event horizon there has to be
a dramatic instant incineration of the object by Hawking radiation. This appears to be the only way to ensure that the
no-cloning theorem is not violated. The AMPS theory has obtained the nickname "firewalls" because of this.

But why should a firewall appear out of empty space? No one seems happy with this conclusion, not even AMPS.
There have been a host of different papers published over the last few months, all arguing different viewpoints.
There is no consensus of opinion. In fact, this area of research seems to be in a state of chaotic flux. Most of the
papers seem to be tinkering around the edge of the event horizon, trying to save the old model. The information
paradox seems to be as far away from being solved as it has ever been.

I think we can safely say the information loss paradox remains unresolved. As I said earlier, either quantum
mechanics or general relativity must be wrong. I believe it is general relativity which requires modification. Later in
this book we will be revisiting the paradox armed with a new theory, a theory which does away with the tinkering
and proposes a radical reassessment of general relativity and our model of black holes.
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THE SOAP BUBBLE UNIVERSE
So far in this book, the material has not deviated from orthodox physics and cosmology. At this point, I have to

warn you that we are now going to take a different turn. Over the next few chapters, a startlingly original hypothesis
will be presented. We will build toward the hypothesis in a logical manner, and I firmly believe the hypothesis has a
firm grounding in orthodox physics. However, the nature of the hypothesis is inevitably far removed from the
mainstream. If the hypothesis appears too far-out for your liking, I can only ask you to bear with me as we explore
the remarkable implications and apparent success of the hypothesis. Clear evidence will be presented. I hope you
will be won over.

Sometimes you can stare at a problem for too long that you become unable to see a solution. Sometimes you need
a radically different way of looking at a problem.

Up to now, we have studied several of the greatest mysteries in physics. We have considered the mystery of
gravity, the puzzling acceleration of the expansion of the universe, problems with the inflation hypothesis as a
means of explaining the flat universe, undesirable singularities in black holes, the mystery of black hole entropy
being proportional to the surface area of the event horizon, and the apparent loss of information in black holes. It is
now time to present a single, simple, logical solution which we shall see has the potential to solve all these
problems.

There is a remarkable result in physics that has been known for many decades. The result seems to point to
something very important and profound about the universe, yet it appears that no one quite understands or knows
what to do with the result. It is the principle that the universe has zero total energy.

But how on earth can the universe have zero total energy? The universe obviously contains mass, and we know
through E=mc2 that mass can be converted to energy. So how can the total energy in the universe be zero? In order
to understand this, we have to think a little bit more about how the force of gravity works.

Consider two masses which are quite close together. If we try to separate those two masses, we will have to
perform work against the force of gravity. In this respect, the force of gravity between the two masses functions very
much like a spring, the spring (gravity) attempting to pull the two masses back together:

When you move the two masses apart, energy is stored in the gravitational field: energy is stored in the gravity
"spring". The density of the energy is actually proportional to the square of the field. How can energy be stored in a
spring? Well, just imagine a traditional clockwork wristwatch. When you wind the wristwatch, you transfer energy
to the spring, and it is the spring which stores the energy. Slowly over time, the energy in the spring is released and
can power the motion of the hands of the wristwatch. And it appears to be a very similar situation with gravity.
When masses are pulled apart, energy is transferred to the "spring" of the gravitational field. Energy is stored in the
field, and then over time that energy is released to generate motion, i.e., to bring the masses back together again.

But, when you think about it, you realise this "spring" of gravity does not behave like a normal spring. With a
normal spring, the further apart you pull the two objects, the greater the force the spring exerts to pull the objects
back together. So, with a normal spring, it becomes ever harder to pull the objects further apart. Gravity does not
work like that. If you consider the equation for Newton's law of gravitation, you will see that the force between the
masses reduces as the distance between the masses increases. This behaviour is therefore different to the behaviour
of a mechanical spring, and it is very hard to imagine a spring behaving like that. The spring would have to be very
hard to pull apart initially, but it would get progressively easier as you pull the masses further apart. In this respect,
the "gravity spring" is a very peculiar type of spring.

But it is this peculiar behaviour of the gravity spring which enables the universe to have zero total energy. This is
possible because the behaviour of the gravity spring means the gravitational energy contained within the spring (i.e.,



the energy contained within the gravitational field) can be considered to be negative energy.
So how can gravitational energy be negative? Well, if objects are separated to infinity they feel no gravitational

pull between themselves, so the gravitational energy of the system is zero in that case. But when those objects were
initially clumped together, you had to put a lot of energy into the system to force them apart (remember: the gravity
spring does not work like a normal spring — it is very hard to pull objects apart initially). So if you have to put
energy into a system just to get to a zero energy situation, this means the energy of the system when those objects
were initially clumped together must have been negative.

So gravitational energy is negative. But what is even more remarkable is that when we consider the actual data for
the energy of the universe, the positive energy of the universe is precisely matched by the negative gravitational
energy — giving a total energy for the universe of zero. As Richard Feynman said in one of his lectures on
gravitation in the 1960s: "If now we compare this number (total gravitational energy M2G/R) to the total rest energy
of the universe, Mc2, lo and behold, we get the amazing result that M2G/R = Mc2 so that the total energy of the
universe is zero. Why this should be so is one of the great mysteries — and therefore one of the most important
questions in physics. After all, what would be the use of studying physics if the mysteries were not the most
important things to investigate?"

So Richard Feynman considered the mystery behind the zero-energy universe to be "one of the most important
questions in physics". Trusting his instincts, he knew this undoubtedly held the key to a principle of the greatest
importance.

Perhaps there is a simple and profound way to realise that the total energy of the universe must be zero. And this
method can be derived from our fundamental principle that there is "nothing outside the universe". This principle is
beautifully expressed by Misner, Thorne, and Wheeler in their classic textbook Gravitation: "There is no such thing
as the energy (or angular momentum, or charge) of a closed universe, according to general relativity, and this is for a
simple reason. To weigh something one needs a platform on which to stand to do the weighing."

There can be no such weighing platform outside the universe — because there is nothing outside the universe.
You could never put the universe on weighing scales to determine the total mass-energy of the universe:

Those who have suggested that there is a non-zero value for the total energy of the universe are surely committing
a category error: taking laws which only apply to objects within the universe and applying those laws to the entire
universe itself. These are entirely different circumstances, and cannot be compared.



What would a numerical value for the total energy of the universe actually mean? How could the energy be used?
Obviously it could not be used to power anything outside the universe!

There is a also a famous equation derived from general relativity called the Wheeler-DeWitt equation which
suggests that the total energy of the universe is zero.

Another convincing argument that the energy of the universe is zero comes from the law of conservation of
energy. By having a zero-energy universe, we find that energy is conserved over the period before and after the Big
Bang. This might seem a very strange thing to say, after all, it would appear there was nothing at all in existence
"before" the Big Bang, so how could energy possibly be conserved in comparison with the era after the Big Bang?
Well, as Alan Guth explains in his book The Inflationary Universe: "If the creation of the universe is to be described
by physical laws that embody the conservation of energy, then the universe must have the same energy as whatever
it was created from. If the universe was created from nothing, then the total energy must be zero."

Basically, what this means is that the universe must have had zero energy before the Big Bang (as absolutely
nothing was in existence), so the universe must also have zero total energy in the era after the Big Bang. This might
sound like quite a trivial argument, and there is a fair amount of controversy about whether energy is necessarily
conserved in general relativity, but I believe the argument is actually extremely convincing.

We can surely proceed with a fair degree of confidence that the total energy of the universe is zero. And because
we have derived this result from our fundamental principle, we can be sure that this result must apply in all
conceivable universes.

 
Now let's try and generate a few equations to describe this principle that the total energy of the universe is zero.
If we can consider gravitational energy to be negative, and we know from our fundamental principle that the total

energy of the universe is zero, we can equate the total mass energy of the universe (obtained from E=mc2) with the
total gravitational energy:

where RU is the radius of the universe, MU is the mass of the universe, c is the speed of light, and G is the
gravitational constant.

You might recognise this equation as the equation referred to in the earlier quote from Richard Feynman.
Reorganising the terms in this equation leads us to a formula which appears to provide a means for determining

the radius of the universe:

This equation seems to be a quite remarkable formula: the ability to determine the radius of the universe from a
combination of constants. It is as if the universe necessarily has to expand to this radius.

As I stated earlier, no one seems quite sure what to make of this result that the total energy of the universe appears
to be zero. However, I believe this equation represents the first (but not the last) prediction of the zero-energy
universe: it predicts the natural value of the eventual radius of the universe.

(The more foresighted reader is probably already realising that this necessitates a radical modification to the way
the universe is predicted to expand — but more of that later.)

Note that, at this stage of the book, no particular force is being proposed as the reason for this expansion of the
universe. That will come later. All that is being stated is that the universe necessarily has to expand to this radius: it
is a logical necessity. This reflects a very important personal conviction I have. It is the principle which is



fundamental (in this case, the principle of the zero-energy universe). The force (i.e., the movement of objects) arises
necessarily in order to satisfy the fundamental principle. So the force as such is not really fundamental — it is
secondary. It is the principle which is fundamental. The fundamental principle is a statement which is obviously
correct. The fundamental principle must be true.

According to the dark energy hypothesis, the vacuum energy will continue the expansion, and the expansion can
potentially continue forever. However, if we allow the universe to continue to expand due to the presumed influence
of the vacuum energy then, as the radius progressively increases, we will inevitably break Feynman's wonderfully
mysterious equation for the zero-energy universe. And we are not going to allow that to happen — it is a
fundamental principle.

So, for the purposes of this analysis, we are going to forget about the vacuum energy hypothesis for the expansion
of the universe. We discussed the problems with the troublesome fine-tuned vacuum energy back in Chapter Four.
The value of the vacuum energy would have to be an extraordinarily small fine-tuned value, and when we try to
calculate the value we just get a silly result which is far too large. In reality, the value for the vacuum energy could
be arbitrarily close to zero. So we are entitled to consider alternative explanations for the expansion of the universe.
We are going to consider the situation in which the expansion of the universe is not due to the vacuum energy —
instead it is due to the logical necessity that the total energy of the universe must be zero.

Returning to consider the previous formula for the necessary radius of the universe, the more eagle-eyed of you
will recognise this resembles a formula which was introduced in the previous chapter: the formula for the
Schwarzschild radius of a black hole:

What a surprise! Where did that come from? What has the radius of our universe got to do with the radius of a
black hole? Well, actually, it is not so surprising to see the formula for the Schwarzschild radius appearing here.
Remember how we derived the Schwarzschild radius by equating kinetic energy with gravitational energy? Well, we
have arrived at this result in a similar manner by predicting that the total mass-energy of the universe should be
equal to the gravitational energy, in order to produce a zero-energy universe. So we arrive at this equation when we
consider the balance of energies. In the case of the black hole, the balance of energy is between an object trying to
leave the hole, and the gravity which is pulling it back. Similarly, with the universe, we get a balance between the
gravitational energy of the universe and the energy which is contained within the masses of the universe.

More and more we are discovering that the balance — and imbalance — of energies is the key to uncovering why
objects move, and why the universe takes the form it does.

So a very nice analogy can be formed between the universe and a soap bubble! If you remember back to our
analysis of a soap bubble in the introduction, we considered how the film of a soap bubble is elastic, and the
potential energy of the surface is proportional to its area. Nature tries to minimise the potential energy, so the film
tries to contract as far as possible, but this contraction is resisted by the outward pressure of the air within the
bubble. Similarly for the universe, at the equilibrium distance we find a balance between the gravitational energy of
the universe and its mass-energy. As the 19th century physicist Lord Kelvin said: "Blow a soap bubble and observe
it. You may study it all your life and draw one lesson after another in physics from it."

Returning to consider our formula for the radius of the universe, let us replace our Newtonian derivation with the
more accurate Schwarzschild formula which we derived earlier:

Is this result matched by observation? Does it provide an accurate value for the radius of the universe? In order to



check this equation, we substitute values for G, MU, and c into the equation. We will take a value of 1054 kg for the
mass of the universe. [11]

This gives us a predicted value for the radius of the universe, RU, of 1.5 × 1027m which compares reasonably well
with the actual measured value of approximately 4.3 × 1026m. There is a discrepancy, but, as I said earlier,
cosmology is not an exact science and it is hard to get accurate measurements. So we can say that there is a fair
degree of quantitative evidence that the hypothesis is correct: the radius of the universe has to expand to its
Schwarzschild radius. The equation seems to work.

Can this accurate prediction of the radius of the universe really just be a coincidence? Surely not. As Feynman
suspected, this equation is telling us something profound.

In fact, the data seems to indicate that the radius of the universe is rather less than its Schwarzschild radius. In
other words, this seems to imply that the universe fits the criteria for a black hole! So is the universe really a black
hole? We will return to consider this later.

The universe must be flat

So we have predicted that the radius of our universe should be equal to its Schwarzschild radius — and this
compares with observation very well. But if the radius of the universe is equal to its Schwarzschild radius then we
can make another prediction, and that is that the universe is spatially flat.

This is actually a well-established property of the Schwarzschild radius. If you remember in Chapter Five when
we derived the Schwarzschild radius we considered the escape velocity of a particle. We found the escape velocity
by equating kinetic energy with gravitational energy: a particle had enough energy — and only just enough energy
— to leave the universe. This represents a flat universe. If the universe was closed, the particle would have looped
back round into the universe again. If the universe was open, the particle would have left the universe at speed. So,
again, it is all about the balance of energies.

Here is a bit of algebra which you should be able to follow.
Another way to show that the universe is flat at the Schwarzschild radius is to use the first Friedmann equation

which we considered in Chapter Three. We saw there that the critical density of a flat universe (i.e., perfectly
balanced between being open and closed) was given by:

We also know from basic geometry that the volume of a sphere is given by:

so the volume of the spherical universe is:



where RH is the Hubble radius, the radius of the observable universe.
So we know the density of a flat universe, and we know the volume of the universe. We can combine these two

results to find the mass of a flat universe via mass = density × volume:

Substituting for H = c/RH (as was discussed in Chapter Three):

which, if you reorganise the terms of this equation and cancel a few terms, gives:

which is, once again, the formula for the Schwarzschild radius. So a flat universe has a radius equal to its
Schwarzschild radius.

So we no longer need inflation to solve the flatness problem (as discussed in Chapter Three). If you remember,
the flatness problem arises because it appears that the density of mass and energy is precisely fine-tuned to result in
a flat universe. The radius of the universe is treated as a "free parameter", which means it could take any possible
value. This leaves us with the problem of why the universe is flat, and the inflation hypothesis emerges as a possible
solution.

If, however, we consider there to be a logical necessity for the total energy of the universe to be zero, then the
radius of the universe has to be equal to its Schwarzschild radius. This means the radius of the universe is no longer
a free parameter — the universe must expand to a certain value, and that value ensures a flat universe will result. So,
effectively, our fundamental principle bypasses the fine-tuning problem, and we no longer need to introduce
inflation as the reason for the flatness of the universe.

Generally, the fact that the radius of the universe is very close to its Schwarzschild radius, and the fact that the
universe is spatially flat, is presented as a lucky coincidence. However, we can see from our fundamental principle
— which predicts a zero-energy universe — that a flat universe with a radius equal to the Schwarzschild radius is to
be expected. It is no lucky coincidence. It is as though the universe must logically and necessarily expand toward the



following scenario:

 

The hybrid expansion

Of course, if it is suggested that the universe will expand to a natural radius — like a soap bubble — then this
clearly requires a radical modification to the existing model of cosmological expansion.

In the earliest stages of the universe, we could imagine the mass and energy of the universe being positioned in
close proximity. Our analysis would suggest that, at this early stage, the total mass-energy of the early universe
would be vastly greater than the gravitational energy contained in the field (gravitational energy is always negative
— as we considered earlier — and at the time of the Big Bang with all matter so close together it would have been
hugely negative):



This imbalance would result in a universe whose total energy would be far from zero. Nature could not tolerate
such a thing — our fundamental principle says as much. There would be a logical necessity for the universe to
rapidly expand until it reached the equilibrium point: the Schwarzschild radius. This initial acceleration is analogous
to the situation believed to occur at the Big Bang.

Only after the universe has expanded to its Schwarzschild radius would the imbalance of energies be corrected:



So the hypothesis predicts a theory for the expansion of the universe which is a peculiar hybrid of the Big Bang
theory and the Steady State theory. The expansion is predicted to accelerate from a point of great density until it
reaches its Schwarzschild radius. Even when it reaches that point, the universe would continue to expand —
probably for billions of years. However, once it passes the Schwarzschild radius it does start to decelerate.
Eventually, the expansion would cease, and then reverse. The universe eventually settles at a constant radius. It
really would be a "soap bubble" universe.

I do not believe anything similar to this hybrid expansion model has ever been suggested before. Undoubtedly,
this is because it contradicts general relativity. As we saw in Chapter Three, general relativity either predicts a
universe which collapses back in on itself or expands forever. The steady state position — with the universe
remaining at a constant average radius — is unstable. However, the hypothesis presented in this book suggests that a
stable equilibrium distance is not only possible, it is a certainty. We will consider the implications for general
relativity in the next chapter.

It is time to present a new theory …
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GRAVITY REVISITED
In the previous chapter, we saw how there could well be a logical necessity for the universe to have zero total

energy. This could only be achieved with the assistance of gravity. Gravity was considered to provide a form of
negative energy which could balance the positive mass-energy in the universe. The combination of the logical
necessity for zero energy together with the theory of gravity meant the universe expanded to a certain radius.

The simplest way to think about this is to compare the universe to a soap bubble. The elastic film of the bubble
always tends to contract (analogous to gravity), whereas the air pressure in the bubble is always directed outward
(analogous to the mass-energy in the universe). The bubble eventually settles down to an equilibrium radius at
which the two energies are balanced.

Considering the universe, it appears we could combine the logical principle and the conventional force of gravity
together to produce a theory of modified gravity. This modified theory of gravity would act to move the radius of the
universe to its equilibrium distance.

As we shall see, what makes this theory of modified gravity so compelling is not just that we have derived it in a
logical manner, but because simple solutions to so many of the most intractable problems in cosmology fall
naturally out of the theory. We have already seen how the theory predicts a flat universe, without fine-tuning or
inflation. We will later see the remarkable implications for dark energy and black holes.

In order to consider the behaviour of this theory of modified gravity, we are going to use the spring analogy. It
would appear the theory of modified gravity, like a normal spring, now appears to have a natural extension at an
equilibrium distance:

If a mass is moved, the spring is stretched. Energy is transferred to the gravity spring, so the balance of energy is
upset. Gravity then works to restore the natural equilibrium distance. This effect reveals itself as an attractive force
between the masses:

This would be, by far, the most common observed effect of gravity in the universe. For example, the Earth
attracting the Moon, trying to drag the Moon back to the Schwarzschild radius of the Earth (which is a very small
distance). However, by analogy with a normal spring, this "gravity spring" can also be compressed as well as
stretched. If the mass is moved closer to the other mass so that it is inside the Schwarzschild radius, the balance of
energy is disrupted once again, but this time in the opposite direction. Gravity again works to restore the natural
equilibrium distance, but this time the effect would reveal itself as a repulsive force between the masses:



At this point, you might very well throw up your hands in horror at the prospect of modifying gravity. The theory
of general relativity is regarded as one of the greatest achievements of the human intellect. It has been tested many
times (remember Eddington's solar eclipse?) and always found to be perfectly accurate. So it might come as a
surprise to find out that almost all physicists would agree that the theory of gravity has to be modified!

Gravity has to be modified — but only at the smallest scales. Though gravity is extraordinarily weak, at the
smallest distances it is predicted to increase to a huge force. These distances are in the region of the Planck length,
the smallest distance at which our laws of physics still hold. In order to accurately predict the behaviour of gravity at
these distances, a new theory of quantum gravity will be required.

So gravity needs modifying at small scales, but at large scales it remains a fact that general relativity remains
wonderfully accurate. This might be proving somewhat frustrating for a group of physicists who believe that the
accelerating expansion of the universe might be explained by modifying gravity at large scales. If the large-scale
theory of gravity could be modified to become repulsive at large distances then it could eliminate the need for the
proposed dark energy. Sean Carroll expresses this in a video entitled Dark Energy, or Worse: Was Einstein Wrong?
(available on YouTube): "We only ever infer the existence of dark matter and dark energy through gravity. We have
been given a theory of gravity by Einstein — general relativity — which has been tested very precisely in the Solar
System, but now we are applying it to regimes that are orders of magnitude away from that. How do we know that
our theory of gravity works on those scales? Well, we don't. This is not a situation where professional cosmologists
are trying to save Einstein's honour by saying that his theory must be right even though the data contradicts it."

However, general relativity has proven just too accurate at large scales. These theories suggesting modifying
gravity at large scales have not achieved much success or acceptance.

The novel feature of the theory of modified gravity being presented here is that for almost every object in the
universe the theory does not suggest that the large-scale behaviour of general relativity is modified in any way. This
is essential. The long-distance behaviour of general relativity is too well established. On the contrary, for almost all
objects in the universe the theory of modified gravity presented here suggests a modification of gravity at small
scales, the distances where everyone agrees that modification is essential. This is because the theory modifies
gravity at distances inside the Schwarzschild radius of an object, and for most objects in the universe that is an
extremely small scale indeed.

To put this into context, the Schwarzschild radius for the Earth is approximately 9mm. To see the repulsive
gravity effect in reality, all the mass of the Earth would have to be compressed to the size of a peanut, and even then
the effect would only be detectable inside the peanut. The Schwarzschild radius for the Sun is 3km. The
Schwarzschild radius for a human being is less than the radius of an atom. So this repulsive gravity is not an effect
which is going to be easily detectable. In fact, for just about every object in the universe, gravity would only ever
manifest itself as an attractive force and standard general relativity would apply.

However, for the universe as a whole, the story is very different. The Schwarzschild radius of the universe is the
huge distance of 1.5 × 1027m (calculated from the mass of 1054kg) — a distance which is larger than the radius of
the current observable universe. So the whole mass of the universe is contained within its Schwarzschild radius. This
means that, for the universe as a whole, the repulsive effect becomes highly-significant. Gravity would act to expand
the universe.

We discussed the vast scale of the universe in Chapter Three, and here we see why this vast scale is so important.
This ingenious hypothesis presented in this book suggests that gravity should be modified only at small scales.
However, the universe is so vast, so utterly beyond our comprehension, that, for the universe as a whole, the small-
scale becomes large-scale. So for the universe itself — and only the universe itself — gravity acts as a repulsive
force.



The accelerating expansion (revisited)

As we discussed in Chapter Four, at the largest cosmological scale we find the accelerated expansion of the
universe which is commonly associated with the presence of the mysterious dark energy. But the simple and elegant
theory presented in this book suggests that this repulsive gravity effect is to be expected for any object whose mass
is entirely contained within its own Schwarzschild radius — and that includes the universe. So the accelerated
expansion of the universe could possibly be explained by this wonderfully simple principle of gravity acting as a
repulsive force inside the Schwarzschild radius.

In which case, we are provided with a simple explanation of why galaxies are accelerating away from each other:
they are simple "falling away". Just as when you drop a rock, it accelerates under the pull of gravity, so these
galaxies are basically "falling" under the pull of gravity, and accelerating in just the same way as a dropped rock.

As another interesting thought, the Big Bang has always been presented as an initial explosion. After that initial
impetus, gravity is predicted to take over and progressively slow the expansion of the universe, gravity being
predicted to always act as an attractive force. So this explosive Big Bang set matter and energy on an inertial
trajectory, acting very much like a ballistic bullet being shot from a gun.

However, this proposed new model of a hybrid expansion does away with the immense initial explosion and
considers a universe with a slower initial acceleration due to gravity. Instead of the bullet being fired from a gun,
imagine the bullet being dropped from your hand. The initial speed of the bullet will be low, but the bullet will
accelerate under the influence of gravity and — given enough distance — the bullet will end up moving as fast as
the bullet which was fired from the gun.

Similarly for the universe, the expansion would start slowly, and progressively pick up speed. This slower take-
off provides an opportunity for the equalisation of temperature throughout the universe, resulting in the uniform
distribution we see today.

So this theory avoids the need for inflation to explain the flat universe (the flatness problem) and avoids the need
for inflation to explain the uniformity of the universe (the horizon problem). It appears there is no need for inflation.

So maybe the total universe is not a hundred sextillion times larger than the visible universe after all (as predicted
by inflation).

If you remember back to our discussion of the dark energy hypothesis, we encountered the "cosmic coincidence
problem" (just one of the fine-tuning coincidences associated with the dark energy hypothesis). This suggested that
we are living in a very special era because the amount of mass and the amount of dark energy appear to be closely
balanced at the moment (dark energy is predicted to carry on powering the expansion of the universe until it
dominates the amount of mass). However, the hypothesis presented in this book predicts a universe which settles
down to a constant steady state — in which case there would be nothing special about the current era. It is just one
more coincidence eliminated by the hypothesis.

 
As well as considering the predicted effect on the whole universe, it is also important to consider the effect of the

theory on the largest objects which exist within the universe: galactic clusters. Galactic clusters are groups of about
50 galaxies held together by gravity, and they represent the largest known gravitationally-bound objects. For the
theory of modified gravity proposed in this book to be correct, it is essential that gravity is shown to be an attractive
(not repulsive) force for galactic clusters. In this sense, the theory proposed in this book is very much a falsifiable
theory: if the theory predicts that gravity should be a repulsive force for galactic clusters, the theory would have to
be rejected (it is considered a good thing for a scientific theory to be falsifiable).

Fortunately, when we consider galactic clusters we find that the theory predicts gravity to be an attractive force.
This is because the radius of a galactic cluster is in the order of 1022m, and its Schwarzschild radius is much smaller
at 1016m. Hence, the theory has passed this test: galactic clusters are predicted to be held together by gravity.

All the galaxies within the cluster are predicted to attract each other according to conventional gravity. This is
because the Schwarzschild radius of a galaxy is much smaller than the radius of the galaxy. The only objects which
would exhibit gravitational repulsion would be those objects whose entire mass can fit inside their Schwarzschild
radius.

The following graph shows the radius of various celestial bodies of different scales plotted against the
Schwarzschild radius of those bodies. In this way, we can see if gravity is predicted to be an attractive or repulsive
force for those bodies. The bodies all tend to lie very close to a straight line (shown dotted), as the bodies are all
made of atoms and the line represents constant atomic density.

For most of the graph, the radius of the objects is greater than their Schwarzschild radius, and so gravity is an
attractive force. However, in the shaded area, the radius dips to become less than the Schwarzschild radius, so
gravity is predicted to be a repulsive force for these objects. Only the universe as a whole lies in this area, so only



the entire universe experiences repulsive gravity:

The point at which gravity switches from attractive to repulsive is called the crossover scale. For a successful
theory which explains the acceleration of the expansion of the universe, it is generally accepted that the crossover
scale should be in the region of the Hubble scale. From the previous graph, it appears the proposed crossover scale
of approximately 1024m would be absolutely perfect to explain the acceleration of the expansion.

This is by no means the only theory of modified gravity which attempts to explain the acceleration of the
expansion by modifying general relativity. Let us consider what appears to be the leading modified gravity theory
which is called the DGP theory, named after the surnames of the inventors, Dvali, Gabadadze, and Porrati.[12] It is
interesting to compare the predictions of the hypothesis presented in this book with the predictions of the DGP
theory.

The DGP model is based on string theory. According to string theory, particles are composed of one-dimensional
strings. But it is also possible for there to exist objects with a greater number of spatial dimensions. For example, a
two-dimensional surface is called a brane (from "membrane"). Branes can have any number of dimensions. In
particular, the string theory model suggests that our four-dimensional universe might be a brane inside a higher-
dimensional space called the bulk. Other parallel universes might be separate branes inside the bulk.

This model has some interesting things to say about gravity. It proposes that the reason that gravity is such a weak
force is because much of its power leaks out of our universe into the bulk. This leakage is not supposed to affect the
other three fundamental forces which explains why they are so much stronger than gravity.

The DGP theory of modified gravity attempts to explain the accelerated expansion of the universe by proposing
that gravity is weaker at very large distances. The theory proposes that the universe's four spacetime dimensions are
on a brane which is actually in a five-dimensional space. At shorter distances, the four-dimensional term dominates
which gives rise to the conventional strength of gravity. However, at very large distances, gravity leaks into the fifth
dimension, explaining why it is a weaker force at cosmic scales.

However the crossover point in DGP theory at which gravity behaves differently was calculated to be only the
size of the solar system, which is far too small. The DGP team suggest an ideal crossover scale for their theory
would have been the vastly larger figure of 1021m. As we have just seen, the crossover scale for the theory proposed
in this book occurs at precisely the suggested scale. So the theory of modified gravity presented in this book more
accurately models the universe than the most popular current theory.

So this is a really ingenious, simple theory, which matches available data. And this is not an ad hoc theory which
has been invented to fit the data. On the contrary, we have derived this theory through a very simple logical thought



process, built-up from fundamental principles. We had no freedom to "fiddle" this theory. We discovered this theory
— not invented it.

When I set out to construct this theory, I was only interested in seeing if a theory of gravity could be produced
from the principle of the zero-energy universe. I had no idea that this "repulsive gravity" idea would pop-out, or that
it would agree so closely with the observed acceleration of the expansion of the universe. This was a complete
surprise.

 
Finally, I would like to end this chapter by recounting a funny true conversation I recently had with a friend of

mine (who shall remain nameless!). I was explaining the principle of repulsive gravity, and I wondered what would
happen to humanity if the force of gravity suddenly reversed so that all the objects on the face of the Earth flew
upwards. I imagined us being trapped on the ceiling of our room — like in the Poseidon Adventure. My friend,
though, had an ingenious solution to prevent himself flying upwards under reversed gravity: "There's no problem",
he insisted, "You would just have to weigh yourself down with heavy weights!"

I hope you can see the flaw in my friend's logic.
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BLACK HOLE UNIVERSE
Let us now turn our attention back to black holes.
In our analysis of black holes, we calculated that any object would become a black hole if all its mass was

compressed to a smaller size than the Schwarzschild radius for that mass. At that point, the pull of gravity would
become a one-way street and a singularity would inevitable occur. Well, that throws up an interesting scenario
because the Schwarzschild radius of our universe appears to be larger than the radius of the universe. In other words,
our universe fits the criteria for a black hole!

You might imagine that the density of the universe would not be enough to form a black hole. However, while it
is true that small regions of space would require tremendous densities to form a black hole (Earth, for example,
would have to be compressed to a 9mm radius), very large regions of space would require a far smaller density. For
example, the average density of the region inside the event horizon of a supermassive black hole can be less than the
density of water! This is because the Schwarzschild radius is proportional to mass, which is proportional to the cube
of the radius. So as a region gets larger, its Schwarzschild radius increases at a much faster rate than its radius does.
In fact, if you have a very large volume of mass at constant density, then it is guaranteed to become a black hole if
the volume is large enough — no matter how small the density! [13]

This means that if we had a large volume of soft cotton wool, with a uniformly low density, it would collapse to
form a black hole as long as the volume was large enough. Imagine a cotton wool black hole!

So people who say that the universe is arbitrarily large — or infinitely large — are surely saying that the universe
has the characteristics of a region which will form a black hole. And certainly, if we consider the implications of
inflation — which predicts a size for the entire universe which is a hundred sextillion times the size of the visible
universe — then it would appear that such a universe would surely represent a black hole. This is what the equation
tells us. To quote Steven Weinberg: "Our mistake is not that we take our theories too seriously, but that we do not
take them seriously enough." That certainly seems to be the case here.

In this book, we have seen that a universe which reaches the size of its Schwarzschild radius is spatially flat. This
would appear to indicate that a universe which is entirely contained within its Schwarzschild radius would be a
closed universe. It is known that light cannot escape from a closed universe — just like a black hole. So there are
clear parallels between a closed universe and a black hole, both in terms of their size and their behaviour.

When physicists consider this question of whether the universe is a black hole (which is not often), there appears
to be a lot of skirting around the issue. Even though this appears to be a vitally important question, I get the
impression that they feel uneasy about the possibility. I have seen criticisms that the universe cannot be a black hole
because, of course, a black hole is defined to be a region inside a larger space, and there cannot be any larger space
outside the universe. Though, of course, if you were an inhabitant of a black hole it would appear to you that your
black hole was your entire universe, and there was no space outside. So I feel this is a very weak criticism.

But usually the conclusion is that the behaviour of matter inside the universe simply does not match the behaviour
expected inside the event horizon of a black hole. Specifically, inside a black hole we would expect to find matter
converging to a central singularity. However, in the universe, we find matter emerging from a central point.

So physicists make a comparison between our universe and a peculiar theoretical object called a white hole.[14] A
white hole is like a time-reversed black hole. And, when you think about it, this makes a lot of sense. At the time of
the Big Bang, the universe is believed to have been a point singularity, and from that time onwards matter was
expelled from that singularity. In a black hole, matter is consistently attracted to the singularity — just the opposite
of the Big Bang! Hence, the universe behaves as if it is a white hole, as if it was a black hole in reverse.

So the hypothesis of the universe being a black hole is usually rejected because, as I say, the behaviour of matter
inside the universe simply does not match the behaviour expected inside the event horizon of a black hole. However
— and this is a key point — nobody knows what happens inside a black hole. Nobody can ever know. It is
impossible to get information out of a black hole, so no one knows what goes on inside a black hole.

But, as we have seen, the equations still point to the universe being a black hole. With this in mind, it would
appear that when we look out on the universe, we are looking at the behaviour of matter inside a black hole. And
rather than seeing matter collapsing towards a central singularity, we see space expanding outwards towards the
Schwarzschild radius. I feel this is clear evidence that the hypothesis described in this book is correct. If the data



contradicts our model of gravity, we should not ignore the data — we should modify the model.
With this is mind, on the basis of the hypothesis that was proposed in the previous chapter, we can see that the

reason matter is propelled from a point singularity in our universe is because of the predicted repulsive behaviour of
gravity inside a black hole. We do not need to consider our universe as a time-reversed black hole, or "white hole"
— it is simply our incorrect model of the behaviour of gravity inside a black hole which is reversed, not time itself
being reversed.

Secrets of the black hole

This modified behaviour of gravity has huge implications for all black holes. Outside the event horizon, the
behaviour of a black hole would appear completely unchanged: mass would continue to be sucked to the event
horizon, and the black hole would eventually evaporate on schedule. There would continue to be an extraordinarily
high amount of total mass inside the event horizon of the black hole — together with an accompanying
extraordinary gravitational pull. However, the behaviour of that mass inside the event horizon would be completely
different. The hypothesis of this book predicts repulsive gravity inside the event horizon of a black hole. Inside the
event horizon, repulsive gravity is repelling interior masses to the event horizon. Basically, gravity moves all mass
to the Schwarzschild radius.

Note that the curvature of spacetime outside the event horizon is unaffected. To the exterior observer, the black
hole interior would appear to be the same fearsome entity as before.

There are many remarkable features about this result. For a start, it appears to eliminate the singularity at the heart
of the black hole. As we discussed in Chapter Five, if your physical theory has a singularity, it is a sign that your
theory is wrong. Physics breaks down at a singularity. A theory with a singularity needs modification. Our current
theory of black holes, derived from conventional general relativity, predicts the existence of singularities. However,
the modified version of general relativity described in this book has the happy property of eliminating the
singularity. The repulsive effect of gravity would fight against the tendency to collapse to a singularity.

Infinities do not occur in Nature. We have been too willing to accept the theory of singularities at the heart of
black holes. The theory presented here has the unexpectedly pleasing side-effect of revealing why singularities —
and associated infinities — would not occur inside black holes.

We can obtain another remarkable insight by considering a structure which we first encountered in Chapter Five:
the quasar. It was explained how quasars are the brightest objects in the universe. A single quasar can outshine the
combined brightness of all the other stars in its galaxy. So why are quasars so bright? It is believed that a quasar's
radiation is generated by a black hole's accretion disk (the disk of matter at the event horizon) rotating at near the
speed of light. Atoms in the disk are torn apart, creating a plasma of electrically-charged particles. The high-speed
rotation of the disk also creates a magnetic funnel, and this funnel shoots the plasma out into space at tremendous
speed — as shown in the following diagram:



This process of accelerating charged particles by using a magnetic field is essentially the same technique used by
our modern particle accelerators (such as the LHC). The spinning accretion disk of a black hole is truly the
universe's most powerful circular particle accelerator.

So now we see how the modified gravity hypothesis provides us with an insight as to why quasars are so
astonishingly bright. According to the modified gravity hypothesis, gravity acts to move all the mass of a black
hole to its event horizon, in which case the mass of the accretion disk must be truly astronomical. And the
energy produced by such a massive disk rotating at nearly the speed of light would explain why a single quasar can
outshine a million Suns.

We can obtain another insight about black hole behaviour from the modified gravity hypothesis. If you remember
back to our discussion of the black hole information loss paradox in Chapter Five, you will recall the "firewalls"
theory which suggests any infalling object has to be obliterated the moment it crosses the event horizon. This is in
contrast with the "no drama" orthodox theory which predicts that the infalling observer will detect nothing out of the
ordinary when he crosses the event horizon. According to AMPS, though (who proposed the firewalls theory), at the
event horizon we will find this dramatic incineration process. But why should this dramatic region spring out of
nowhere at the event horizon? A lot of physicists are uneasy about the firewalls proposal for that particular reason.
However, as we can see, the modified theory presented in this book suggests that the mass of a black hole would all
be concentrated at the event horizon. Any incoming object would be obliterated on the event horizon when it
hits the mass of the black hole, thus solving the information loss paradox. The information of the object would
be plastered around the mass at the event horizon, and emitted as Hawking radiation.

This aspect of the theory has similarities with the theory of fuzzballs based on string theory. According to the
fuzzballs theory, there is no singularity inside a black hole. Instead, there is just a mass of strings, extending out to
the event horizon. This is presented as a proposed solution to the information loss paradox as "the quantum
information is not trapped at the centre but stays on the fuzzy surface and is emitted as Hawking radiation".[15] This
solves the information paradox in much the same way as the theory proposed in this book.

Most crucially, this also explains why the entropy of a black hole — the trapped information — is
proportional to the surface area of its event horizon. This is due to all the mass (and, therefore, its information)
being spread over the event horizon.

Clearly, this modified theory of gravity is an elegant solution to many of the most puzzling problems in physics
and cosmology.
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CONCLUSION
Let us travel back in time to 1859.
The French mathematician Urbain Le Verrier has examined the orbit of Mercury and discovered peculiarities: the

orbit did not appear to agree with Newton's law of gravity. In order to explain this discrepancy, Le Verrier suggested
that there was another small planet inside the orbit of Mercury which was dragging it off course. Le Verrier called
this hypothetical planet "Vulcan". So, instead of suggesting that the law of gravity required modification, Le Verrier
suggested that there was a physical cause behind the observation. However, despite the claims of several
astronomers, the search for planet Vulcan drew a blank.

The solution to the peculiarity in the orbit of Mercury was only found when Einstein produced the theory of
general relativity in 1915. So instead of there being a physical cause to the discrepancy, it was our theory of gravity
which required modification.

Fast forward to the present day, and we find a very similar situation. Observations of the universe have revealed a
discrepancy from the predicted behaviour: the expansion of the universe is accelerating. Physicists — like Le
Verrier 150 years earlier — are once again loath to modify the theory of gravity. Instead, they are suggesting that
there is a physical cause to this discrepancy: the existence of "dark energy". However, might it not be the case that
the solution to the observed discrepancy could, once again, require a modification to the theory of gravity? This
time, though, it would be general relativity requiring modification — not the Newtonian theory.

Maybe "dark energy" will turn out to be the new planet Vulcan?
In our discussion of the black hole information loss paradox, in was stated that either quantum mechanics or

relativity must be wrong. There's no way round it. One of the two great theories of the 20th century must require
modification. So which one is it going to be?

Well, after reading this book you now know which side of the fence I lie on. The suggestion is that general
relativity requires a fairly subtle and ingenious modification. However, it is never going to be an easy task proposing
a modification to one of the great theories. At first glance, it might appear that the challenge is to "prove Einstein
wrong". However, this is not the case. Einstein did not prove Newton wrong. Both Einstein and Newton were
correct. Einstein simply built on the theory of Newton to produce a more sophisticated, more accurate theory.
Einstein's result had to agree with Newton's result in simple cases.

And this necessity to agree with previous theories is a challenge (a stumbling block?) for all theories of modified
gravity: they have to agree with Einstein's proven theory. Theories of modified gravity which attempt to explain the
accelerated expansion of the universe have all tried to modify gravity at large scales. The problem is, as you then
move back to consider smaller scales you find your modified measurements deviating from those predicted by
Einstein's theory. And Einstein's theory always gets it right. It is very hard to modify gravity at large scales for this
reason. Einstein did such a good job.

The hypothesis of modified gravity presented in this book is really very ingenious because it avoids this
drawback. Gravity is predicted to be modified only for objects whose entire mass is contained within their
Schwarzschild radius. This eliminates almost every object contained within the universe! Ants, trees, planets,
galaxies, galactic clusters, are all predicted to exhibit gravitational attraction precisely according to Einstein's theory.
At long range, for every object, the hypothesis of modified gravity presented in this book is identical to Einstein's
theory (an obvious exception is black holes, but more of that later).

However, the hypothesis predicts a modification to gravity at short range. Not all objects are affected: only
objects whose entire mass is contained within their Schwarzschild radius are predicted to exhibit this repulsive
gravity. Most importantly, the entire universe happens to be one of the very few objects affected. Hence, the
acceleration of the expansion of the universe is predicted.

As a bonus, the hypothesis presents simple and elegant solutions to some of the greatest mysteries and paradoxes
in cosmology. The universe is predicted to be necessarily flat — without inflation. Black holes (the only other
objects whose mass fits entirely within their Schwarzschild radius) are no longer predicted to contain singularities,
and a simple explanation is provided for black hole entropy being proportional to the area of the event horizon. The
information loss paradox is also simply explained.

So this gives us a new way of looking at gravity. Gravity seems to play a much more central role in the universe



than is realised. If you asked the average person what gravity does, they would probably say it pulls apples off trees.
If they were pushed a bit further, they might say it is the force responsible for holding the planets in orbit. And this
is clearly the case. As an attractive force capable of spanning the width of galaxies and beyond, it is responsible for
holding the universe together.

However, according to this hypothesis, gravity does not just "pull like mad" as if it is competing in a tug-of-war
competition. Instead, we find gravity operating as more of a "positioning" force. Its behaviour is more subtle than
we give it credit. Objects are positioned quite precisely at their Schwarzschild radius: it is all done with the precision
of a surgeon. We might interpret this as a coarse attractive force, which is how it reveals itself to us for most of the
time, but really gravity is so much more.

If the hypothesis described in this book is correct then one equation — for the Schwarzschild radius — controls
the positioning of every object in the universe under gravity. It gives the universe its overall structure, from being
the motivation behind the Big Bang, to powering the accelerating expansion of the universe and specifying its
eventual radius. But it also holds the planets in orbit around the Sun, it forms galaxies, it controls nuclear fusion in
stars, it describes the behaviour of black holes, and it pulls apples off trees. One force. One equation.

It is truly the equation of the universe.



FURTHER READING
The Black Hole War by Leonard Susskind
Very readable. How Leonard Susskind was delighted to prove Stephen Hawking wrong about the black hole
information loss paradox — only for the recent firewalls theory to apparently prove that Susskind was wrong.

 
Black Holes and Time Warps by Kip Thorne
Everything you ever wanted to know about black holes can be found in this impressive book.

 
The Inflationary Universe by Alan H. Guth
Everything about inflation, by the man who invented it.

 
http://www.spacetelescope.org
Mind-blowingly beautiful images from the Hubble Space Telescope.

 
Edge of the Universe by Paul Halpern
The latest exciting developments in cosmology, including dark matter, dark energy, and the unusual structures
which have recently been discovered in the universe.

 
Cosmology: A Very Short Introduction by Peter Coles
Good, solid, coverage of the basics.

 
Relativity, Gravitation and Cosmology by Ta-Pei Cheng
An intermediate book which is more mathematical, but not too heavy for the reader who wants to dig deeper.

http://www.spacetelescope.org


ACKNOWLEDGEMENTS
Many thanks to Gregory Gabadadze, Massimo Porrati, Wayne Hu, Sean Carroll, and Raphael Bousso for their

patient responses to my questions.
Thanks to Mark Gilder for the front cover photograph.



PICTURE CREDITS
Milky Way image is a public domain image courtesy of Wikimedia Commons.
CMB and shape of the universe image is courtesy of NASA/WMAP.
Planck image of the CMB is courtesy of the European Space Agency.
NAUTILUS-X, NuSTAR, and black hole image courtesy of NASA.



NOTES
[1] Things seem to be changing, with only 9% of U.S. faculty hired in 2012 being string theorists, compared with

58% in 1999.
[2] You may be aware of the work of the young American gentlemen known as the Insane Clown Posse, a so-

called "hip-hop" group who wondered about the nature of the electromagnetic force in their track "Miracles" (video
available on YouTube).

[3] Robert Matthews, I is the Law, New Scientist, 30th January 1999.
[4] And Albert Einstein was born in the same year James Clerk Maxwell died.
[5] It is interesting to note — though it is rarely mentioned — that the prediction that the universe should collapse

in on itself was just as much a problem for Newtonian gravity as it was for general relativity. Newton was aware of
the problem, but avoided it by saying the stars were so far away from each other that their gravitational pull was
negligible.

[6] C.L. Bennett et. al., Seven-Year WMAP Observations: Are There Cosmic Microwave Background Anomalies?
http://arxiv.org/abs/1001.4758

[7] Sometimes it is said that the universe must also be homogeneous, meaning that it must be the same all over.
However, an isotropic universe is necessarily also homogeneous.

[8] Figure taken from The Inflationary Universe by Alan H. Guth.
[9] For the technical details of this, see the superb paper by John C. Baez and Emory F. Bunn, The Meaning of

Einstein's Equation, http://arxiv.org/abs/gr-qc/0103044
[10] Leading Dark Energy Theory Incompatible with New Measurement, Scientific American, October 22nd,

2013. http://tinyurl.com/k28et3o
[11] The most common value for the mass of the universe is in the region of 3.3 × 1054 kg. However, this value

includes the dark energy "fudge factor", as described back in Chapter Four. The dark energy value is included just to
"balance the books" to produce a flat universe. We do not want to include this fudge factor in our calculations,
especially as the theory introduced later in this book proposes an alternative to dark energy. So we will remove 70%
of the mass of this dark energy universe to produce our value of 1054 kg.

[12] G. Dvali, G. Gabadadze, M. Porrati, 4D Gravity on a Brane in 5D Minkowski Space, http://arxiv.org/abs/hep-
th/0005016

[13] As Andrew Steane says in his book Relativity Made Relatively Easy: "At any given density we can attain the
condition where the radius is less than the Schwarzschild radius just by making the radius big enough."

[14] Philip Gibbs, Is the Big Bang a black hole? http://math.ucr.edu/home/baez/physics/index.html
[15] Wikipedia article on fuzzballs: http://en.wikipedia.org/wiki/Fuzzball_(string_theory)
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INTRODUCTION
The date: October 1971.
Pan Am flight 106 from Washington's Dulles International Airport is taking off on its scheduled flight to London.

To all outward appearances, this was just like any other flight. Passengers were fastening their seatbelts and
preparing for the eight-hour trip as the flight stewardesses gave their safety drill. However, we can only imagine the
puzzled looks on the faces of some of the travellers as they observed the extraordinary hand luggage of two of their
fellow passengers.

For assistant professor of physics Joe Hafele and his colleague, the astronomer Richard Keating, this flight was to
form a unique experiment. On the two seats in the middle aisle next to Joe Hafele, no passengers were seated.
Instead, the seats were occupied by large cases of electronic equipment, approximately one metre high. These cases
contained four highly-accurate caesium atomic clocks.

As part of an experiment, these clocks were being flown around the world. This was to be the first time that the
effect of Einstein's theory of special relativity was to be measured using actual clocks. This experiment was going to
reveal the true nature of time.

The following photograph shows Hafele and Keating with their clocks onboard the Boeing 747:

Hafele and Keating were attempting to test one of the great insights into the nature of time. For many centuries,
philosophers had wondered about the nature of time, without making much progress. The main problem is that the
nature of time is tied so closely to our own feelings of the passage of time that it is hard to move away from an
intuitive, subjective notion of time to a more objective analysis. We all have our own internal notions of what
constitutes time, but it is almost impossible to explain it. Saint Augustine described this dilemma when he said:
"What then is time? If no one asks me, I know. If I wish to explain it to one that asketh, I know not."

In his Critique of Pure Reason, published in 1781, Immanuel Kant continued Augustine's theme by suggesting
that space and time did not exist independently but were constructed by the human mind in order to make sense of
the world around us. After all, if time is just a feeling — as Augustine suggested — then maybe it was all in the



mind? The French philosopher, Henri Bergson, even believed that this model of time in the human mind would not
be present at birth and would have to be constructed via experience. So Bergson believed a newborn baby would not
experience time at all! The baby would have to learn to create its own model of time in its head as it grew up.

These philosophical arguments — which seemed to suggest that time purely existed as a subjective notion in our
heads — were swept away by Albert Einstein at the start of the 20th century. Einstein was greatly influenced by the
philosopher-physicist Ernst Mach who was an advocate of logical positivism. According to logical positivism,
physics should only make statements about phenomena which could be directly observed and measured. Using
logical positivism as his guide, Einstein simply stated: "Time is what we measure with a clock". According to
Einstein, there was no place in physics for philosophical musings about the nature of time — all that was important
was what could be measured.

This statement of Einstein is particularly important because the theory of special relativity states that a clock
which is moving will appear to run at a slower rate than a clock which is stationary. And, as Einstein stated that
"Time is what we measure with a clock", this would appear to indicate that time itself runs slower for an observer
who is moving relative to a secondary observer.

So this effect of time dilation is what Joe Hafele and Richard Keating were trying to measure on their round-the-
world aeroplane journey. As Richard Keating said in an earlier interview: "I don't trust these professors who get up
and scribble in front of blackboards claiming they understand it all because I've made too many measurements
where they don't come up with the numbers they say. It always seemed to me that the best proof is to measure it."

Joe Hafele had been preparing notes for a physics lecture when he performed a brief calculation which showed
that an atomic clock on board a commercial airliner should have sufficient accuracy to reveal the effect of time
dilation. In order to perform this experiment, Hafele and Keating flew their four clocks around the world: once in the
eastward direction, and then in the westward direction. The values on the clocks at the end of the journey were
compared with the reference atomic time scale at the U.S. Naval Observatory.

It was found that the flying clocks lost time (aged slower) during the eastward trip, and gained time (aged faster)
during the westward trip. The difference between east and west was due to the rotation of the Earth underneath the
aeroplane. The variation in time was exactly as predicted by special relativity.

There was also an effect due to the altitude of the aeroplane. As we shall see later in this book, Einstein's theory of
general relativity predicts that time passes faster in a weaker gravitational field — such as in an aeroplane cruising at
altitude.

As Joe Hafele explained: "Suppose you lived for 100 years, and you spent your entire life on one of these aircraft
flying around the world. You could expect to be younger than a person who did not do that by about one ten-
thousandth of a second."

We will be considering special relativity and general relativity and the extraordinary effect of time dilation in
detail in Chapter Six of this book.

A brief history of time

The very first clocks which were used by early humans were provided by Nature herself. It was clear that the
rising and setting of the Sun occurred at regular intervals of one day (we now know this is due to the Earth's rotation
on its axis). This regular marking of time provided an easy way to measure periods of time of significant length. The
early Egyptians, for example, used the shadows of obelisks as clocks. The passage of the Sun across the sky during
the day can also be subdivided into smaller time periods using sundials.

Another celestial clock was provided by the phases of the Moon. The proportion of the Moon illuminated by the
Sun varies as the Moon orbits the Earth. The proportion of the Moon which appears to be illuminated when viewed
from the Earth varies from 0% (new moon) to 100% (full moon). In between these two extremes we observe the
characteristic crescent shapes of the Moon. As the Moon orbits the Earth once every 29.5 days, this regular cycle of
lunar phases gave birth to another form of measurement of time: the month.

Finally, the orbiting of the Earth around the Sun — which provides us with the seasons — gave early humans the
largest period by which time could be measured: the year. Most famously, the prehistoric standing stones at
Stonehenge identify the exact time of the summer and winter solstices. It is easy to forget that one of the functions
of Stonehenge was to be one of the earliest clocks.

Observe the similarity of the structure of Stonehenge to a clock face:



Ancient Greek astronomers observed the movement of the celestial bodies and tried to model the orbits of the
planets using geometry. The Greek image of geometric perfection was the circle, so it was believed the planets
should orbit in perfect circles. The Greeks, therefore, modelled the orbits of the planets by a series of concentric
rotating transparent spheres, each planet being attached to one transparent sphere. As the spheres rotated, so the
planets were observed to move. At the centre of the series of spheres lay the Earth, which was considered to be the
centre of the universe. This was, therefore, a geocentric model.

However, detailed astronomical observations, such as those obtained by Hipparchus, showed that this geocentric
model could not be accurate. The orbits of the planets were more complicated than the motions of concentric
spheres. While the Moon, Sun, and stars moved in predictable trajectories, sometimes the planets would appear to
reverse their direction in the night sky (so-called retrograde motion). In fact, the word "planet" is derived from the
Greek word for "wandering star". In order to account for retrograde motion, the astronomer Ptolemy introduced the
idea of epicycles.

For a planet, an epicycle was a smaller orbit contained within its usual orbit around the Earth. This allowed the
planets to sometimes move backwards when viewed from Earth. An example of a planet moving on a epicycle is
shown on the following diagram:

This all might appear unnecessarily complicated to our eyes now, but the geocentric model of the universe was
generally accepted until the 16th century when the Polish astronomer Nicolaus Copernicus realised that the model
could be greatly simplified by placing the Sun at the centre of the Solar System and having the planets (including the
Earth) orbit the Sun. This formed the heliocentric model.



Copernicus's model was more elegant than the Ptolemaic model. It not only explained the retrograde motions of
the planets but it also explained why the Earth experienced the seasons as it orbited the Sun once a year.

In the more general sense, the more recent development of the so-called Copernican principle states that no
particular point in the universe (not just the Earth) can hold a privileged position in the universe. This heralds a
move away from an absolute system of science and cosmology to a science which realises that no observer holds a
privileged position, and that the universe is built on relative measures. The repercussions of the Copernican principle
are rippling through science to this day, perhaps having its greatest impact in the theory of relativity: if no observer
holds a privileged position, then all motion must be described relatively.

If you have read my previous two books you will know I have a firm conviction that the universe is built on
fundamental principles — principles which are "obviously correct" and would have to be true in any conceivable
universe. The Copernican principle is surely another of these fundamental principles: surely no point — and
therefore no observer — holds a privileged position in any conceivable universe. In many ways, as you will see, this
is a book which is based on the importance of the Copernican principle and all that it entails. We will encounter the
Copernican principle again several times in the later chapters of this book, when it will be shown that it might
possibly hold an important key to explaining the nature of time.

 
These astronomical measurements of time, such as the period of rotation of the Earth, remain extremely accurate

measurements of time to this day. In fact, until 1967 the length of the second was defined in terms of the orbital
period of the Earth (to be precise, it was defined as a fraction of the time taken for the Earth to orbit the Sun in
1900). However, as society became more complex, more accurate subdivisions of time were required.

In the Middle Ages, slow-burning candles with colour-coded wicks were used to mark time in monasteries.
Elaborate water clocks (dripping taps, basically) could be found in wealthy households. However, it was the
invention of the mechanical clock which really brought time to the masses. As great cities emerged throughout
Europe, together with the rise of commerce and trading, there was a need to find some way to synchronise
commercial activities throughout the city. Mechanical clocks were installed in the bell towers at the heart of cities,
with the daily activity of the city being based around the various chimes. The first public clock was installed in
Orvieto in Italy in 1307, and this innovation spread rapidly throughout the rest of Europe.

But while it was possible to synchronise the activities of a single city by using a bell tower, this was no way to
synchronise the activities of multiple cities. Each city could operate to its own local time standard, which might be a
completely different standard from that of another city (generally, noon in each city was set to the time when the
Sun was at its highest point in that city). This meant even simple activities — such as organising a meeting between
citizens of different cities — were fraught with difficulties. This failing became more pronounced with the coming
of the industrial revolution.

The industrial revolution brought steam-powered railways, which connected many cities in a single network. The
emergence of the railways made the introduction of a network-wide time standard essential in order for services to
run efficiently (we will see in Chapter Three how this requirement for train synchronisation became a particular
interest for a patent clerk working in Zurich).

As an example of the problems which were occurring, in 1841 in England, the Great Western Railway was
extended to Bristol. However, passengers arriving at Bristol Temple Meads station were annoyed to find the trains
were leaving eleven minutes early. The problem was because the trains were coming from London and were using
London time. Bristol is 200 miles west of London so the Bristol sunrise is eleven minutes later than the London
sunrise. Hence, Bristol time was eleven minutes behind London time. Some form of national time synchronisation
was clearly necessary, requiring the most accurate clocks.

The necessary advance in accuracy had been provided many years earlier by Galileo. Supposedly, Galileo was in
Pisa Cathedral when he observed the swinging motion of a large bronze lamp. The ever-inquisitive Galileo timed the
swings using his pulse and found that the period of the swings was always the same — no matter how big was the
length of the swing. So as the lamp lost energy, and the amplitude of the swing decreased, each swing still took the
same amount of time. Galileo showed that the time taken for a complete swing of a weight on a pendulum was
independent of both the size of the weight and the length of the swing, and was only dependent on the length of the
pendulum (a pendulum one metre long swings once every second — the usual length of the pendulum in a
grandfather clock).[1] This allowed for great accuracy if the length of the pendulum was measured correctly.
Previous mechanical clocks were only accurate to about 15 minutes a day. Pendulum clocks were accurate to about
15 seconds a day.

Pendulum clocks remained the most accurate standard for timekeeping for 270 years until the invention of the
quartz clock in 1927. The most accurate pendulum clock, used as the US standard time until 1929, utilised a
pendulum in a partial vacuum and had an error of only 10 milliseconds per day.



The great innovation of mechanical clocks was the escapement: a device which rocked backwards and forwards
over a toothed wheel. The escapement allowed for the controlled release of energy at a regular rate. It consists of a
toothed wheel with a rocking lever above it. As the lever rocks backwards and forwards, the toothed wheel advances
by just one notch. This is responsible for the characteristic clockwork "ticking" sound:

This principle of the "tick" of a clock — the regular marking of small periods of time — is worth examining in
detail. In this chapter we have considered a wide range of different types of clocks, from the Sun passing across the
sky, to a swinging pendulum, and in the next section we will be considering the world's most accurate clock: the
atomic clock. But there is one thing which all these different types of clock have in common, and that is that they all
have a "tick". A tick is an oscillation — a recurring event — which must happen at a regular time interval. It is easy
to see that a pendulum swings at a regular time interval, but even the Sun passing across the sky represents a "tick"
which occurs at a regular time interval: once a day.

Ticks can be counted, and the result displayed on the output of the clock in order to produce a measurement of
time.

But why is the regularity of the tick so important? You might feel this is a trivial and obvious question, but it is
actually an important question whose answer leads us to an important insight into the nature of space and time.

Firstly, let us consider the implications for the nature of space.
If we perform an experiment, and make a note of the result, and then we move the experimental apparatus six feet

to the left and perform the identical experiment again, we find we will get the same result. Likewise, if we measure
the width of an object using a ruler, and then move the object twenty feet to the right and measure it again using the
same ruler, we find we will get the same measurement for the width of the object. This principle that the laws of
Nature work in exactly the same way no matter where the experiment is performed is called space translation
invariance.

Now consider we perform the same experiment again, but instead of performing the experiment at a different
location, we perform the experiment at a different time. As long as the experiment is identical, we find we will get
the same result. Likewise, if we measure the duration of an event using a clock, and then we perform the identical
experiment again at a later date we will find the duration of the event will be exactly the same. This principle that
the laws of Nature work exactly the same no matter when an experiment is performed is called time translation
invariance.

Because of space translation invariance, we must ensure that any measuring equipment we use to measure
distances (e.g., a ruler) must also possess space translation invariance, i.e., it does not matter if we shift our ruler left
or right — it will still give the same measurement. This means that the marks — the "ticks" — on our ruler must all
be equally spaced.

And because of time translation invariance, we must ensure that any measuring equipment we use to measure
time (e.g., a clock) must also possess time translation invariance, i.e., it does not matter if we perform the
experiment sooner or later — the clock will give the same time measurement. So it is vital that the "ticks" of our
clock are equally spaced and occur at regular time intervals because of time translation invariance.

If we now consider the regular arrangement of "ticks" on a 12-inch ruler:



and we bend that ruler around in a circle:

It becomes a clock face!
 
Space translation invariance results in equal ticks along a ruler, and time translation invariance results in equal

ticks around the face of a clock.
This is not a trivial result. This similarity gives us the first hint of a deep connection between space and time, a

connection which we will be exploring throughout this book.

The world's most accurate clock

Atomic clocks are the most accurate clocks ever built. As we have just discussed, any clock requires some regular
oscillation ("ticks") which form its time standard. In an atomic clock, the time standard which is used is the time it
takes for an electron to jump between orbits (energy levels) inside an atom. When electrons jump to a lower energy
level, they produce electromagnetic radiation. This radiation might be in the microwave, optical, or ultraviolet
region. The pattern of frequencies at which energy is emitted is called the spectrum. Each chemical element has a
characteristic spectrum. For example, we can deduce the component elements of a star merely by looking at its light
spectrum.

For a particular element, one of the frequencies in its spectrum can be selected as the "tick" of an atomic clock. As
an example, one of the frequencies of the element caesium is frequently used in atomic clocks (remember, the
atomic clock used in the Hafele-Keating aeroplane experiment was based on caesium). This "ticking" forms a
particularly reliable time standard. Since 1967, the International System of Units (SI) has defined the second to be
9,192,631,770 ticks of a caesium atom (superseding the previous definition based on the orbit of the Earth around
the Sun).

The most accurate atomic clocks in existence could have been used to measure the age of the universe to an
accuracy of one second.

An interesting thought now might occur to us: we measure the accuracy of a clock by comparing its measurement
with a more accurate clock. But atomic clocks are the most accurate clocks in existence. How can we possibly
measure the accuracy of the world's most accurate clock? After all, we cannot determine its accuracy by comparing
it with any other clock which is more accurate — no such clock exists!

Dr. Stefan Droste of the Max Planck Institute of Quantum Optics is part of a team which is developing a highly-
accurate atomic clock in the optical range of frequencies (most atomic clocks use lower microwave frequencies). As
Dr. Droste explains: "Time, as we know it, is based on caesium atomic clocks. These kinds of clocks have
accuracies to the order of 1 × 1015. The confidence in the time that clocks show is increased by comparing hundreds
of clocks around the world with one another, and this is important since with only one single clock, you cannot
know whether your clock is showing the correct time or not." [2]



So the answer as to how you measure the accuracy of the world's most accurate clock is that you build another
clock — or a series of clocks — exactly like the first clock. You then run all of these clocks for a period of time and,
at the end of that period, you see if the time measured by the clocks has varied from clock to clock. Though the
variation will be small, it will not be zero — it can be measured. And that variation gives you a value for the
accuracy of that particular type of clock over time.

This is essentially what Hafele and Keating did when they flew four atomic clocks around the world rather than
just a single clock. By using multiple clocks it is possible to obtain a value for variation of accuracy in the
experiment.

No atomic clock will ever be 100% accurate: there will always be some drift. The only truly accurate measure of
time can be produced by a clock whose "tick" is based on the speed of light. Such a clock is called a light clock, and
Einstein considered such a clock as the basis for his groundbreaking 1905 paper on special relativity.

The light clock is simply composed of two perfect mirrors which face each other, with a pulse of light bouncing
between the two mirrors:

Each time the pulse bounces between the two mirrors represents one "tick" of the light clock. Unfortunately, no
practical light clock has ever been built. If such a clock could ever be perfectly manufactured, it would instantly be
recognised as the most accurate clock in existence. This is because the accuracy of that clock would be entirely
based on the speed of light, and the speed of light is a fundamental physical constant the value of which is known
not to vary with time.

However, the question then arises: how do we measure the accuracy of the light clock? How can we be absolutely
certain that its accuracy does not drift over time? There would be no point using any other type of clock — a
caesium atomic clock, for example — to measure its accuracy as no other clock could be as accurate as the light
clock. The light clock, therefore, represents a time standard which can be unmatched by any other type of clock. The
light clock is the clock by which all other clocks are judged.

Effectively, this means that all other clocks — every atomic clock, the clock by the side of your bed, your
wristwatch — are subservient to the light clock. It is the light clock which decides if your wristwatch is running
slow — there is no better standard than the light clock.

So instead of time defining the behaviour of a clock, the light clock essentially defines time!
This raises an interesting point because, as we shall see later in this book, the behaviour of a light clock is subtly

different for a moving observer. So if a light clock effectively defines time, then time itself must be modified for a
moving observer! This is precisely what Hafele and Keating confirmed in their round-the-world experiment. We
will be returning to consider this point in detail later in the book.

But what is so special about the speed of light?



2

THE SPEED OF LIGHT
The next two chapters are going to describe a single, long journey. It is a journey which will commence at the

very start of science. It is a journey which will take four hundred years and involve several of the greatest physicists
in history. It is a journey which will end with an experiment which, if correctly analysed, will change everything you
ever believed about reality.

However, every journey begins with a first step …

The Galilean transformation

Galileo Galilei was born in Pisa in 1564. His father was a famous musician, and this highly-cultured family
environment provided Galileo with the perfect opportunity to explore his talents. He was taught at the University of
Pisa where he became fascinated by physics and mathematics.

In 1609, Galileo was in Venice when he heard of a new invention which allowed distant objects to appear as
though they were close. Galileo managed to improve on the design of the invention and invited a group of merchants
to climb St. Mark's bell tower for a demonstration. When Galileo unveiled his telescope, the merchants were
delighted as it allowed them to spot trading ships arriving over the horizon forty miles away. As Venice was such a
commercial hub at the time, this gave them a considerable advantage over their rivals.

The scene is shown below in a fresco by Bertini:



Galileo made a significant amount of money from the telescope, and continued to invent throughout his life. But
Galileo's greatest contribution to the world of science was his scientific method. Before the scientific method was
introduced, the proclamations of ancient philosophers such as Aristotle were accepted without question as
representing the absolute truth about Nature. Galileo was one of the first scientists to challenge the wisdom of the
ancients. Galileo's introduction of the scientific method allowed Nature to speak for itself.

Aristotle was no experimenter, and he relied too much on his preconceptions. Famously, Aristotle once
proclaimed that women have fewer teeth than men. Because no one thought to check this proclamation of Aristotle,
for a thousand years everyone believed that women have fewer teeth (women and men, of course, actually have the
same number of teeth).

Aristotle's poor method of investigation was described by Bertrand Russell: "Aristotle maintained that women
have fewer teeth than men. Although he was twice married, it never occurred to him to verify this statement by
examining his wives' mouths."

Galileo's scientific method replaced these dubious proclamations. Firstly, according to the scientific method, a
hypothesis is proposed about some testable aspect of the natural world. Secondly, that hypothesis is checked through
observation and experiment. Based on the result of the experiment, the hypothesis is either supported or rejected.
Galileo performed many such experiments using apparatus such as wooden wedges and balls for testing his theories
of motion. For introducing the world to the scientific method, Galileo is often referred to as the father of modern
science.

However, Galileo got into trouble when he turned his telescope toward a wider horizon. The discovery of the four
moons orbiting Jupiter — Io, Europa, Ganymede, and Callisto — suggested that the Earth was not the centre of the
universe about which all celestial bodies orbited. By challenging the geocentric model of the Solar System, Galileo
found himself accused of heresy and was placed under house arrest for the rest of his life.

It was while under house arrest that Galileo published his final book entitled Discourse on Two New Sciences (the
two sciences being mechanics and the strength of materials). The book was the culmination of Galileo's work over



the preceding forty years. We are going to be considering two of the principles of motion described in the book. The
first principle we will consider deals with the addition of velocities.

As Galileo was living in a world in which the ship was the dominant form of transport, he devised a maritime-
themed explanation of his principle. Consider the following diagram. Imagine a ship is moving at a speed of v, and a
man is walking on the ship at a speed of u (relative to the ship). Then from the shore (denoted by the palm tree) the
speed of the walking man will be measured to be the sum of v and u:

This addition of velocities is called the Galilean transformation.
This principle is every bit as simple and intuitive as it might appear at first glance, but it took the innovative mind

of Galileo to publish the principle for the first time. What is important to note is that when an object is emitted by a
source — for example, a man firing an arrow from a bow — you have to add the velocity of the source to find the
final velocity of the object. This might seem trivial to our eyes, but it represented a great insight in the 17th century.

The second principle of Galileo we will consider is the principle of Galilean relativity. Put simply, Galileo stated
that if you were travelling in a straight line at a constant speed you would feel as if you were stationary. To be more
precise, there would be no experiment you could perform which could reveal if you were either stationary or moving
at a constant velocity. For example, if you are sitting in an aeroplane and you throw a ball straight up in the air, the
ball will come straight back down into your hand. Even though the aeroplane is moving extremely fast, the ball will
not rush to the back of the plane. So to all intents and purposes it feels as if you are stationary. Hence, Galilean
relativity states that the laws of motion are the same for any observer in uniform motion.

We will be returning to consider this principle of Galilean relativity in the next chapter when we consider how
Einstein imagined running alongside a ray of light.

Measuring the speed of light

Galileo performed an experiment for determining the speed of light by having two observers with lanterns face
each other over a great distance. The lanterns had shutters which could be quickly opened and closed. When one of
the observers saw a flash of light from the distant lantern, he had to reply by quickly flashing his own lantern. This
rate of flashing of lanterns could be timed and, when combined with the distance between the two lanterns, it should
have been possible to calculate a value for the speed of light.

However, when Galileo performed the experiment he found the time taken for the light to travel over a mile
distance was virtually instantaneous. If the speed of light was not actually instantaneous then it certainly had to be
extremely fast.

In 1676 the Danish astronomer Ole Romer showed that light does not travel instantaneously but instead has a
finite speed. He obtained his measurement by observing the eclipses of Io — one of the moons of Jupiter. He noted
that the time of the eclipse became earlier as Earth approached Jupiter, and became later as Earth moved away.
Romer explained the difference in the eclipse timings as being due to the additional time which light took to reach
the Earth. Romer presented his result to the French Academy of Sciences, announcing that the speed of light was



220,000 kilometres per second (this is actually 26% less than the true value which we now know is 299,792
kilometres per second).

In 1850, the French physicist Leon Foucault bounced a beam of light off a rotating mirror to a distant fixed
mirror. When the beam of light reflected back to the rotating mirror, the mirror had rotated by a certain known
amount. Hence, the light came off at a slightly different angle. From knowing the speed of rotation of the mirror and
the angle at which the light was reflected, Foucault measured the speed of light to be 299,796 kilometres per second,
which is just 0.001% greater than the actual value.

Maxwell's equations

Our journey now moves in a surprising direction, to consider the science of electricity and magnetism:
electromagnetism.

Michael Faraday was the self-taught son of a blacksmith, but became an experimental physicist of the highest
order. In 1831 in London, Faraday demonstrated to the Royal Society that a magnet moving through a coil of wire
produces an electric current in that wire. This was the discovery of electromagnetic induction, and it is the same
principle which allows modern power stations to produce electricity. The principle that a changing magnetic field
produces a changing electric field is called Faraday's law.

Faraday's result was the inverse of a earlier result which was obtained by the French physicist Andre-Marie
Ampere. Ampere showed that an electric current through a wire created a magnetic field. This became know as
Ampere's law.

But it took a great mathematical physicist to combine these two results of Faraday and Ampere, thus revealing the
remarkable underlying significance.

At the end of the 20th century, Physics World magazine conducted a poll of 100 leading physicists to discover
who was considered to be the greatest physicist of all time. There was no surprise when Albert Einstein and Isaac
Newton topped the poll, but in third place came a physicist who is largely unknown to the general public. His name
was James Clerk Maxwell, and there is no doubt as to the esteem he is held in by physicists. According to Max
Planck: "He achieved greatness unequalled." According to Einstein: "The work of James Clerk Maxwell changed
the world forever."

James Clerk Maxwell was born in 1831. Maxwell regularly attended lectures at London's Royal Institution where
he came into contact with Michael Faraday. Faraday had great experimental technique, but weak mathematical
skills. Maxwell was able to use his own considerable mathematical skills to cast Faraday's Law into mathematical
form, and to combine it with the result of Ampere. As a result of this, Maxwell produced four equations which
described the laws of electromagnetism. The four equations — known as Maxwell's equations — were to have a
tremendous impact on science and technology. In fact, they went a long way toward shaping the 20th century. The



equations allowed the development of power generation, electric motors, radio communication, television,
computers, and many more new technologies which emerged in the 20th century. According to Richard Feynman:
"From a long view of the history of mankind — seen from, say, ten thousand years from now — there can be little
doubt that the most significant event of the nineteenth century will be judged as Maxwell's discovery of the laws of
electrodynamics. The American Civil War will pale into provincial insignificance in comparison with this important
scientific event of the same decade."

However, rather ironically, most people are probably now best-acquainted with Maxwell's four revolutionary
equations because they often feature on a popular T-shirt design:

Maxwell's four equations describe the symmetry between electricity and magnetism, and they reveal some very
interesting principles. Let us now consider the four equations.

The four equations can be best understood if we split the four equations into two groups, with each group
containing two equations. The first group contains the first two equations shown on the T-shirt:

What do these first two equations tell us? Well, these two equations are very similar, and they describe the
amount of a field — electric or magnetic — which is emitted by a source. We can imagine a field as being an
invisible entity which spreads through space. As an example, an electrically-charged particle such as an electron
creates an electric field around itself. The electric field is invisible, and spreads throughout space. The field becomes
stronger at distances nearer the electron, and weaker at distances farther from the electron. We can therefore
consider the electron as being the "source" of the field.

On this basis, the first of the two equations — equation A in the previous diagram — says something quite
simple. It simply says that the amount of electric field (signified by E on the left-hand side of the first equation)
coming out of a volume of space is proportional to the amount of electric charge contained within that volume (the
amount of electric charge being signified by ρ on the right-hand side of the first equation). This makes a lot of sense:
if we consider electric charge to be the "source" of the electric field, then the amount of electric field is proportional
to the amount of electric charge.



The second of the two equations deals with the magnetic field — not the electric field. It says something rather
similar to the first equation — but not quite identical. It simply says that the amount of magnetic field (signified by
B on the left-hand side of the second equation) coming out of a volume of space is equal to zero. So this is a rather
different result to the first equation. If electricity and magnetism are so similar, then why should the total amount of
magnetic field leaving a volume of space always be equal to zero?

The answer to this question is fascinating, and it is explained in a short video which I have recorded specially for
this book. The video shows me explaining the solution by cutting-up an extremely large bar magnet — for reasons
which are explained in the video.

I can recommend you watch the video available on YouTube at the following link:
 
http://tinyurl.com/maxwellmagnet
 
Here are some stills from the video:

I don't want to give away the plot of the video, but I can say that the video explains the answer to the question by
considering the magnetic field lines around a bar magnet. It is easy to see the magnetic field around a magnet if you
place the magnet under a sheet of paper and sprinkle iron filings over the paper:

http://tinyurl.com/maxwellmagnet


As shown in the previous diagram, the magnetic field lines will loop from one end of the magnet (the north pole
of the magnet) to the other end of the magnet (the south pole of the magnet). Therefore, if you have a magnet in a
volume of space, any magnetic field leaving that volume of space will loop around and come back to the magnet
again: what goes out, must come back. Hence, the net amount of magnetic field leaving a volume of space must be
zero — and that explains the result described by Maxwell's second equation. So, in that respect, there is a clear
difference between electric charge/field and magnetic charge/field.

But for the purposes of this book, and their relevance in calculating the speed of light, we are only interested in
the second pair of Maxwell's equations:

These last two of Maxwell's equations represent Faraday's law and Maxwell's form of Ampere's law. The equation
for Faraday's law (equation C in the previous diagram) states how the electric field, E, is generated by a changing
magnetic field, B. And the equation for Ampere's law (equation D in the previous diagram) states the inverse: how
the magnetic field, B, is generated by a changing electric field, E.

Maxwell's great stroke of genius was to realise that these two equations had the same form as the equation for a
wave travelling through space. To see this, remember once again that the equations give us the following
symmetrical results:

1. A changing magnetic field creates an electric field.

2. A changing electric field creates a magnetic field.

Hence, the magnetic field can generate the electric field, and the electric field can generate the magnetic field, and
so on forever. The result is a self-sustaining wave of alternating electric and magnetic fields called an
electromagnetic wave:



Maxwell realised that, according to his equations, the speed of the resultant wave could be determined by two
electric and magnetic constants which had been determined by experiment. Hence, the speed of the wave, c, is given
by:

where the magnetic constant, μ0, has a numeric value of 1.25663706 × 10-6, and the electric constant, ε0, has a
numeric value of 8.85418782 × 10-12. If you substitute these numeric values into the above formula (try this at home
with your calculator), you will find you get a value for c of approximately 299,796,000 m/s. Incredibly, Maxwell
realised that this was exactly the same speed as Leon Foucault had measured for the speed of light! So Maxwell
made the inspired leap to deduce from this that light was a form of electromagnetic wave.

Visible light is not the only form of electromagnetic radiation. Depending on the wavelength, other types of
electromagnetic radiation include radio waves, microwaves, infrared, ultraviolet, X-rays, and gamma rays. By
discovering the fundamental form of all these different types of electromagnetic radiation, Maxwell brought about
the development of radio and television, as well as many other modern technologies. According to Carl Sagan:
"Maxwell's equations have had a greater impact on human history than any ten presidents."

But Maxwell's equations predicted some surprising properties of electromagnetic waves. Firstly, the equations as
printed on the T-shirt in the earlier diagram are the equations for radiation through a vacuum containing no electric
charges or electric currents (if electric charges or currents are present then the equations become more complicated).
This is fine for our purposes as we are interested in the speed of light in a vacuum. However, this confused
physicists at the time. All known waves up to that time were a form of disturbance in some underlying medium. For
example, sound waves were a disturbance in air, and sea waves were a disturbance in water. But Maxwell's
equations seemed to indicate that electromagnetic waves could travel through a vacuum containing no medium
which could carry the waves. All experiments to detect an underlying substance — called the ether — drew a blank.

We now know that the ether does not exist, and electromagnetic waves can, indeed, travel through a total vacuum.
After all, how else could light reach us from the stars across the intergalactic void?

It is interesting, at this point, to digress slightly and tell the story of what happened when I gave this book to a
friend of mine for proof-reading. He took great exception to my description of the self-sustaining wave travelling
through space, with the electric and magnetic fields oscillating off each other. His objection was based on the fact
that it sounded like a form of perpetual motion and, as he stated with great certainty, there was no such thing as
perpetual motion. Well, I had to break the bad news to my friend that this was, indeed, a form of perpetual motion
and it is the reason why light from the stars can reach us across billions of light years. Indeed, if the light was not



intercepted by us it would continue on its merry way across the universe. So this is most certainly a form of
perpetual motion — we do not see light slowing down! We do not see light running out of energy and coming to a
stop. So the next time a man down the pub tells you that perpetual motion is impossible, just ask him when was the
last time he saw a ray of light coming to a halt?

In fact, one of the themes of this book, which we examine in detail in the later chapters, is that if we are to achieve
a fuller understanding of time then we will have to overcome our in-built bias against the principle of perpetual
motion. As we will find, perpetual motion is all around us.

But, to return to the surprising properties of electromagnetic waves, let us consider again the formula for the
speed of the wave:

What is so truly astonishing about this result is that it contains no term representing the speed of the source!
Remember back to our discussion of Galileo's principle of addition of velocities earlier in this chapter. It was
explained how the velocity of the source would always have to be added to the velocity of an object to calculate the
final velocity. However, Maxwell's formula for the speed of light does not say that the speed of the source has to be
added. It is as if every observer would measure the same speed of light — regardless of the motion of that observer.

To show how bizarre this result really is, let us replace the man walking on the ship with a ray of light being
emitted from a candle on the ship:

On the basis of Galileo's principle for the addition of velocities, we might expect the observer on the shore to
measure a greater value for the speed of the ray of light than the ship-borne observer (the speed of light measured by
the observer on the shore would have the speed of the ship added to it). However, as shown on the diagram, the
result of Maxwell would appear to indicate that the observer on the ship and the observer on the shore would both
measure the same value for the speed of the light emitted by the candle (i.e., the observer on the shore does not have
to add the speed of the ship).

This result seems to contradict everything we intuitively understand about motion. But what are its full
implications for reality?



3

SYNCHRONICITY
The date: June 1902.
Albert Einstein has moved to Bern having just accepted a job at the patent office. Together with his wife and

young son he is living in an apartment at No. 49 Kramgasse (see http://tinyurl.com/einsteinhouse — the house is
now preserved as a museum). Every morning when he left his apartment to go to work he would have turned left and
walked past the world-famous clock tower at the end of his street.

As shown on the previous image, the clock tower displays a welter of temporal information. Underneath the main
clock is an astronomical clock which displays the phases of the Moon. It also has a model of the Sun which moves
around the dial to indicate the current time of sunrise and sunset. Every hour, a clockwork-powered automaton
emerges at the top of the tower to strike the bell. This is the gilded figure of Chronos, the Greek god of time.

In 1902, the clock tower played a particularly important role as it was used as the official time keeper for the new
railway station. Effectively, it supplied the official time standard for the city of Bern. Other cities were not
necessarily synchronised with the time of Bern, so as trains passed the station at speed they would synchronise their
clocks with the time seen on the clock tower.

As Einstein took his desk as a Technical Expert Class 3 at the patent office, he would use his considerable
technical ability to consider the virtues and originality of the day's various patent applications. According to Walter
Isaacson in his biography of Einstein, these patent applications included "dozens of new methods for synchronising
clocks and coordinating time through signals sent at the speed of light."

From the complex and fascinating clock tower he passed each morning, to the various ingenious patent

http://tinyurl.com/einsteinhouse


applications he dealt with in his job, Einstein was surrounded by stimulating aspects of time and synchronisation.
Einstein was also well-informed about the latest developments in physics. When he was an undergraduate at the

Zurich Polytechnic he became increasingly frustrated that the latest results about electromagnetism proposed by
James Clerk Maxwell were not studied as part of the curriculum. This was because, since the age of 16, Einstein had
imagined riding alongside a beam of light. What would you see? Would the light appear to be stationary? As we
have seen, the latest result of Maxwell seemed to indicate that, no, the light would not appear to be stationary — you
would still measure the same speed of light.

Einstein accepted the result of Maxwell — no matter how bizarre it seemed. If you remember back to the
discussion of Galilean relativity in the previous chapter, you will remember how Galileo stated that the laws of
motion were the same for all observers in uniform motion. By accepting that the speed of light was the same for all
observers in uniform motion, Einstein extended Galilean relativity to cover all of the laws of physics — including
the laws of electromagnetism. This became the principle of relativity: the laws of physics are the same for all
observers in uniform motion.

I think the reason this principle might seem fairly reasonable to our eyes is because it seems a logical extension of
the Copernican principle which was considered in Chapter One. The Copernican principle states that no point — and
no observer — in the universe holds a privileged position. It certainly seems reasonable to assume that the laws of
physics apply equally to all observers — the universe is a very equitable place.

As part of Einstein's job at the patent office was to analyse patent applications to determine if they would be
successful in the real world, a desk-bound Einstein would have had to construct imaginary "thought experiments" in
his head to examine their potential. Einstein now applied this technique to analysing the implications of this
observer-independent speed of light.

The thought experiment which will now be described is a mainstay of popular science books. We will be
considering the experiment in more detail than usual as I believe most descriptions of the experiment do not describe
it in sufficient detail. As a result, the essential extraordinary conclusion of the experiment is often missed.

We will consider a train travelling along a track at a constant speed. The train has a single carriage. Inside the
carriage is Bob, who is standing in the middle of the carriage. Outside the carriage is Alice, who is standing on the
station platform watching the train as it rushes by:

Next, something remarkable happens. At the brief moment when Bob is directly in front of Alice, Alice sees two
bolts of lightning hit the track at the same time at precisely the position of the front and back of the carriage. The
bolts conveniently leave marks on the track (so the positions can be found later), and they also leave marks on the
front and back of the carriage:



Alice assumes the lightning bolts have hit the track at exactly the same time because she sees the light from the
bolts reaching her at the same time (see the dashed lines on the previous diagram). But, from this observation, can
Alice necessarily be certain that the lightning bolts actually hit the track at the same time? Alice realises that there
are two factors which could have influenced this result and caused the light from the two bolts to reach her at the
same time — even if the bolts did not hit the track simultaneously. Firstly, the distance from her position to each of
the two lightning bolts was maybe not equal. So, to check this, Alice measures the distance between her position and
the two marks on the railway tracks which were left by the two bolts. Alice finds the distance to each of the two
marks is exactly the same. So that part of the experiment is satisfactory.

Secondly, Alice realises that maybe the speed of the light was not the same from each of the two bolts. Any
inequality in the speed could have resulted in the light from the two lightning bolts reaching her at the same time —
even if the bolts did not hit the ground simultaneously. However, Alice had installed equipment to measure the
speed of light from each of the two bolts. Alice finds that, just as James Clerk Maxwell predicted, the speed of light
was exactly the same from each of the two bolts.

So Alice is left with a surefire conclusion, a logical certainty: the two bolts really hit the ground simultaneously.
The distance was the same, the speed of light was the same, and the light from both bolts reached her at the same
time. It is therefore an absolute fact: both lightning bolts hit the ground at the same time.

Now let us turn our attention to Bob who is riding on the train. As the train continues its progress down the track
at a constant speed, Alice observes Bob's situation. Bob continues to get closer to the point where one of the
lightning bolts hit the track by the front of the carriage. Hence, he moves closer to the light coming from that point
in front of him. In the process, he moves further away from the point on the track behind him where the other
lightning bolt hit the track.

So in the next diagram we see the train which has moved to the right, and so Bob has moved closer to the
lightning bolt near the front of the train:

Hence, the light from the lightning bolt in front of Bob reaches Bob first. Alice and Bob both agree on this fact.



So the light rays from the two bolts do not reach Bob simultaneously. But, from this, should Bob conclude that the
lightning bolts did not strike the ground simultaneously? Of course not. Bob is no fool. Bob suspects this is merely
an observational anomaly. He realises the train is moving. He realises the movement of the train is taking him nearer
to the position of the front lightning bolt. Surely that is the only reason that light from the front lightning bolt
reached him first. Bob realises that there is only one way to calculate if the lightning bolts really hit the ground
simultaneously, and that is to perform a few measurements.

So firstly, just like Alice did, Bob measures the distances. Remember that the two lightning bolts conveniently left
marks at the front and the back of the carriage. So Bob measures the distances from his standing position to the front
and the back of the carriage and he finds both distances are the same. So that is certainly not the reason why light
from the front bolt reached him first.

Bob is not too surprised about that, because Bob really suspects that it is the apparent speed of the light which is
the culprit. After all, he knows he is on a moving train. His movement toward the position of the front lightning bolt
would have surely resulted in a greater effective speed of light from that bolt. Fortunately, just like Alice, Bob had
some accurate equipment installed for measuring the speed of light from both lightning bolts.

However, when Bob measures the speed of light from both bolts he finds the speed is the exactly same! This
seems bizarre, but it is precisely in accordance with the prediction of James Clerk Maxwell who stated that all
observers will measure the same speed of light. So Bob is left with something of a mystery, and he examines the
evidence:

1. The distance to each source of light at the front and the back of the carriage is exactly the same.

2. The speed of light from each light source to Bob is exactly the same.

3. The light rays did not reach Bob simultaneously.

Bob is clearly left with only one logical conclusion: the lightning bolts did NOT hit the ground
simultaneously!

This is the only conclusion available to Bob. It is simply a fact that the lightning bolts did not hit the ground at the
same time. This is a statement of reality.

However, Alice was equally certain that the lightning bolts DID hit the ground at the same time. She performed
exactly the same accurate measurements as Bob. For Alice, there is no doubt: it is simply a fact that the lightning
bolts DID hit the ground simultaneously.

So who is right? Alice or Bob? The extraordinary truth is that they are both right — after all, they both proved
their cases beyond logical doubt. As Sherlock Holmes said: "When you have eliminated the impossible, all that
remains, however improbable, must be the truth." The only conclusion which is left to us is that reality itself is
different for both Alice and Bob! In Alice's version of reality, the lightning bolts hit the ground simultaneously. In
Bob's version of reality, the lightning bolts did not hit the ground simultaneously. Reality is a relative concept for the
two observers. This extraordinary outcome of the experiment is called relativity of simultaneity.

This fundamental difference in the reality of two observers who are moving relative to each other is described by
Heinz Pagels in his book The Cosmic Code: "Even after taking into account their relative motion and the finite speed
of light they cannot agree which event 'really' took place first."

The relativity of simultaneity thought experiment which has just been described is often mistakenly presented as
nothing more than an experiment in signalling, or time synchronisation. Worst of all, it is frequently presented as
explaining what people "see", the observers seeing the light signals as simultaneous or not. But the experiment is not
at all about seeing light signals. In fact, it is really nothing to do with light at all. What it reveals is something far
more extraordinary, far more profound. It is not about what is seen, it is about what is measured. This is not about
synchronisation — this is about the whole of reality. It shows that merely by moving relative to each other, two
observers inhabit different realities. It is as if they inhabit two different universes.

And the events which occur in the experiment need not just be lightning bolts hitting a railway track, or lights
flashing in a railway carriage. They could be a gunshot, or a star exploding, or the outbreak of war, or the
assassination of a president. All aspects of reality are affected by this outcome.

The effect is imperceptible at speeds far less than the speed of light, but it is real nonetheless. If I am moving
relative to you, then my reality is different to your reality.

In his book The Emperor's New Mind, Roger Penrose emphasizes this point by considering two people passing
each other on the street at low speed. Because of the relativity of simultaneity, they will both have different
conceptions of what is happening "now". While this effect is small, the effect increases with distance (as we shall



discover in the next chapter). If they consider what is happening at, say, intergalactic distances then the effect is very
marked. Penrose considers one person walking in the direction of the Andromeda galaxy, while one person walks in
the other direction. The person walking towards Andromeda will consider his "now" moment on Andromeda to be
hours or days ahead of the other person. Penrose then considers a potential invasion of Earth by aliens living on
Andromeda: "Even with quite slow relative velocities, significant differences in time-ordering will occur for events
at great distances. Imagine two people walking slowly past each other in the street. The events in the Andromeda
galaxy (the closest large galaxy to our own Milky Way) judged by the two people to be simultaneous with the
moment that they pass one another could amount to a difference of several days. For one of the people, the space
fleet launched with the intent to wipe out life on the planet Earth is already on its way; while for the other, the very
decision about whether or not to launch that fleet has not yet even been made!"

This effect has been called the Andromeda Paradox. [3]
 
Of course, what is happening "right now" in a galaxy 2.5 million light-years from Earth is not of particular

relevance as, even if the decision to launch the space fleet is made right now, it would still take millions of years for
the fleet to reach Earth. We are in no immediate danger of alien invasion.

 
And so we come to the end of the long journey of the last two chapters. It is a journey which started 400 years ago

in renaissance Italy at the dawn of modern science when Galileo proposed the principle of addition of velocities, and
introduced the modern experimental method. It is a journey which required the mathematical prowess of James
Clerk Maxwell who revealed the astonishing true nature of light. And it is a journey which has ended with the
genius of Einstein whose thought experiment involving the speed of light revealed the true astonishing implications
for reality.



4

SPACETIME
When the Black Death struck England in the year 1665 it must have seemed like the end of the world. The

bubonic plague, carried by fleas on rats, had already killed a third of Europe's population. Once you were infected,
the extremities of your body turned black (hence "Black Death"), and death almost surely resulted within four days.

The closure of Cambridge University during the plague forced a 23-year-old Isaac Newton to take refuge at his
home in Woolsthorpe in Lincolnshire. It was while Newton was in forced isolation that he set his mind to produce
his greatest work, the Principia, which laid down the basis of classical mechanics and Newtonian gravity, results
still very much in use to this day. Indeed, it was by using only an understanding of Newtonian mechanics and
gravity that NASA put the first man on the Moon in 1969.

The following image shows Isaac Newton as painted by William Blake in 1795:

In order to arrive at his laws of motion, Newton had to employ a precise definition of time. In the Scholium
(introduction) to the Principia, Newton stated: "Absolute, true, and mathematical time, of itself and from its own
nature, flows equably without relation to anything external."

So Newton believed in absolute time, which always operated as a background on which all objects changed. It
was as if all objects danced to a single clock which controlled the entire universe. If no objects existed in the
universe, this ultimate clock would still exist counting down its absolute time.

Newton had similar views on space. Newton believed that, even if all the matter was removed from the universe,
there would still be the "box" of space by which all position could be measured. This was absolute space.

The proposal of absolute time and space was so important and successful for Newton's theories of mechanics
because it created a pre-existing framework within which objects could move, and those movements could be
analysed and predicted by Newton's laws of motion.

According to absolute time, we could imagine the current state of reality in the universe as being all those events
that are "real" (i.e., currently happening) at the moment we snap our fingers. That might include the boy falling off
his bike down the road, and a star exploding in the Andromeda Galaxy. All of these events taken together would
represent the current state of the universe. And this current "now" moment would be determined by Newton's
absolute "clock of the universe" — all objects in the universe would agree on the current absolute time:



Hence, we could represent the current "now" moment as being a single slice out of all time. In the previous
diagram, the current "now" moment is indicated by the shaded slice. This "now" slice moves upwards in the time
direction from the past to the future (only two dimensions of space are shown on the diagram instead of the usual
three dimensions).

The slice represents all the events in the current universe (the events are denoted by the black circles). Only the
events included in the "now" slice are "real" — they are the only events currently happening. The events of the past
have already happened and are no longer real. The events of the future have not yet happened and are therefore not
yet real. As the "now" slice moves upwards along the time axis at a speed determined by Newton's absolute clock, it
turns the unreal future events into real current events, and those real current events are turned into unreal past events.

However, remember back to our discussion of Einstein's thought experiment in the last chapter. We discovered
that Alice and Bob — who were moving relative to each other — could not agree on whether events occurred
simultaneously. In other words, they disagreed about the reality (whether or not an event was happening) of certain
events. If two observers cannot agree on the reality of events, then this poses a problem for Newton's view of the
universe. Newton's view was based on a slice of events which were definitely real: only the events on the slice were
real. But Alice and Bob can apparently not agree which events should be on the slice — they cannot agree which
events are real. An event cannot be both real and unreal at the same time. How can this problem with Newton's view
of the universe be resolved?

The resolution to this problem came from an unlikely source. In 1895, the English writer Herbert George Wells
(better known as H.G. Wells) considered the possibility of treating time as a fourth dimension, and creating a
machine which allowed the operator to move freely in that fourth dimension. After all, in our daily lives we can
move in the three spatial dimensions — left/right, up/down, forward/backward — as we wish. Might it not be
possible to imagine freedom to move in a fourth dimension as well? Wells' book The Time Machine based on this
principle became the first book to popularise the concept of time travel and introduced the notion of time as a fourth
dimension to the general public. We are now quite used to the idea of seeing time travel in popular fiction, so it is
hard to imagine what an impact this idea must have had when presented to the public for the first time.

The following extract is H.G. Wells' description of time from The Time Machine. It is quite remarkable
considering this was written twenty years before Einstein's great insight: [4]

"Clearly", the Time Traveller proceeded, "any real body must have extension in four dimensions: It must have
length, breadth, thickness, and — duration. But we incline to overlook this fact. There are really four dimensions,
three of which we call the three planes of space, and a fourth, time. There is no difference between time and any of
the three dimensions of space except that our consciousness moves along it."



In truth, the idea of a fourth spatial dimension was tremendously fashionable toward the end of the 19th century.
This was largely due to the efforts of popular writers such as Charles Hinton who took the latest mathematical ideas
about geometry in higher-dimensional spaces and made them accessible to the general public. Another book of the
time, Flatland: A Romance of Many Dimensions by Edwin Abbott Abbott, continued the popular trend of the time
by considering how travel in extra spatial dimensions could allow liberation from conventional restraints. This idea
of a liberating fourth dimension was adopted by modern artists who moved away from the restrictive one-point
perspective system which portrayed the world as three-dimensional. This is especially noticeable in the perspective-
free paintings of the cubists such as Pablo Picasso.

It was during this period, in this liberated environment, that Einstein's former mathematics teacher at the Zurich
Polytechnic, Hermann Minkowski, took an interest in Einstein's work on relativity. Minkowski was impressed with
Einstein's progress — and more than a little surprised: "It came as a tremendous surprise, for in his student days
Einstein had been a lazy dog. He had never bothered about mathematics at all." Minkowski realised that an elegant
explanation of Einstein's result could be provided if time was considered as a fourth dimension — just as H.G. Wells
had earlier suggested. Instead of there being a single "now" slice of reality across the entire universe — as Newton
had suggested — we had to consider all of time and space existing as one huge block-like structure. This is called
spacetime.

In the previous diagram, Newton's "now" slice of time has vanished, and all the events (the black circles) are now
portrayed as being "real".

In principle, this presented the opportunity for time travel: if all times existed, and time was just another
dimension, we could travel back to those times. This could not possibly have been the case in Newton's universe in
which only the present moment was real.

It might at first appear strange to treat time as another dimension. Perhaps it helps to realise that we always give
the position of events in terms of four dimensions: three dimensions of space and one of time. For example, we
might arrange a meeting at the corner of two streets (providing the value of the spatial dimensions) at a certain time
(providing the value of the time dimension). So events are inevitably defined in terms of four dimensions. You have
been doing this all your life perhaps without realising it.

This approach, of treating space and time as dimensions of spacetime, starts to reveal the very close connection
between space and time. For example, when we look at the stars we are essentially looking back in time. This is
because we are looking at the stars as they were many years ago: the distances to the stars are so great that their light
takes many years to reach us. Other profound connections between space and time will be considered in later
chapters.

As we move around in space, we are inexorably moving forward in time. Hence, as we progress through our lives



we plot a path through spacetime which is called a world line. In the next diagram, the world line of Bob is denoted
by the curved, directional line:

Every object moves forward in time, so every object has a world line. We might perceive an object at its single
position "right now", but physics tells us that a more accurate representation of an object is as a world line through
spacetime. This principle even applies to elementary particles which are portrayed in Feynman diagrams as lines
rather than point particles.

This is one of the most important points of this book, as we shall see in later chapters. It is crucial to
understanding the nature of time. Objects are not really points in space — they are truly lines in spacetime. Indeed,
we ourselves exist as lines through spacetime, as if we are "stretched-out". Every atom and particle in our body
exists as a line in spacetime — we just don't perceive it that way (for reasons we will discover in the next chapter).

At each point of the world line of an observer, there will be an associated plane — a slice of spacetime — which
represents all the events which that observer considers "real" at that particular point in time. This is called the plane
of simultaneity of the observer.

The plane of simultaneity of Bob is shown in the following diagram by the shaded plane. Note that, at any point
along Bob's world line, the plane of simultaneity is always perpendicular to Bob's world line. It is a cross-
section of spacetime at a particular time. It represents all the events that are real to Bob when Bob clicks his fingers
"right now":



This resembles Newton's "now" slice of space, but it differs in the crucial fact that this plane is defined solely in
terms of a particular observer — unlike Newton's slice of absolute time, it does not apply to all observers. That is
where Newton went wrong: he took a result which applied only to himself, and assumed it applied to all observers.
He believed that the time when he "clicked his fingers" represented the same absolute time for all observers in the
universe. That is not the case. Newton's model of absolute time was a flawed concept.

If we have two observers — Alice and Bob — moving relative to each other (as in the train example in the
previous chapter) their world lines through spacetime will be at angles to each other. However, their individual
planes of simultaneity will always be perpendicular to their world lines. This is shown in the following diagram
(showing Bob and Alice's separate planes of simultaneity):



As a result of these angled planes of simultaneity, Alice and Bob do not agree as to which events are real and
which are unreal (which events are currently happening, which events are yet to happen, and which events have
already happened). This explains how, in a spacetime in which all events are real, Alice and Bob only experience a
"slice" of real events at any moment along their world lines.

The difference in the angles of their planes of simultaneity also explains how Alice and Bob can have vastly
different experiences as to which events are real at great distances. This is due to their angled planes of simultaneity
diverging greatly over vast distances (this is the reason for the Andromeda Galaxy paradox discussed in the previous
chapter).

But to suggest that all events in the universe are "real" all the time sounds like crazy talk! Indeed, there remains
some physicists who would not agree — even though the principle has a firm basis in special relativity. Is there any
additional evidence that this is the case?

The block universe

While many readers of popular science books may be well aware of the concept of time as a fourth dimension,
they perhaps still imagine the movement of a "now" moment which moves through the spacetime structure turning
the future into the past. These readers are perhaps less aware of the other main conclusion of Einstein's thought
experiment, which is, as we have seen, that all events — and therefore all times — are equally real. There is
therefore no special "now" moment. As Brian Greene notes in his book The Fabric of the Cosmos: "A less than
widely appreciated implication of Einstein's work is that special relativity really treats all times equally."

What this implies is truly quite staggering. It suggests that all times are real, every point of our life has the same
level of reality. The time when you fell off a bike when you were a child is just as real as the current moment. And
the moment of your birth is just as real as the moment of your death. In fact, all times really exist — the whole block
of spacetime from the start of the universe to the end of the universe exists as one unchanging block. This is called
the block universe model.

I considered the block universe model in depth in my first book, and I do not want to repeat myself, but it has to
be mentioned here as it appears to be one of the few vitally-important genuine insights we can obtain about the



nature of time.
But, you might argue, you feel as though there is a moving "now" moment. Surely time is moving? Surely "now"

is a special moment? Well, yes, you do feel a moving "now", but that is precisely how you have felt at every other
moment of your life:

Time is not actually moving — there are just multiple copies of you stretched-out through spacetime. The moving
"now" slice is just an illusion of human perception (which we will consider in the next chapter).

In the previous section I asked the question as to whether any additional evidence existed to back up the
conclusion of special relativity that all times exist. And, indeed, it seems basic logic can prove the existence of the
block universe model. This is because we can easily recognise that the concept of a moving "now" is logically
inconsistent. Put simply, it makes no sense to ask the question: "How fast does time flow?" When we generally talk
of the speed of moving objects, we give an answer which represents the change in position of the object with
respect to time. However, when we talk about a moving "now" moment we are talking about the movement of time
itself, and it makes no sense to talk about the speed at which time itself moves with respect to itself. To say that
time moves at a rate of one second per second is absurd. The only logical conclusion is that time does not flow — all
times are real.

So not only does special relativity tell us that we live in a block universe, basic logic tells us that it is undoubtedly
the case.

The block universe in literature

If "killing your own grandfather" paradoxes are a favourite cliche of schlocky science fiction, then a more
accurate and sophisticated model of time incorporating the block universe model can be found in more intelligent
sci-fi literature. These thoughtful portrayals of the block universe present time as an unchanging, pre-existing block
structure which can be accessed by beings possessing extraordinary powers.

As an example, Alan Moore's magnificent Watchmen graphic novel includes the character known as Doctor
Manhattan. Doctor Manhattan is created when the physicist Dr. Jonathan Osterman is accidentally disintegrated
when he is trapped in an Intrinsic Field Subtractor (the "intrinsic field" apparently being the force which holds all
matter together). His body slowly reassembles itself into something greater: a blue-skinned super-being with control
over matter at a subatomic level. Osterman is pressed into service by the U.S. government which gives him the name
Doctor Manhattan (named after the Manhattan Project).

Doctor Manhattan is an almost omnipotent figure, and possesses the ability to perceive all times at once. It is as if
Doctor Manhattan exists "outside the universe" and is in possession of a godlike overview of the entire block
universe structure. As Doctor Manhattan explains: "There is no future. There is no past. Do you see? Time is
simultaneous, an intricately structured jewel that humans insist on viewing one edge at a time, when the whole
design is visible in every facet."

While Doctor Manhattan's character might appear rather distant and otherworldly, his realisation and description
of the block universe is instructive and carries a message for all of us. All times exist equally — this is what science
and logic tells us. Try and see the "whole design visible in every facet" rather than concentrating on "viewing one
edge at a time" (i.e., the "now" moment). As you can tell, Alan Moore writes the Doctor Manhattan passages in
Watchmen quite beautifully and poetically.



As another example of the use of the block universe model in quality literature, in 1969 the science fiction author
Kurt Vonnegut released his most famous novel, Slaughterhouse-Five, now considered one of the finest novels of the
twentieth century. Slaughterhouse-Five is the story of Billy Pilgrim who is abducted by aliens from the planet
Tralfamadore. The aliens are friendly, and can see in four dimensions (i.e., including the time dimension). Hence,
the aliens possess a similar godlike overview of spacetime to that enjoyed by Doctor Manhattan. The
Tralfamadorians see it as their duty to teach Earthlings about the true nature of time. As Billy Pilgrim recalls: "The
most important thing I learned on Tralfamadore was that when a person dies he only appears to die. He is still very
much alive in the past, so it is very silly for people to cry at his funeral. All moments, past, present, and future,
always have existed, always will exist. The Tralfamadorians can look at all the different moments just the way we
can look at a stretch of the Rocky Mountains, for instance. They can see how permanent all the moments are, and
they can look at any moment that interests them. It is just an illusion we have here on Earth that one moment follows
another one, like beads on a string, and that once a moment is gone it is gone forever."

The Tralfamadorians were able to see the true nature of objects (and people) stretched-out as world lines in
spacetime, a continued existence from baby to old age: "Tralfamadorians don't see human beings as two-legged
creatures, either. They see them as great millipedes — with babies' legs at one end and old people's legs at the
other."

As I said earlier in the chapter, this is an absolutely crucial point in this book: we do not exist as points in time,
we are "stretched-out" as world lines from birth to death — like a millipede. This is the reality of our existence in
spacetime. We will be seeing in later chapters why this is so important.

The Ulysses Pact

The implications of the block universe model really seem quite staggering. It states that you exist at all times: the
past and the future are just as real as the current moment. So the question arises: how should you live your life in a
block universe? Does an understanding of the block universe give you an advantage over other people (who don't
read quality popular science books)? Should you behave differently?

Firstly, death should hold less fear. The block universe states that you exist at all times in your life, that you are
alive at all times. True, the block universe model implies that the circumstance and time of your death has already
been decided, but it also states that the moment of your death has no more importance than any other time of your
life. You will remain alive at other times! This is no crank theory — this is an underappreciated implication of
orthodox physics.

Einstein took comfort from this knowledge when his friend Michele Besso died. Einstein wrote a letter of
consolation to Besso's family in which he stated: "Now he has departed from this strange world a little ahead of me.
That means nothing. People like us, who believe in physics, know that the distinction between past, present, and
future is only a stubbornly persistent illusion."

Michael Lockwood considers this principle in his book The Labyrinth of Time. He tries to console those who may
have lost loved ones: "Einstein evidently believed that the spacetime view, when taken fully to heart, can provide
comfort to the bereaved. A person who is not living now, but did or will live at other times, exists in just as
substantial a sense as someone who does not live here, but only in some other place. Einstein is urging us to regard
those living in times past, like those living in foreign parts, as equally out there in spacetime, enjoying the same
flesh-and-blood existence as ourselves."

If all times are equally real, then this implies that those happy moments you have in your past are just as real as
the current moment. That should be reassuring. It also suggests that we might live happier and more content lives if
we lower the importance we give to the current moment. Downgrade the "now". Realise that the current moment is
no more real than the past moments in your life. We are inundated with advertising slogans which try to persuade us
to increase the importance we assign to the current moment: "Live for the day!" "Buy now, pay later!" Instead, resist
these temptations. Do not "live for the day", live for all times. Realise that you exist at all times. Save for the future.
Appreciate the past as being as real as the current moment.

It is, of course, easier said than done to apply less importance to the current moment. This is because our brain
tends to place greater emphasis on obtaining immediate reward, rather than deferring that instant gratification in the
hope of obtaining a greater reward at a later date. The neuroscientist David Eagleman considers this tendency in his
book The Brain.

As an example, Eagleman considers the plight of American homebuyers who bought their homes before the
financial crash of 2008. The homebuyers were attracted to the low interest rates over a trial period, without
considering the possibility that those rates would rise significantly when the trial period ended. As Eagleman



explains: "What did this disaster have to do with competing networks in the brain? These subprime loans allowed
people to obtain a nice house now, with the high rates deferred until later. As such, the offer perfectly appealed to
the neural networks that desire instant gratification — that is, those networks that want things now. Because the
seduction of the immediate satisfaction pulls so strongly on our decision making, the housing bubble can be
understood not simply as an economic phenomenon, but also as a neural one."

Eagleman continues to explain the brain's attraction to the "now": "To the brain, the future can only ever be a pale
shadow of the now. The power of now explains why people make decisions that feel good in the moment but have
lousy consequences in the future: people who take a drink or a drug hit even though they know they shouldn't;
athletes who take anabolic steroids even though it may shave years off their lives; married partners who give in to an
available affair."

But, as it has just been explained, if we want to live successfully in a block universe then it is vital to realise that
we exist at all times, and we should lower the importance we give to the current moment. In effect, that means we
need to overcome our brain's natural desire for instant gratification. One method we might use to achieve that is
described by David Eagleman and is called a Ulysses Pact.

In standard legal affairs, it is common to form a contract between two people which binds the actions of those
people at a later date. A Ulysses Pact (which is also known as a Ulysses Contract) works on a very similar principle,
but the two people which are bound by the contract are rather unusual: the contract is drawn-up between yourself …
and a future version of yourself.

The Ulysses Pact is named after Ulysses, the hero from ancient Greek literature (who was originally named
Odysseus). On his way home after triumphing in the Trojan War, Ulysses realised his ship would be passing by the
island where the Sirens lived. The Sirens were women who sang songs of such beauty that any sailor became
instantly entranced, with the result that their ship became wrecked on the rocks. In order to resist the spell of the
Sirens, Ulysses ordered his men to lash him to the mast of the ship so he would be unable to interfere with the ship's
steering. In that way, Ulysses was restricting the behaviour of his future self.

In general, the goal of a Ulysses Pact is to bind your future self so that your future self will behave in some
admirable manner. As an example, if you require extra motivation to go to the gym at a later date, you might arrange
in advance for a friend to meet you there. The behaviour of your future self then becomes bound by the contract. As
another example of a Ulysses Pact which I have found useful, I always end my books with a "Coming Soon" page
which includes a picture of the cover of my intended next book (before I have written it) and its proposed title. I then
feel obliged to write that book. It's a bind, but it works!

It is as if you are creating a legal contract between two people, but one of the two people is your future self. This,
then, resembles the suggestion of the block universe model that there are multiple copies of yourself existing at all
times. As David Eagleman says: "To make better decisions, it's important not only to know yourself, but all your
selves."



5

THE ARROW OF TIME
As we have just discussed, the block universe model suggests that all of spacetime exists as an unchanging block,

with no special "now" moment. But, if that is the case, then why do we feel as though there is a "now" moment,
which gives the current moment priority over the past and the future? In fact, not only do we feel a "now" moment,
but we feel movement of that now moment from what we call "the past" to what we call "the future". So this seems
to indicate a directionality in time. What is the origin of this directionality?

This directionality — this so-called arrow of time — is not just limited to our internal perception of the motion of
time. External physical processes also exhibit a directionality in time. For example, we might see an egg breaking
(in the forward time direction), but we never see a broken egg reforming itself. These considerations might seem
trivial, but they pose serious questions for physics. This is because the laws of physics — certainly Newtonian
mechanics — are time symmetrical, i.e., they work the same in the backward time direction as they do in the forward
time direction. Consider, for example, shooting a movie of two balls colliding, with the first ball stopping and the
second ball moving off at speed. If you played the movie backwards, the events would still make sense according to
the laws of physics. This time, though, the second ball would come in reverse, strike the stationary first ball, and the
first ball would then move off in reverse. Everything would happen perfectly in reverse, and it would look as though
it was happening in the forward time direction.

So if the laws of physics are time-symmetrical, why do so many processes exhibit an arrow of time in the forward
time direction?

Let us first consider the psychological aspects of this question.

The feeling of "now"

In the discussion of the block universe in the previous chapter, it was described how all times are equally real and
there is, therefore, no special "now" pointer which moves through time at a certain speed and determines the current
moment. Even though we derived this result in a logical manner, there still lingers a considerable amount of
resistance to this model. The main reason I feel that many people have such a problem accepting the block universe
model is not through any rational scientific basis, but because they instinctively feel a special "now" moment. This
feeling is so utterly entrenched into our lives and psyche that it is an incredibly hard habit to break.

However, there is no place in physics for feelings. Physics is based on measurement and cold equations. Is it
possible to produce any hard numerical measurement of this supposed "moving now"? No, of course it isn't — for
the reason presented in the previous chapter: it simply makes no logical sense to try and measure how fast time
flows. People might say with complete certainty that they feel the movement of a "now" pointer, but you will note
that they never say precisely how fast it moves!

So why do we feel this motion of time, this so-called psychological arrow of time? The physicist James Hartle
believes the answer does not lie with physics at all, but instead purely lies in human biology. Hartle has considered
how the human mind processes information, specifically considering the mechanism of human memory.[5] Hartle
realised that a computer model of human memory could be constructed. The resultant model applied not only to
humans, but also to processing units with computer memory such as robots. These generalised robots were given the
name IGUS (Information Gathering and Utilizing Systems).

Here is a cute example of an IGUS. We'll be seeing him again later:



Hartle realised that the memory of an IGUS could be modelled as a series of computer registers:

In the preceding diagram, the IGUS mechanism is contained within the dashed rectangle. The ever-changing
information about the outside world is denoted by a pack of cards (shown on the left of the diagram), with the top
card changing with time. The latest information about the external world — the top card on the pack — is captured
by the electronic eye of the IGUS. That information is stored in its first memory register, R1. As time passes, that
information in register R1 gets shuffled back further in memory into register R2, and the new latest information is
captured into R1. So as each new piece of information comes in, the information which is already held in memory
gets shuffled further and further back in the memory registers. Eventually, the information is shuffled out of the
bank of registers completely, into the waste bin, and the information is lost ("forgotten").

Now, the important point here is that our brains could assign equal priority to each of these memory registers. It
could say the contents of R2 are just as important as the contents of R1, or it could even say that the contents of R4
are more important than the contents of R1! But that is not what happens in practice. In fact, any creature whose
brain worked on the principle that the contents of R4 were more important than the contents of R1 would be quickly
killed off through evolution. This is because such a creature would be perpetually living in the past. It would be
acting according to the state of the universe a few seconds ago. Hartle gives the example of a frog trying to use its
sticky tongue to catch a fly on a leaf. If the frog is operating based on the contents of R4 then it will be considering
the state of the universe a few seconds ago. By the time the frog sticks its tongue out to catch the fly, the fly will
have long since flown.

So, instead, our brains assign greater importance to the contents of memory register R1. Evolution has shown that
this is the most efficient way to catch flies. The brain still retains the contents of memory registers R2 to R4, but it
makes their contents appear "foggy" to us, to make it clear that these contents should not be regarded as being as
important as the contents of R1. Hence, we call the contents of R2 to R4 "memories".

The brain retains the contents of R2 to R4, and makes their contents available to us, because memories are useful
for evolutionary purposes. But the brain emphasizes the importance of the contents of R1. If the brain really wanted
to, it could raise the importance of the contents of R2 to R4 to the same level of importance as the contents of R1. Our
memories would then be perceived as being just as real as the current moment. We would then be truly like the
Tralfamadorians from Slaughterhouse-Five, viewing all past moments in time as being as equally real as the current
moment.

How extraordinary! And perfectly legitimate within the laws of physics.
So the feeling of a special "now" moment is purely a construction of biology. Do not be fooled — this has nothing



to do with physics. Physics states that all times are equally real.
But it is interesting that this is how an IGUS (such as ourselves) can generate a "now" moment from the static

block universe structure: it is purely an illusion of human perception.
This is why we do not see objects as continuous world lines in spacetime (like the Tralfamadorians). We only

ever regard the true state of the universe as being the information which resides in the latest register R1. So we only
ever see a cross-section of spacetime at one point "right now". In this respect, human perception fools us — it does
not provide us with an accurate view of reality. As I stressed in the previous chapter, it is vital to understand that the
correct view of reality is that objects exist as stretched-out world lines in spacetime.

The moving "now"

So, given that the universe has a static block universe structure, why does an IGUS feel the movement of this
"now" moment? In other words, what is the reason for the psychological arrow of time? To answer this, you will
notice that there is a clear directionality in the way the captured information passes through the IGUS memory
registers: the information always passes from left to right, from register R1 to register R4. It is always one-way
traffic. This directionality results in an asymmetry in our memory: we can remember the past, but we cannot
remember the future. This asymmetry is the reason we feel movement: we feel the past is somewhere "we have
been" and the future is somewhere "we are going".

If we return to consider our cartoon character who lives in the block universe, we find that at each point in his
existence he is able to remember his past, but is unable to remember his future:

So this asymmetry results in our cartoon character feeling a form of motion in time, directed from the past to the
future. However, due to his existence at all times in the block universe model, there is no actual motion at all. The
universe is a static block of spacetime.

This sensation of a "moving now" explains how humans can observe motion in an otherwise completely static
block universe structure. The storage registers of our memory hold past states of our environment. As the data
shuffles through our memory registers, we can compare the past state of the environment with the current observed
state. Any change in the state of our environment would be interpreted as "motion" of the objects in the
environment. So, even in a completely static block universe structure, human beings can obtain an impression of
motion. There are probably good evolutionary reasons why we have developed a memory which works in this
manner: it is undoubtedly a huge evolutionary advantage to be able to detect objects in motion. This is the reason
why a tiger creeps slowly through the African Savannah when it is tracking its prey — it is because the visual
system of a gazelle is attuned to detecting motion.

So what science and logic seems to be telling us is that the sensation we have of movement through time is
nothing more than an illusion generated by our brains! You might find this very hard to accept, after all, surely our
brains never fool us into believing that something which is static appears to be moving? Well, if you think that is the
case, consider the following optical illusion:



You should be able to see motion in the image (Einstein's head moves).
So the brain clearly has a tendency to give an impression of movement in a situation which is completely static.

There is much in physics which is counter-intuitive, and placing too much credence on the evidence of our own eyes
— and our "feelings" — can hinder our progress to uncover the truth. We have to be careful only to analyse the
available data, and not impose our own preconceptions on the result.

Why can't we remember the future?

So, as has just been described, the underlying reason as to why we experience a moving "now" moment is due to
an asymmetry in our memory: we can remember the past, but we cannot remember the future. This asymmetry
generates a feeling of movement: we feel the past is somewhere "we have been" and the future is somewhere "we
are going". So, as we continue our analysis, it seems essential to try to understand the root cause of this asymmetry,
which is: why can't we remember the future?

It might be imagined that the answer to this question is irretrievably locked in the maze of neurons in our head.
The answer would appear to be a very personal matter, the result of individual brain chemistry. However, once again
James Hartle's IGUS model casts light on the mystery by considering the laws of physics.

Any event which occurs in spacetime has a light cone associated with it. In this example, we will be considering
the light cone for past events (there is also a corresponding light cone for future events). The past light cone contains
every event which might possibly cause a particular event. Basically, the past event must have occurred close
enough to the future event so that light had enough time to reach the future event. This allows the past event to have
been the cause of the future event.

The past light cone for an IGUS is shown in grey in the following diagram:



The IGUS lies at the apex of the cone. Two events, A and B, are shown on the diagram. As can be seen, event A
lies within the past light cone of the IGUS. This means that light (and, hence, information) from the event has had
sufficient time to reach the IGUS. As far as the IGUS is concerned, event A is an event in its past. The IGUS
possesses information about the event.

However, it can be seen that event B lies outside the past light cone of the IGUS. This means that light (and
information) from event B has not had enough time to reach the IGUS. Light from event B will only reach the IGUS
after some additional time has passed (see how the arrow from event B intersects the IGUS world line some time in
the future of the IGUS). Hence, event B can be considered to lie in the future of the IGUS. As far as the IGUS is
concerned, event B is a future event.

So why is the IGUS unable to remember the future? Well, James Hartle makes the rather obvious and brilliant
insight that "One reason the robot doesn't remember the future is that it receives no information about it." There has
been enough time for information from event A (the past event) to reach the IGUS, so information about that event
has been captured into the memory registers of the IGUS. However, there has not been enough time for information
from event B (the future event) to reach the IGUS. Information from event B has therefore not been stored in the
IGUS memory registers. Whereas the IGUS can remember event A (the past event), it is unable to remember event
B (the future event). The IGUS is therefore unable to remember the future.

So, far from being a matter of personal brain physiology, we discover that the reason we cannot remember the
future is purely due to the physics of the external universe: we cannot remember the future because we have
received no information from the future. And this is an important message: the boundary between the internal
processes of our minds and the external processes of the universe is a very blurred boundary. Human beings are not
the isolated entities we often imagine we are.

The thermodynamic arrow of time

This behaviour of light which has just been described — always travelling from the past to the future — appears
to represent another directionality in time, another arrow of time. This behaviour is actually called the radiative
arrow of time. There are in fact many different "arrows of time". For example:

We have already discussed the psychological arrow of time, and examined why we feel the motion of time



from the past into the future.

We have also considered the radiative arrow of time, and seen its importance in generating the psychological
arrow of time.

There is also a quantum mechanical arrow of time. If you read my first book, Hidden In Plain Sight, you will
know that before we measure a property of a particle, the particle behaves as though it has all possible property
values. However, when we measure the actual property of the particle, there is an apparent "quantum jump" to
a particular value. This quantum jump always happens in the forward time direction.

Another arrow of time is the thermodynamic arrow of time. Heat will always flow from a warm body to a cold
body.

Interestingly, these seemingly unrelated arrows of time all have several features in common. Firstly, all of these
arrows of time represent an irreversible process. In the psychological arrow of time, we feel movement in the
forward time direction, but we cannot reverse our motion to feel as if we are travelling in the reverse time direction.
In the radiative arrow of time, light travels in all directions away from a source and scatters randomly off objects,
but scattered light is never observed converging back towards a source. In the quantum mechanical arrow of time,
quantum jumps happen in the forward time direction, but can never happen in the reverse time direction. And in the
thermodynamic arrow of time, heat flows from hot to cold, but the reverse process is never observed (the heat of a
body at constant temperature does not spontaneously move to one corner of the body for no reason).

The second similarity between all of these arrows of time is that all of these irreversible processes happen in the
same forward time direction.

So, these similarities lead us to quite an intriguing thought: might it be possible that all of these arrows of time
have the same underlying cause? That would explain the similarities. In fact, it is indeed now the case that physicists
believe that all of these arrows of time have the same cause. And, perhaps surprisingly, the underlying cause is
believed to be the principle behind the thermodynamic arrow of time.

Thermodynamics is the theory of heat and motion ("thermo" + "dynamics"). Heat always flows from a hot
substance to a cold substance, and this motion can be tapped — just like the motion of water can be tapped to drive a
water wheel. This motion provides the energy for steam engines, for example. And it was during the era of the steam
engine that the science of thermodynamics first appeared.

So why does heat always flow from hot to cold? Well, what is really happening is that the heat is moving from
being concentrated to being dispersed. If you have two objects — one hot and one cold — and you connect them to
form a single system, the eventual result will be a single system at the same temperature. In other words, heat has
flowed from the hot object to the cold object in order to equalise the temperature of the two objects.

In 1865, the German physicist Rudolf Clausius observed this flow of heat and tried to express the motion in
mathematical terms. He arrived at the following inequality:

This inequality says that the rate of change of a measurable property, S, in a thermodynamic process is always
greater than 0. In other words, the value of S always increases. Clausius gave a name to this peculiar property, S: he
called it entropy. The inequality therefore states that the value of entropy always increases with time. This forms the
second law of thermodynamics.

So at last this equation gives us a clear mathematical formulation for an arrow of time: it is the arrow of time
captured in an equation! We are not talking about a subjective psychological arrow of time here — this is a
measurable physical quantity which always increases with time.

However, despite the success of the laws of thermodynamics, in the middle of the 19th century no one quite
understood what entropy was, or why it should always increase. In order to make sense of entropy, another
conceptual leap was required. That leap was the acceptance of the existence of atoms.

At the time, the existence of atoms was still in doubt. However, if we consider objects to be made of atoms then



we can realise that heat is simply the random motion of atoms. The spread of heat through an object is then the
spreading of this random atomic motion through the object.

The great Austrian physicist, Ludwig Boltzmann, realised that if we consider our world as being made up of
atoms, we could obtain an understanding of entropy, and why it must always increase. If we have a system made up
of atoms, we could consider those atoms to be in either an ordered state, or a totally random disordered state (this is
not something you could do if you considered objects to be a continuous solid). Entropy could then be regarded as
the amount of disorder, or randomness, of the atoms in a system. For example, if heat energy was in a very ordered
state, confined to a few atoms vibrating at the edge of an object, that heat energy would tend to spread through the
whole object. In other words, order would be lost: disorder increases. In the final state, all the atoms in the object
would be randomly vibrating, so the whole object would be the same temperature, with no trace left of that initial
ordered state. This would be a state of maximum disorder, maximum entropy.

Boltzmann produced an equation which allowed you to assign a value to entropy — the amount of disorder:

This is Boltzmann's famous equation, engraved on his tombstone in Vienna.
The value for the W term in the equation is produced by examining a system and calculating how disordered is its

current state. For example, a pack of 52 playing cards could be randomly shuffled into a huge number of different
sequences. If, however, you found the pack perfectly ordered in sequence, ace to king in all four suits, then this
would represent a very special, ordered state. And that sequence would represent a very small proportion of all the
possible sequences. Hence, the W value would be very small for that perfect sequence — giving a very small
entropy value in Boltzmann's formula.

In the case of maximum entropy, the pack would be completely disordered, and the W value would then be equal
to the total number of possible sequences of the cards: a huge number.

So, by considering Boltzmann's formula, why should entropy always increase? Well, a system will have many
more disordered states rather than ordered states. Consider the pack of playing cards again. If the entire pack of
cards was ordered in sequence, that represents a very special, ordered state with low entropy. However, a pack of
cards has many more disordered states. If the ordered pack was then randomly shuffled, it would most likely move
to one of the disordered states — it would be highly unlikely to move to the ordered state. Because systems have
many more disordered states than ordered states, a system which changes state randomly will tend to move to a
more disordered state.

So this explains the thermodynamic arrow of time. It explains why an area of heat (random atomic motion)
spreads, and never shrinks. And this principle — that disorder will spread — applies to all dynamic systems. It
explains why we might see a china cup breaking into hundreds of disordered pieces, but we never see broken china
pieces spontaneously reforming to form a cup. To quote Jim Al-Khalili from his BBC TV programme Order And
Disorder: "Boltzmann's equation contains within it the mortality of everything, from a china jug, to a human life, to
the universe itself."

Loschmidt's paradox

However, we are not out of the woods yet. There is still a problem with our proposed solution to the
thermodynamic arrow of time. If you remember back to the start of this chapter, it was described how the laws of
physics are fundamentally time-symmetrical, i.e., they work the same in the backward time direction as in the
forward time direction. So the laws of physics do not favour any direction of time — forward or backward. And,
surprisingly, when we consider Boltzmann's solution we also find that no direction of time is preferred. Boltzmann's
solution just says "a system that changes randomly will tend to become more disordered." But, if you consider the
backward time direction, systems change just as much in the backward time direction as they do in the forward time
direction. Again, no particular direction of time is preferred.

So change of entropy is fundamentally time-symmetrical. I do not think this point is widely appreciated.
Hence, it appears that we should find entropy increasing in the reverse time direction just as much as we observe

entropy increasing in the forward time direction. This argument is called Loschmidt's paradox, named after Josef
Loschmidt who was Ludwig Boltzmann's teacher.



Now let us apply Loschmidt's paradox to the whole universe. As change of entropy is fundamentally time
symmetrical then that suggests that we should see entropy increasing as we look back in time from our current
moment. This increase of entropy into the past is indicated by the dashed line in the following diagram:

Note the symmetry of the "V" shape. This is due to change of entropy being fundamentally time-symmetrical.
However, this is, of course, not what we observe. Objects tend to have lower entropy in the past — not higher

entropy as this diagram suggests. Consider a rusting old car, which will continue rusting into the future (i.e.,
increasing its entropy). However, if we look into the past we will find a sparkly new car with lower entropy. So as
we look into the past we find objects with lower entropy — not higher entropy.

So why do objects have lower entropy in the past? This is due to the very special state of the universe when it was
created. The universe was created with incredibly low entropy, and all the objects contained within the universe
have been essentially falling apart ever since!

The following diagram shows the incorrect dashed line removed, and replaced with a line revealing the extremely
low entropy at the origin of the universe. It shows the entropy value steadily increasing throughout the lifetime of
the universe:



So why was entropy so incredibly low at the origin of the universe? We are not yet certain as to why that was the
case, but a possible solution may be found from an unlikely source …

Entropy and biology

There was a story in the news recently of a remarkable young girl from Montana called Gabby Williams. Gabby
is 8 years old, but resembles a baby. The rate at which she is ageing has slowed to a snail's pace. Gabby is not the
only person with this condition: there is a 29-year-old man from Florida who has the body of a 10-year-old, and a
31-year-old Brazilian woman has the body of a 2-year-old. This condition is so rare that doctors do not even have a
name for it.

These remarkable people have come to the attention of a medical researcher called Dr. Richard Walker, now
retired but currently based in St. Petersburg. Dr. Walker believes these people could hold the secret to immortality
within their genetic structure. He refers to the process of ageing as "developmental inertia" (which is a very
interesting term with particular relevance to physics — as we shall see later). Walker believes that it might be
possible to identify an "off switch" for developmental inertia, and thus avoid the ageing process altogether.

However, if Dr. Walker is to achieve immortality he will have to overcome a fundamental biological limit. It
appears that a human cell can only divide about 50 times. This limit on cell division is called the Hayflick limit. At
the end of each strand of DNA there is a repeated sequence of molecules which act to stop the DNA from fraying —
much like the piece of plastic on the end of shoelaces. With each cell division, this piece of "plastic" DNA shortens.
So this behaves like a molecular clock, with each cell having a self destruct mechanism which is designed to limit
life span. When the clock expires, the cell undergoes programmed cell death. The Hayflick limit is different for
other animals: if you are lucky enough to be a Galapagos turtle your cells can divide about 110 times.

If Dr. Walker is right, it might be possible to circumvent the Hayflick limit. He realises that this would not
necessarily lead to eternal life: he admits that a serious accident or disease is still going to kill you. However, if you
can avoid getting run over by a car, or contracting ebola, it would appear that Dr. Walker does indeed suggest that
living forever is a real medical possibility.

However, as Dr. Walker appears to have a preference for adopting physics terms in his research, perhaps someone
might introduce him to the concept of what we might call "developmental entropy". Fundamentally, a human being
represents a physical system which is inevitably prone to increasing entropy. In this respect, a human is no different
from a rusting car, or a breaking egg. A human has to follow the unidirectional arrow of time from cradle to grave,
as there is simply no way of circumventing the second law of thermodynamics. And the second law of
thermodynamics certainly applies to cell division.

A mature human is made up of several trillion cells. When these cells become old and require replacing (e.g., skin



cells are constantly being shed), new cells can be produced by mitosis. Mitosis is cell division: one old cell can
produce two identical daughter cells. It is essential that the DNA in the original cell is precisely copied to the two
new daughter cells. However, during this copying of the DNA, it is possible for errors to creep into the copied DNA,
and these errors can accumulate over time. Imagine taking a photocopy of an image, and then photocopying that
photocopy, and then repeating the process many times. Eventually, you will find many errors creeping into your
photocopied image so that it no longer resembles the original image.

Unfortunately, these accumulated errors in the DNA can produce cancerous cells. Cancer is generally described as
the result of accumulated DNA errors, and the role of carcinogens (cancer-causing chemicals) is often listed as the
main cause. However, we can clearly also view the accumulation of DNA errors as an inevitable result of increasing
entropy. This explains why cancer is predominantly a disease of old age. As the cancer researcher Robert Weinberg
explains: "Cancer is an inevitability the moment you create complex multicellular organisms and give the individual
cells the license to proliferate. It is simply a consequence of increasing entropy, increasing disorder. If we lived long
enough, sooner or later we would all get cancer." [6]

Interestingly, though, it appears that a certain strain of cancer can avoid the seeming inevitability of entropic
damage. In Baltimore in 1951 some cancerous cells were removed (without permission) from a tumour in Henrietta
Lacks. Scientists were stunned to discover that these cells were apparently immortal. Whereas normal human cells
could survive for only a few days, these cells (known as HeLa, after the initial letters of Henrietta Lacks' name)
could survive and replicate without limit. These immortal cells have been grown and distributed around the world,
and have been used in countless experiments. Henrietta Lacks left a tremendous legacy to the medical world, and
has undoubtedly saved many lives. In many laboratories around the world, Henrietta Lacks continues to live.

So how can HeLa cells be immortal? How can they avoid inevitable damage due to increasing entropy and
damaged DNA during replication? Well, the truth is that even HeLa cells are subject to increasing entropy. Cell
division in HeLa continues to damage the DNA and produce mutations, which results in new strains. It appears that
absolutely nothing can escape the degradation due to the second law of thermodynamics.

 
However, there is one example in which it might appear that life provides an exception to the inevitability of

increasing entropy. Life has the ability to give birth to new life. And that new life, that new baby, appears perfect
and untainted. So how can this apparent circumvention of the second law of thermodynamics be explained?

I do not believe the solution to this question which is generally presented is the correct solution. The usual
explanation is that the second law only applies to closed systems, and a human being is not a closed system. A
human interacts with its environment: it eats food, it expels waste. The food has grown under the Sun — itself a
source of low entropy energy — and the expelled waste has high entropy. So the total entropy of a human system
can be reduced through interaction with the environment.

However, as I say, I do not believe this is actually the correct explanation of how entropy is apparently massively
reduced during the birth of a new human baby. In order to discover the correct solution, we need to consider degrees
of freedom.

The number of degrees of freedom of a system is how many independent distinguishing values it possesses which
are allowed to vary. That statement is not as complicated as it might sound. Once again, consider a pack of 52
playing cards which has been randomly shuffled. How do we identify one particular ordering of that pack of cards
from the random ordering of a different pack of cards? Well, firstly, the two packs might have a different card as the
top card in the pack. If the packs have a different top card, then that would certainly allow us to distinguish between
the orderings of the two packs. However, if the two top cards are the same for both packs, we would then consider
the second card in the packs. Basically, as I am sure you can see, there will be 52 different positions in the pack
which will allow us to distinguish between the orderings of the two packs. We could therefore say that each pack has
52 degrees of freedom.

Now let us consider a pack consisting of only three cards: the ace, two, and three of hearts. This pack, therefore,
has only 3 degrees of freedom, compared with the 52 degrees of freedom the pack had before. How many different
random orderings of this three card pack are now possible? You can see from the following diagram that there are
now only six possible different orderings:



One of the orderings — ordering number one at the top of the diagram — is the special, ordered state. But there
are now only five other possible disordered states. This is a far fewer number of disordered states than was the case
with the 52 card pack. This means the maximum W term (the number of possible disordered states) in Boltzmann's
formula for entropy is smaller, and so maximum entropy is reduced.

Now let us return to consider the birth of a human baby. How is it possible that two, wrinkly, middle-aged,
entropy-rich parents can create such perfect low-entropy offspring? Well, the degrees of freedom available for
describing a baby are far fewer than those available for describing an adult human. Put simply, babies all tend to
look quite similar to each other. They have fewer distinguishing features. It is not even possible to determine the sex
of a baby from facial appearances.

The available degrees of freedom for describing the few cells of an embryo are even fewer. And — as with our
three card pack of cards — fewer degrees of freedom means maximum entropy is reduced. Basically, it becomes
impossible to produce a baby with high-entropy distinguishing features, such as wrinkles, or a moustache (unless
you are very unlucky). Your baby is going to look pretty much like everyone else's baby. This explains how an
ageing couple can produce perfect, low-entropy offspring.

The low entropy of the early universe is often presented as one of the great mysteries in physics. However,
perhaps a simple comparison to a newborn baby can cast a light on this mystery.

Let us consider the universe and evaluate how many degrees of freedom it has. In how many ways could we
distinguish between one state of the universe and a different state of the universe? Clearly, the number of different
values needed to describe a universe is going to be an astronomically huge number. Hence, we could say that the
universe has a staggeringly huge number of degrees of freedom.

But what about the first few seconds after the Big Bang? How many degrees of freedom would the universe have



had then? It is likely that the universe would have had far fewer degrees of freedom. The universe was much
smoother, being composed of pure energy, with the elementary particles yet to emerge. This embryonic universe
resembled a smooth blob, marred only by tiny quantum fluctuations, with few distinguishing features: a true baby
universe.

We normally associate a smooth distribution with high entropy, but this is not the case if the smoothness is an
inevitable consequence of few degrees of freedom — as is the case with a baby. All babies are smooth, but all babies
have low entropy.

So this reduction in the degrees of freedom provides a reason as to why entropy was so low in the early universe.
As Roger Penrose explains in his book The Road to Reality: "There is a common view that the entropy increase in
the second law is somehow just a necessary consequence of the expansion of the universe … There are
comparatively few degrees of freedom available to the universe when it is 'small', providing some kind of low
ceiling to possible entropy values, and more available degrees of freedom when the universe gets larger, giving a
higher 'ceiling', thereby allowing higher entropies."

As the elementary particles emerged, the maximum possible entropy massively increased. The particles became
free to interact via all the fundamental forces. One millisecond after the birth of the universe, the strong nuclear
force acted to clump quarks together to form protons and neutrons. Gravity acted to clump all particles to form stars
and galaxies. Distinguishing features emerged within the universe. But the underlying reason for the low entropy at
the very start of the universe was surely the very few available degrees of freedom.

Just as with the universe, a newborn baby is relatively smooth and featureless. However, as the baby matures, it
develops its distinguishing characteristics. The baby develops more degrees of freedom. It develops clearer facial
definition, it grows tall or short, it develops wrinkles.

All these characteristics are what help to distinguish us from each other. Society views wrinkles negatively, but it
is experience which gives us depth and makes us interesting. And so it is with the universe. The universe was born
smooth and perfect, but it only became interesting when the wrinkles (stars, planets, life) started appearing. We
become more interesting as we age for precisely the same reason that the universe became more interesting.

Unfortunately, the second law suggests the entropy of the universe will continue to increase until it reaches a
maximum value of disorder. At that point, all the atoms of the universe will be in a random state, so the universe
will all be a constant temperature. At this point, the universe has run down. Nothing will happen in the universe.
This fate of the universe has been given the name heat death.

To quote Jim Al-Khalili from Order And Disorder: "The process of change and degradation is unavoidable. The
Second Law says the universe itself must one day reach a point of maximum entropy, maximum disorder. The
universe itself must one day die."

Our journey through life matches the journey of the universe. We inhabit a universe which was born as a perfect
baby, has its most interesting years during the time it ages and becomes wrinkly, before dying of old age.

In this chapter we have seen it is impossible to define boundaries between ourselves and the external universe. We
are all part of the one universe. So, in that sense, the universe is truly a living entity.
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TIME AND RELATIVITY
If you remember back to Chapter Three you will recall a lengthy explanation of simultaneity: when events happen

at the same time. It was explained how vital simultaneity was in shaping reality for different observers. In this
chapter, I want to return to the subject of simultaneity and show how it is completely central to the topic of time.

If we think deeply about time and simultaneity, we can realise that all measurements of time are measurements of
simultaneous events. For example, imagine I time a sprinter over a 100m race, and at the end of the race my
stopwatch tells me 10 seconds have elapsed. What has actually happened in terms of time? Actually, all that has
happened is that two pairs of simultaneous events have occurred. The first pair of simultaneous events was my
stopwatch pointing to zero, and the race starting. The second pair of simultaneous events was the winning runner
crossing the line and my stopwatch pointing to 10 seconds.

From the existence of these simultaneous events, we deduce something like: "The race took ten seconds", or "ten
seconds of time passed". So we make it sound as if time is moving, or passing by, but really all we have is the
existence of these two pairs of simultaneous events. There is nothing moving or dynamic here — there is just the
existence of events.

Of course, you might want to sub-divide the race into smaller time intervals ("ticks") such as hundredths of
seconds. But the same argument applies — you just end up with more simultaneous events. It is very much like
frames of a movie: each frame of the movie represents a series of simultaneous events. If you have a sufficiently
high frame rate then the scene appears to move. But all that really exists is a sequence of simultaneous events in
each frame. All that really exists is the movie reel.

Einstein was well aware of this fact as he explained in his groundbreaking 1905 special relativity paper: "We have
to take into account that all our judgements in which time plays a part are always judgements of simultaneous
events. If, for instance, I say: 'That train arrives here at 7 o'clock', I mean something like this: 'The pointing of the
small hand of my watch to 7 and the arrival of the train are simultaneous events.'"

So time itself is defined by simultaneous events. But, crucially, this means that anything that can affect the
simultaneity of events can therefore affect time itself. Remembering back to our discussion of simultaneity
involving Einstein's thought experiment about the moving train, it is clear just what can affect the simultaneity of
events: motion! It was the motion of the train relative to the observer standing on the platform which affected which
events Bob and Alice considered to be simultaneous.

So if simultaneity is affected by relative motion, then time itself must be affected by relative motion (remember:
time itself is defined by simultaneous events). In that case, how might it be possible to generate quantitative



equations to reveal precisely how much the passing of time is modified for moving observers? To calculate this, we
will now follow Einstein's workings by using only high-school mathematics (this adds weight to my contention that,
as we get to the most fundamental levels of Nature, the mathematics should become simpler — not more complex).

In order to generate his equation, Einstein considered the light clock which we first encountered in Chapter One.
This consists of a ray of light bouncing between two mirrors which are a distance L apart (see the following
diagram). This light clock was placed on a train travelling at a constant velocity. The clock was oriented so that the
direction the light travels was perpendicular to the direction of motion of the train.

Bob is once again travelling on the train, and his job is to measure the time taken for the ray of light to travel
between the two mirrors. This time — according to Bob — was measured as t:

Then from distance = speed × time we get:

However, to Alice — who sees the train moving — it appears the ray of light has to travel a greater distance. This
is due to the additional velocity of the train making the light travel in a longer, angled path (see the following
diagram). Alice on the platform measures this new time for the light to travel between the two mirrors to be t′.

If the speed of the train is v, then the train travels a distance vt′ in this time:



Referring to this second diagram, we see that the distance the light now has to travel (according to Alice) is D.
Now, remember that all observers will measure the same value for the speed of light. So, according to Alice, the
distance D is (from distance = speed × time):

If we consider the path of the light as forming the hypotenuse of a right-angled triangle:

We can then apply Pythagoras's theorem to this triangle (you will remember that Pythagoras's theorem says that
the square on the side of the hypotenuse is equal to the sum of the squares on the other two sides). So:



From the earlier equation, we know that:

So substituting this value for L into the previous equation gives:

Which gives:

Rearranging to get all the t and t′ values on different sides:

Dividing all terms by c2 gives:

Finally, taking the square root of both sides gives:

So here we have our final equation describing the phenomenon of time dilation. It shows that the rate that time
passes for Bob on the train, t, is less than the rate that time passes for Alice on the platform, t′.

We can see from the equation that the rate at which time slows down for Bob on the train is given by:



So, if the train is travelling at 80% of the speed of light (it's an unusually fast train), we find time on the train
slows down by a rate of:

Which means that time for Bob on the train will pass at only 60% of the rate that time passes Alice on the
platform.

Alice will actually age faster than Bob!
 
Interestingly, the formula for time dilation seems to indicate that the speed of light represents an ultimate speed

limit for all objects in the universe (in the formula, if v was greater than c then we would have to take the square root
of a negative number — and you can't do that). But why should the speed of light represent the ultimate speed limit?
We will be returning to this question later.

The twin paradox

This principle of time dilation does seem to raise something of a puzzle. Consider a thought experiment involving
two twins. One twin stays on Earth while the other twin gets in a spaceship and travels away at a speed close to the
speed of light. When the spaceship turns around and returns to Earth, the twin who was in the spaceship finds that he
has aged less than the twin who has remained on Earth. This is precisely in accordance with the expected time
dilation.

However, the puzzle arises because surely all motion is relative. If that is the case it is just as valid for the twin on
the spaceship to consider himself stationary, and the twin back on Earth to be moving at close to the speed of light.
This principle of relative motion was expressed by Einstein who, when travelling by train from London to Oxford,
asked the ticket inspector: "Does Oxford stop at this train?" Einstein was considering the train to be stationary, and
the town to be moving.

So, if the twin on the spaceship considers himself to be stationary, surely he would expect the twin back on Earth
to be the one who ages less? After all, it is now the twin on Earth who is doing the travelling.

This apparent paradox is called the twin paradox.
The resolution of the paradox comes from realising that the experiences of the two twins are not identical. To be

precise, the twin on the spaceship experiences acceleration when he takes off, when he turns around, and when he
returns to Earth. He would experience inertial forces due to this acceleration (we will be considering inertial forces
in the next chapter). However, the twin who remains on Earth experiences no such acceleration.

Once it is realised that the situation is not symmetrical, the formula for time dilation produces the correct non
symmetrical result for the ageing of the twins. [7]

Gravitational time dilation

In this section we will consider a different type of time dilation predicted by relativity: the slowing of time in a
strong gravitational field.

In 1915, Einstein published his revolutionary theory of general relativity. General relativity explained the force of



gravity in terms of the curvature of space (or, more precisely, the curvature of spacetime). An object attempting to
travel in a straight line in curved space would follow a curved path, and that deflection is interpreted as being due to
gravity.

In a famous example, a large mass is placed in the middle of a rubber sheet, deforming the sheet in the same way
that mass is known to curve spacetime:

A smaller mass will then appear to orbit the large mass in a circular path, although the smaller mass is really just
trying to follow a straight line across a surface which is curved. As Einstein explained: "When a blind beetle crawls
over the surface of a curved branch, it doesn't notice that the track it has covered is indeed curved. I was lucky
enough to notice what the beetle didn't notice."

Because general relativity predicts the curving of space — the fundamental underlying structure of the universe
— it predicts everything will be affected by gravity: even light. In the most extreme example, light is unable to
escape from the intense gravitational field of a black hole. This is not due to "light slowing down" due to gravity —
after all, light always travels at the speed of light. No, the light is trapped due to the extreme curvature of space at
the black hole. Essentially, light would have to travel an infinite distance (due to the curvature of space) in order to
escape from a black hole.

So the effect of a strong gravitational field is to curve space so that light has to travel a longer distance between
two points than normal (just as a curved road between two points is longer than a straight route). However, we know
that all observers have to measure the same speed of light. Therefore, if an observer is measuring the same speed for
a light ray — even though it is having to travel a longer distance — then there is only one conclusion we can make:
the observer's measuring clock must be running slow (we would obviously usually expect light to take a longer time
to travel a greater distance). Hence, a clock runs slower in strong gravity.

This slowing of time in a strong gravitational field is called gravitational time dilation.
Hence, gravitational time dilation predicts that time will run faster at higher altitude (further away from the

Earth's gravitational pull). With that thought in mind, let us return to the experiment we considered in Chapter One:
the experiment in which Joe Hafele and Richard Keating flew four atomic clocks around the world. Because of the
cruising altitude of the Boeing 747, gravitational time dilation predicted that the clocks would run slightly faster
than clocks which remained at the U.S. Naval Observatory. The results were found to precisely match the
predictions of general relativity, and were of similar magnitude to the additional time dilation predicted by special
relativity (due to the speed of the aircraft).

Another example of gravitational time dilation is experienced by GPS (Global Positioning System) satellites. GPS
satellites orbit 12,500 miles above the Earth's surface, hence our clocks on the surface of the Earth run slightly
slower. The clock on the GPS satellite is therefore set to run 45 microseconds per day slower than usual in order to
remain synchronized with clocks on Earth. Because of the nanosecond accuracy required by GPS, if this effect was
not taken into account, positional errors would accumulate at the rate of ten kilometres per day.

Time travel

The equations of general relativity describe how spacetime can be curved by the presence of mass. The equations
are complex, but precise solutions to the equations have been found for idealised situations in which simplifying
assumptions can be made. When Einstein was working in the Institute for Advanced Study in Princeton in the
1940s, one of his colleagues — and best friends — was the great mathematical logician Kurt Gödel (we will be



meeting Gödel again in my next book, Hidden In Plain Sight 4). It was Gödel who discovered a solution to the
equations of general relativity which first revealed the possibility of time travel to the past.

Gödel's solution was based on the phenomenon of frame-dragging. Frame-dragging occurs when a large mass
rotates. In that case, general relativity predicts that spacetime in the immediate vicinity of the mass will be dragged
around in a circle.

Gödel considered the frame-dragging which would occur in the hypothetical situation of the whole universe
rotating. In that case, all of the spacetime in the universe would be dragged around, much like the rotational mixing
of a sticky substance in a food mixing bowl. In that case, the future could be bent around so that it connected to the
past. By travelling far enough into the future along your timeline, it would then be possible to travel to the past.

The following diagram (based on a diagram from Paul Nahin's book Time Machines) shows how future light
cones would be tipped over by frame-dragging, so that the future can point into the past:

It is possible to use the frame-dragging phenomenon to design a time machine. In 1974, the American physicist
Frank Tipler published quite specific design details for a time machine.[8] No one had ever published such a paper
in a prestigious physics journal before. Tipler's time machine proposal required a long, very dense cylinder rotating
with a surface speed of at least half the speed of light. The resultant frame-dragging around the cylinder would result
in a similar time loop to the one generated in Gödel's universe. As Tipler says at the end of his paper: "In short,
general relativity suggests that if we construct a sufficiently large rotating cylinder, we create a time machine."

No one disputes Tipler's claim — it really is a blueprint for a time machine.
Another time machine proposal comes from a solution to the general relativity equations by Albert Einstein and

Nathan Rosen. Their solution resembled a tube effectively providing a shortcut between two regions of spacetime.
This was called the Einstein-Rosen bridge, though John Wheeler popularised the name wormhole:

By creating a shortcut in spacetime, wormholes raise the possibility of travelling great distances in space in a very
short time. This possibility was explored in Carl Sagan's novel Contact (and later film of the same name). In the



book, a radio telescope in New Mexico receives a coded transmission from extraterrestrial beings. The decoded
message forms instructions to build a vehicle which is used to transport five passengers through a wormhole to a
planet near the distant star Vega — in merely a few seconds. After spending several hours on the alien planet, the
travellers return to Earth to discover that only a few seconds have elapsed on Earth since their voyage began.

This plot hints that wormholes can also be used for travelling in time as well as space. Indeed, assuming that it is
possible to create a traversable wormhole, it would be a fairly straightforward procedure to turn that wormhole into a
time machine. The following procedure was described by Kip Thorne in his book Black Holes and Time Warps. A
wormhole has two mouths and there is no obvious connection in space between the two mouths: if I step through
one mouth of the wormhole, I immediately emerge out of the other mouth. With no obvious connection between the
two mouths, the two mouths can be moved quite independently of one another. To turn our wormhole into a time
machine, one mouth must be kept on Earth, while the other mouth is sent away on a spaceship at a speed
approaching the speed of light (this is treating the wormhole mouth very much like one of the twins in the previous
thought experiment). Time dilation ensures that time passes more slowly for the wormhole mouth travelling on the
spaceship. So when the spaceship returns to Earth, if you walked through the wormhole on the spaceship, you would
return to an earlier time.

All these time machine proposals raise problems as they introduce the possibility of changing the past. If it is
possible to change the past then that could potentially lead to the grandfather paradox. The grandfather paradox
considers the possibility that you use a time machine to travel back in time to kill your own grandfather before you
are conceived. However, if as a result of you murdering your grandfather, you are not conceived then you would not
have been able to travel back in time. Hence, this results in a paradoxical situation.

From the point of view of this book, the ability to change the past poses a particular problem. All through this
book, the block universe structure has been presented as a static, unchanging block of spacetime. There is no
possibility of altering any aspect of the structure — it is as if it is carved in stone. However, if it is possible to travel
back in time to change the past then this appears to disprove the whole block universe argument.

Fortunately, as we shall now see, the solution to the grandfather paradox also solves the apparent problem with
the block universe model.

Another form of the grandfather paradox was proposed in 1990 by Joe Polchinski, then a professor of physics at
the University of Texas. What was ideal about Polchinski's paradox was that it avoided any questions about human
free will (would you really be able to kill your own grandfather?). Hence, the paradox could now be analysed purely
from a physics viewpoint.

The reason Polchinski's paradox did not involve human free will was because it did not involve humans. Instead,
it involved billiard balls. The paradox considered a billiard ball rolling along a billiard table and entering a
wormhole mouth at the far end of the table. It is then possible for that billiard ball to travel back in time and emerge
out of the second wormhole mouth. Polchinski's paradox considered the situation in which the second wormhole
mouth was also positioned on the billiard table. What would happen if, when the billiard ball travels back in time
and emerges out of the second wormhole mouth, it collides with its earlier self and deflects its earlier self away from
the wormhole? It would appear the ball is prevented from entering the wormhole in the first place. This would result
in a paradox very similar to the grandfather paradox. If the billiard ball is prevented from ever entering the
wormhole because it is deflected, then it cannot emerge from the second wormhole mouth and deflect itself.



It would appear that this scenario would raise a clear paradox. It would also not be reconcilable with the block
universe model. It would appear that such a scenario could not occur in reality. Does this mean wormholes cannot
exist? Or that the block universe model is wrong?

Fortunately, it has been realised that it is possible to travel back to the past — and even affect past events —
without introducing paradoxes. Consider the previous billiard ball example again. When the ball travels back to the
past and emerges from the wormhole, it is possible that it deflects its earlier self into the wormhole, instead of away
from it:



There is now no paradox in this result. It is also a situation which can exist in a block universe: the past is
affected, but events which have already occurred (i.e., set in stone in the block universe) have not been altered.

This principle in time travel — that only situations can occur which do not result in paradoxes — is called the
Novikov self-consistency principle.
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INERTIA
In this chapter we will be considering motion. There is an inextricable link between time and motion. Motion is

defined as the variation in position of an object at different times. So without time, there can be no motion. It could
also be argued that without motion, there can be no time. As Richard Wolfson describes in his book Simply Einstein:
Relativity Demystified: "The study of motion is profound, for several reasons. First, motion is the source of all
change. Imagine a world without motion: Earth stops rotating, so it's perpetual daytime. Atoms cease moving, so
there's no chemistry — no release of energy. Nothing evolves, transforms, mutates, develops, or otherwise changes.
What does it mean to move? It means getting from one place to another, and doing so in some time. Whatever else
motion means, it involves passing through time and through space. So motion holds the key to understanding
time and space."

In this chapter we will be paying attention to a particular kind of motion called inertial motion. Inertial motion is
the motion of an object which is not being acted-on by any force. The resultant inertial motion is actually very
mysterious. For example, if you were travelling at constant velocity on a very smooth train, you could consider
yourself to be in inertial motion. As a result, as long as the train is smooth enough, you would not feel as if you were
travelling at all! So this clearly raises some fascinating and important questions about the nature of motion, and what
it means to be "moving".

Inertial motion seems to be telling us something very profound about the nature of time and space. In the next
chapter, it will become clear as to why inertial motion is so important for our understanding of time.

Perpetual motion

The Greek philosopher, Aristotle, wondered if there was a "natural state" of motion. As Richard Wolfson again
explains, the natural state of motion would be a state which requires "no explanation — a state that an object
naturally assumes unless something is explicitly done to it, like pushing or pulling it." To this end, Aristotle
considered moving objects, such as a block of wood being pushed along a table, and saw that all such moving
objects eventually came to a halt. Hence, Aristotle believed that any moving object would eventually slow down and
come to a halt — unless it was acted upon by a constant force to keep it in motion.

From this observation, Aristotle believed he could deduce the natural state of motion. As Aristotle observed that it
required a force to maintain an object in motion, he believed the natural state of motion was to be stationary. A
stationary object is to be expected — it requires no explanation. Whereas if you see a moving object, you could
reasonably seek an explanation, an answer to the question "What is making it move?"

Aristotle's argument regarding the natural state of motion was convincing, and remained dominant until Galileo
performed his experiments of motion. According to Galileo: "Ignorato moto, ignorator natura", a Latin phrase which
translates to "He who fails to understand motion, fails to understand Nature." We considered the principle of
Galilean relativity in Chapter Two. It is Galilean relativity which introduced the world to the principle of inertial
motion.

If you remember, Galilean relativity states that the laws of motion are the same for all observers who are moving
at a constant velocity. There is no experiment you could perform to determine if you were stationary or moving at
constant velocity.

It is this movement at constant velocity which is inertial motion. If it is impossible to distinguish between being
stationary and being in inertial motion, then clearly an observer moving with inertial motion will feel stationary
(otherwise it would be possible to detect the motion). So Galilean relativity reveals that an observer moving at
constant velocity (inertial motion) will feel stationary.

It is the principle of Galilean relativity which is the reason why the geocentric model of the universe proved
dominant for so long (rather than the heliocentric model being adopted). This is because the early astronomers were
fooled by the undetectable inertial motion of the Earth. Because the Earth orbits the Sun at a constant, smooth
velocity, and because the astronomers moved at the same rate as the Earth, they were fundamentally unable to detect
its motion: they felt stationary. Indeed, the notion that the Earth orbits the sun would have appeared an absurd



suggestion to them. [9]
Galileo then considered Aristotle's concept of a natural state of motion. If you remember, Aristotle believed that

the natural state of motion was to be stationary, as a moving object would tend to become stationary. However,
Galileo performed an ingenious series of experiments which led him to a different conclusion. These experiments of
Galileo are illustrated by the following diagrams:

As shown in Figure a), Galileo rolled a ball down a slope and discovered it rose to the same height up an opposite
slope. As shown in Figure b), if Galileo increased the distance between the slopes, the ball still rose to the same
height up the opposite slope — but it obviously had to travel further. As shown in Figure c), Galileo then reasoned
that if there was no opposite slope, the ball would travel forever as it would be forever unable to reach the initial
height up the slope.

Galileo's conclusion was remarkable. It suggested that an object moving horizontally in a straight line would
continue indefinitely. At this point, you might raise an objection. Surely motion cannot continue indefinitely without
continually providing some energy to the system? In raising this objection, maybe your instincts have been biased
by some of the crazy designs for perpetual motion machines which are all doomed to failure.



It is certainly true that it is not possible to build a practical perpetual motion machine. Such a device would crank
round a few times before seizing to a halt. The reason why all these machines fail is because they do not take into
account the force of friction. Friction converts kinetic energy into heat energy which is radiated from the system.
This loss of energy results in the inevitable slowing of the system.

However, if it could be possible to eliminate the force of friction from the system then the motion of the machine
would indeed continue forever — as predicted by Galileo. For example, flywheels have been built which float on
superconducting magnets (virtually frictionless) and are sealed in a vacuum to eliminate air resistance. These
flywheels will keep spinning for a period (the so-called zero-load rundown time) of many years. If such a device
could ever be made completely friction-free then it would, indeed, be a perpetual motion machine. In fact, electric
currents (the flow of electrons) in superconducting materials can continue in motion indefinitely — a form of
perpetual motion which is already with us.

The notion of perpetual motion might seem very wrong and alien to us. Our worldview has been so shaped by all
the tales of doomed perpetual motion machines that we instinctively discard any notion that perpetual motion — of
any kind — might be possible. On the basis of this discussion, however, we find that perpetual motion is not only
possible, it is natural.

Earlier in this section we considered Aristotle's argument that the natural state of motion was to be stationary —
as it required no explanation. Now, however, we see that Galileo proved Aristotle to be wrong. As Richard Wolfson
states in his book Simply Einstein, Galileo showed that "motion itself needs no cause or explanation … motion is
natural." According to Galileo, the natural state of motion is no longer being stationary — the natural state is motion
at a constant speed in a straight line, in other words the natural state of motion is inertial motion. This is a hugely
important result, and we will return to it later in this book:

 
The natural state of motion is not being stationary, it is constant velocity in a straight line (inertial motion).
 
This principle is called inertia. The discovery of inertia was Galileo's greatest contribution to physics.
You have probably seen the Olympic sport of curling, in which a granite stone is sent sliding across ice. The stone

travels at low speed, but the almost frictionless ice ensures the stone hardly slows down at all. This is an excellent
example of inertia. If we could imagine a perfectly frictionless form of ice then it is clear that the stone would travel
at its low speed forever:



Galileo died in 1642, the same year that Isaac Newton was born. When Newton started as a student in Trinity
College in Cambridge University he found that the curriculum was still dominated by the thinkings of Aristotle.
Newton introduced the college to the new developments of Copernicus and Galileo.

Newton accepted Galileo's conclusions about the laws of motion, and built on them himself to produce his three
laws of motion which form the basis of classical mechanics:

1. Every object in a state of uniform motion tends to remain in that state of motion (or remain at rest) unless an
external force is applied to it.

2. Forces act to accelerate objects. The acceleration is proportional to the force which is applied, and inversely
proportional to the mass of the object: F=m×a

3. For every action there is an equal and opposite reaction.

Newton's first law of motion is just a restatement of Galileo's concept of inertia, and so the first law is often called
the "law of inertia". The word "inertia" comes from the Greek word for "laziness", and we can see where this comes
from. The definition of inertia is that an object likes to continue in its state of motion — be that moving or remaining
stationary — unless a force acts on it.

Newton's three laws of motion defined our conception of mechanics for the next three hundred years.

Inertial mass and gravitational mass

Einstein's great talent was for identifying a simple, unifying link between two seemingly distinct effects. This
talent was clearly shown when he realised that the force due to gravity was indistinguishable from the force due to
acceleration. This led to the theory of general relativity (for details, see my previous book). This realisation allowed
Einstein to unify two properties which, for centuries, had been considered to be distinct: inertial mass and
gravitational mass.

The inertial mass of an object determines its resistance to acceleration, i.e., its inertia. Newton's second law of
motion says that the acceleration experienced by an object is inversely proportional to the inertial mass of that
object.

It might seem strange to us now, but after Newton published his laws of motion and his law of gravitation, it was
considered that the inertial mass of an object might well be different from the mass of the object which attracted
other objects: the gravitational mass. After all, the two effects — acceleration and gravity — were considered to be
completely distinct effects. There was no obvious reason why the object might not behave differently when
subjected to the two different forces.

Of course, when Einstein realised that the force due to gravity was completely equivalent to the force experienced
during acceleration this removed the centuries-long distinction between gravitational mass and inertial mass. An
object is now considered to have just one single value for its mass, and this is used for calculations of both
acceleration and gravity.

However, experiments have continued to test if any difference between gravitational and inertial mass can be



detected. In 1885, the Hungarian physicist Roland Eötvös (pronounced "urt-vursch") proposed the most famous of
these experiments, an experiment which is now known simply as the Eötvös experiment. The experiment uses a
balance (called a torsion balance) on which masses are dangled on a piece of string which can rotate. The outward
force on the masses (due to centrifugal force) would be dependent on the inertial mass. The downward force on the
masses is dependent on the gravitational mass. The masses are carefully selected so that the string will not rotate if
the inertial mass is precisely equal to the gravitational mass so that the effects cancel each other. The torsion balance
at the University of Washington is so sensitive that it can tell if it has rained recently as the extra water in the soil
has an increased gravitational pull on their equipment.

But there is a simpler way to test if inertial mass is equal to gravitational mass. Newton's laws of motion only deal
with inertial mass, the second law stating that a force applied to an object will produce an acceleration according to
F=mi×a, where mi is the inertial mass. On the surface of the Earth, for a falling object, we can equate this force to
the force of gravity:

Where mg is the gravitational mass, M is the mass of the Earth, and R is the radius of the Earth. If inertial mass
equals gravitational mass then mi = mg, and the two terms cancel from the equation. We are left with a formula for
the acceleration due to gravity on the surface of the Earth:

There is no term in this formula which is dependent on the mass of the falling object — the only mass featured in
this equation is the mass of the Earth. So this indicates that — if inertial mass really is equal to gravitational mass —
all masses will fall at the same rate (just as Galileo demonstrated on the Leaning Tower of Pisa centuries ago).

So it is possible to test the equivalence of inertial and gravitational mass just by checking if all masses fall at the
same rate, and this test can be performed with great accuracy. The Center of Applied Space Technology and
Microgravity (ZARM) in the University of Bremen is dominated by a 146-metre-tall drop tower which provides 9.3
seconds of free-fall during which experiments can be performed. Many different fields of research use the
weightless environment. Various masses have been dropped to see if they all fall at the same rate, and no
discrepancy has been found:



In all these experiments, the inertial mass and the gravitational mass of various elements has been found to be
identical to 13 decimal places. Almost certainly, no difference will ever be found.

Inertial forces

Consider a question, the answer of which might appear quite obvious at first glance, but is not as simple as it
might appear. The question is: how do you determine that an object is moving? If you look out of your window, for
example, you might see a bird flying past. It would appear easy to tell that the bird is moving. But why should the
bird not consider itself to be stationary, and it is you who are moving? In other words, if motion is relative, how is it
possible to tell what is stationary and what is moving?

In this case of the bird, it would appear that it is possible to tell that the bird is moving relative to the trees and
buildings around it. In other words, both the bird and the observer could agree that the bird is moving relative to its
immediate environment. So motion relative to the immediate environment would appear to be a way to definitively
determine if an object is moving.

However, Newton raised an objection to this apparent importance of the immediate environment. He described an
experiment in which a bucket containing water was spun at speed at the end of a rope. The water starts to spin within
the bucket:



If all motion was relative, then we would be justified in considering the water to be stationary and the rest of the
universe revolving around the water. However, the water does not behave as if it is stationary — the water surface
becomes concave and climbs up the sides of the bucket (see the second bucket in the previous diagram). Somehow
Nature can tell that the water is moving.

From our previous discussion about the bird outside your window, we can see that the obvious way to determine
that the water is moving is to consider its motion relative to its immediate environment. However, the immediate
environment of the water is the sides of the bucket, and the water is not moving at all relative to the sides of the
bucket (the water is rotating at the same speed as the bucket). So the principle of using the immediate environment
to determine the relative motion of an object is not applicable in all cases.

Newton took this result as being evidence for absolute space. According to Newton, absolute space permeates the
universe and provides an absolute reference for motion. Nature can determine that the water is rotating relative to
absolute space, and this is the reason the water rises up the sides of the bucket.

Newton's bucket argument was so convincing that absolute space was accepted as the true model of space for 200
years, until an alternative was provided by the Austrian physicist Ernst Mach in the late 19th century.

In his career, Mach contributed much to physics. You will recall the speed of supersonic aircraft being referred to
as "Mach 1", "Mach 2". Those terms are named after Ernst Mach whose experiments in supersonic velocity included
the definition of the Mach number — the ratio of a projectile's velocity to the speed of sound. But it is Mach's
insights into the nature of space — and the cause of inertial forces — which interests us here.

Mach considered the conclusions Newton drew from his bucket experiment and decided Newton was too quick to
disregard the effect of the environment. True, the water was not rotating with respect to the immediate environment,
but there were many more objects in the environment than just the bucket. For example, there is the planet Earth, or
the planets, or the fixed stars in the sky. And these distant objects would possess vastly more mass than the sides of
the bucket. Maybe they were more influential? Maybe Nature could detect that the water was rotating relative to this
more distant, hugely more massive environment?

So Mach considered the situation in which the sides of the bucket were much larger, more distant, possessing
hugely more mass:



What would happen now when this massive bucket rotates with the water? As Mach wrote in The Science of
Mechanics (1883): "No one is competent to say how the experiment would turn out if the sides of the vessel
increased in thickness and mass until they were ultimately several leagues thick."

It is now believed that, if the sides of Mach's bucket really were sufficiently huge, spacetime would be dragged
around inside the bucket at the same angular velocity as the water. As a result, the water inside the bucket would,
indeed, not rise up the walls of the bucket. This is the frame-dragging effect (a phenomenon described in the
previous chapter on time machines). NASA's Gravity Probe B satellite was sent into orbit in 2004 to see if it could
detect frame-dragging of spacetime by the rotation of the Earth. The experimental equipment consisted of four
extremely sensitive gyroscopes — the most perfectly spherical manmade objects ever created. Essentially, the Earth
performed the role of Mach's huge bucket, and the four gyroscopes on the satellite performed the role of the water in
the bucket, detecting any evidence of frame-dragging. In 2011 it was announced that the experiment had
successfully measured frame-dragging due to the rotation of the Earth — the first time the effect had been detected.

So Mach believed that motion of an object could be defined relative to all the other masses in the universe, and
this was the cause of inertia — the reason you feel a force when you are accelerated. Nature can detect the change in
your velocity relative to all the other objects in the universe. As Mach was quoted as saying: "When the subway
jerks, it's the fixed stars that throw you down."

Einstein was heavily influenced by the work of Mach. As with Mach, Einstein was also not convinced by
Newton's concept of absolute space. However, this idea of Mach's — of the fixed stars billions of miles away having
an instantaneous effect on your velocity — sounded far too much like Newton's instantaneous action-at-a-distance
theory of gravity.

So Einstein proposed a gravitational field which spread throughout space. This gravitational field controlled the
motion of masses. An object in free-fall would follow the field lines of this gravitational field. If an object was
accelerated, it would cross the field lines of the gravitational field (essentially the definition of acceleration — a
deviation from free-fall motion). Nature could then determine an object was being accelerated.

This, then, provides an explanation for the inertial force you experience when you are accelerated. The physicist
John Stachel has coined the term inertio-gravitational field for this reason. Just as Einstein revealed the equivalence
between gravity and acceleration, and the equivalence between inertial mass and gravitational mass, so the term
"inertio-gravitational field" stresses that just the one field is responsible for both inertial and gravitational forces.

John Woodward, in a paper entitled What is the Cause of Inertia?, is in no doubt: "What is the cause of inertia?
Gravity." [10]

Imagine you are a Grand Prix motor racing driver driving at speed around a tight corner. Your car — and your
body in the cockpit — changes direction around the corner, and therefore it is deviating from the normal free-fall
direction of travelling in a straight line. This means the car is crossing inertio-gravitational field lines: it is
accelerating. However, your head is sticking out of the cockpit and wants to continue in free-fall inertial motion in a
straight line down the road. The stress this causes in your body — as if your head is being pulled off — is the
inertial force felt during acceleration.



The force the driver feels is often described in terms of g-force, maybe 3g, 4g, or 5g. A force of 1g is defined as
being equal to the force due to the force of gravity, so the concept of g-force again reveals the link between gravity
and inertia.

So the sideways force you feel as you drive around a corner at speed is actually the force of horizontal gravity!
But what determines the shape of the inertio-gravitational field? The curvature of the gravitational field is

inevitably determined by all the other masses in the universe. After all, the distant stars may be billions of light-
years away, but we are still affected by their gravity — as weak as it may be. All the masses in the universe are
inevitably affected by the gravitational pull of all the other masses in the universe. So the strength and direction of
the gravitational field at any point is determined by the distribution of masses in the rest of the universe.

In this way, general relativity is very much Machian in nature. In the absence of absolute space, the inertial forces
you feel are inevitably controlled by the position and distribution of the fixed stars because these celestial bodies
determine the shape of the inertio-gravitational field throughout the universe. Of course, the greatest influence on the
gravitational field in our immediate vicinity is provided by the planet Earth. And the resultant force of gravity we
feel directed towards the centre of this planet is usually the greatest inertial force we experience.

Unless you are a Grand Prix driver.
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THE UNIVERSAL SPEED
In the course of the previous chapters, we have gained a working understanding of the phenomenon of time

dilation. In Chapter Six we derived the formula to determine how time slows down for a moving object. This was
based on the principle of relativity, the principle that all the laws of physics should be the same for all observers. In
turn, that implies that the measured speed of light should be the same for all observers. We have noted that this
reminds us of the Copernican principle: no observer holds a privileged position in the universe. No observer is
special — all observers are equal. This seems very much like a fundamental principle which would necessarily be
true.

However, there are several indications that we have not yet got to the bottom of the mystery of relativity.
Specifically, the centrality of the speed of light in all this seems rather puzzling. Why should electromagnetic
radiation (light) play a role in determining the passage of time? Why does the speed of light appear to represent an
absolute speed limit for all objects in the universe? Is there perhaps some deeper principle at play here which we
need to uncover?

In this chapter, we start to get some answers …
 
The first thing we need to consider is how we might go about creating a mathematical model of spacetime. If we

manage to create a mathematical model then we can analyse it and hopefully gain a deeper understanding of its
properties.

But how on earth are we to combine measures of space and measures of time in order to create a model of a
combined "spacetime"? To quote Brian Cox and Jeff Forshaw from their book Why Does E=mc2: "If distance in
space is measured in meters and distance in time in seconds, how can we even begin to contemplate combining the
two. It is like adding apples and oranges, because they are not the same type of quantity."

The one piece of absolutely vital information we can use is that all observers — no matter how they are moving
— must measure the same value for the speed of light. So, as speed represents a connection between distance and
time, this could potentially provide the means for combining space and time into spacetime.

Imagine there is a flash of light at the origin of our coordinate system. In the following diagram, the path of light
is shown by the dashed arrow coming from the origin.



The sphere of light in three-dimensional space will expand outwards and, after a period of time t, will have a
radius of ct. Considering the diagram, and using Pythagoras's theorem extended to three dimensions, we get:

which gives:

The expression on the left hand side of this equation is very important. Because all observers will agree on the
measured speed of light, all observers will agree on the value of this expression. Also, we see the expression
combines measurements of both space and time. So this is a combination of space and time on which all observers
can agree. The square root of the value of this expression is given the name spacetime distance (or the spacetime
interval), though this "distance" value actually combines both space and time.

Now, this is where things start to get really interesting. Because, as described in the previous chapter, every
observer in inertial motion considers himself to be perfectly stationary — it is all the other objects which are moving
relative to you. Essentially, in the previous diagram, this means you are permanently placing yourself at the origin of
the coordinate system and everything else in the universe is defined relative to your position. In the previous formula
for spacetime distance, this means that your values for x, y, and z are all zero (because you do not move relative to
yourself). But, if you consider the formula for spacetime distance, you will see that if x, y, and z are all set to zero
then the value of the distance in spacetime does not become zero — it becomes equal to ct.

What does this mean? It means that even if you are perfectly stationary, the spacetime distance you travel is equal
to ct, which is the speed of light multiplied by time. This can only mean one thing: even when you feel stationary,



you are moving in spacetime at the speed of light! In fact, in the next section we shall see that everything moves
through spacetime at the speed of light.

At last, this is a remarkable result which seems to reveal a deep truth about the nature of time. As Brian Cox and
Jeff Forshaw say in their book Why Does E=mc2: "The statement that everything moves at the same speed through
spacetime sounds rather profound."

Why can't you travel faster than light?

It might seem surprising to hear that all objects move through spacetime at the speed of light. After all, we
obviously see various objects (cars, birds, etc.) moving around us at different speeds. However, crucially, note that
these objects are moving at different speeds in space — not in spacetime. Once time is taken into account, and we
consider the combined speed of these objects in a spacetime composed of both space and time, then we find that
everything is moving at the same speed. As Brian Greene explains in his book The Fabric of the Cosmos: "The
combined speed of any object's motion through space and its motion through time is always precisely equal to the
speed of light."

How can this be? How can considering time as well as space make all the difference? Well, it is because of time
dilation: an object which is moving relative to an observer will experience less time. So, to put it simply, an object
which is moving faster through space will move slower in time. If an object is moving at a fixed speed — the
speed of light — in spacetime then this effect is inevitable. After all, there is only enough speed to go round. If an
object uses up the majority of its speed to travel through space, then it has less speed left over to travel through time.

As Brian Cox and Jeff Forshaw explain: "This newfound way of thinking about how things move through
spacetime can help us get a different handle on why moving clocks run slow. In this spacetime way of thinking, a
moving clock uses up some of its fixed quota of spacetime speed because of its motion through space and that leaves
less for its motion through time."

So the principle that everything travels at the same speed in spacetime predicts time dilation: a reduction in
measured time for a moving object. And if we calculate the amount of time dilation predicted by this principle we
find it is exactly the same amount predicted by special relativity. However, this new, simple principle is surely the
true principle which lies behind relativity.

This principle is explained in the following YouTube video Why can't you go faster than light? by Prof. Don
Lincoln from Fermilab:

 
http://tinyurl.com/lightlimit
 
If the previous link is broken, then the following link should always work:
 
http://tinyurl.com/lightlimit2
 
At the start of this chapter, a couple of relativity-related questions were posed. It was wondered why

electromagnetic radiation (light) should play a role in determining the passage of time. Also, it was wondered why
the speed of light should appear to represent an absolute speed limit for all objects in the universe. It was suggested
that there was maybe a more fundamental principle that we were missing that might provide the answers.

Well, now we have our more fundamental principle, and now we have our answers. Everything moves at the
same speed in spacetime — not just light. There is nothing special about light. Light does not play a central role in
determining the passage of time.

So why does light feature in most descriptions of special relativity? This is because light is unusual in that it has
no mass. This means that light is free to travel at the maximum speed through space (mass normally acts to restrict
speed through space). Hence, all of light's speed through spacetime is directed through space, and none of its speed
is directed through time. As a result, light does not experience the passing of time.

This means that light's speed through spacetime is very obvious to our eyes — it is the same as its speed through
space. So out of all the objects in the universe, only light appears to be travelling at this magical universal speed.
Whereas, in fact, everything is travelling at this universal speed — in spacetime.

So the speed of light is not a universal speed limit at all, it is just the speed that everything is moving — in
spacetime.

With this insight, I would suggest we no longer refer to objects travelling at the speed of light but instead we
should refer to the universal speed — the speed at which everything travels in spacetime.

http://tinyurl.com/lightlimit
http://tinyurl.com/lightlimit2


But, of course, this is not the whole story. The truth is surely that the true fundamental principle behind relativity
is the Copernican principle. In spacetime, no point is preferred, no observer is special, and all observers move at the
same speed in spacetime. Every object is treated exactly the same. Every object moves at exactly the same speed.

In human society, rich people can move faster by buying expensive cars and planes. However, physics recognises
no such inequality. In physics, everyone — and every object — is equal. Everyone is treated the same. The laws of
physics are the same for everyone. Everyone ages the same as entropy takes it toll equally. Under the laws of
physics, everyone moves at the same speed in spacetime. You cannot buy a faster car to drive through spacetime
more quickly. This is the true essence of the egalitarian Copernican principle.

The world of physics is a more equal world.

Sliding through time

Let us now consider an object which slows down as it travels through space. Its motion in spacetime is shown in
the following diagram.

Initially, the object's speed arrow in spacetime is pointing to the right, showing that most of its speed is through
space. However, as the object slows, its speed arrow in spacetime rotates anticlockwise so that less of its speed is
through space, and most of its speed is through time:

So as you see objects slowing down or speeding up, what is actually happening is that their speed arrow in
spacetime is rotating. But the actual speed of the object through spacetime is unaffected (the length of the speed
arrow remains unchanged).

Now, this is interesting. Perhaps we can obtain further insights from this approach.
The principle that all objects move at the same, constant speed in spacetime is interesting. If they are moving at

the same constant speed — never slowing down — then this sounds very much like a form of perpetual motion.
Even when objects appear to be slowing down, all that is really happening is that their speed arrow is rotating in
spacetime. And where have we heard about perpetual motion before? Well, in the last chapter on inertia it was
revealed that the natural state of motion is perpetual motion. We now see this is true: the natural state of motion is
perpetual motion in spacetime.

In the previous chapter, the example was presented of curling: if the ice was completely frictionless then the stone
would continue its perpetual motion forever.



However, as the stone eventually slows (due to friction) its speed arrow rotates in the anticlockwise direction.
Eventually, the stone appears to stop. However, the magnitude of the speed arrow in spacetime is unaffected, and the
stone therefore continues to move in time at the universal speed. So what has really happened is that the inertial,
perpetual motion of the stone in space has rotated to become inertial, perpetual motion in time.

So this gives us a tremendous insight. The motion we feel in time — the passage of time — is caused by our
inertial motion in time! The principle which is causing our motion in time is the same principle which ensures the
curling stone slides forever across frictionless ice. It is as if we are sliding through time!

Just as the perpetual motion of the curling stone across the frictionless ice is natural motion which requires no
additional source of power, so our perpetual motion through time requires no additional power. It is the natural state
of motion.
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TIME AND ENERGY
Throughout this book, it has been found that by considering the motion of objects we have obtained insights into

the nature of time. From considering curling stones on ice, to trains on railway tracks, we have discovered the
similarity — and symmetry — between motion in space and motion in time. In this chapter we are going to consider
two more related properties of objects in motion: their energy and momentum. We will see if these properties can
provide further insights into the nature of time.

It was Rene Descartes and Isaac Newton who first identified the property of momentum of a moving object.
Momentum is the property you get when you multiply the mass of an object with its velocity. For example, a heavy
lorry moving fast would have a lot of momentum. So the formula for momentum is mass multiplied by velocity: mv.

Momentum does not just have a numerical value, it always has an associated direction. Essentially, this means
that momentum is always represented by an arrow (an arrow has both a magnitude (length) and a direction). The
correct technical term for such an arrow is a vector. Momentum is a vector quantity.

Perhaps the most interesting feature of momentum is that it is always conserved, which means the total
momentum of a closed system does not change with time. In collisions, momentum can be transferred from one
object to another, but if you add up all the momentum of all the objects you will find the total momentum before the
collision is equal to the total momentum after the collision.

This principle that momentum is always conserved leads us to think that momentum represents some important
underlying feature of Nature. We will see later just how important this is.

Momentum is even conserved in situations in which all the objects are initially stationary — such as an explosion.
Imagine a stick of dynamite standing in a stationary position on a table. Nothing is moving, so the total momentum
of that system is zero. When the dynamite explodes, fragments will shoot out at great speed to the left and right, and
up and down. So it might appear that momentum is not conserved here because a stationary situation has
transformed into a situation with a great deal of motion. However, remember that momentum is a vector quantity: it
is represented by arrows. The momentum of a fragment which shoots out to the left can be represented by an vector
of a certain length pointing to the left. Similarly, the momentum of a fragment which shoots out to the right can be
represented by a vector of a certain length pointing to the right. If we add a vector pointing to the left with a vector
pointing to the right then they cancel each other out and the sum total is zero. So if we correctly consider all the
momentum of all the exploding fragments as vectors shooting out in all directions, we will find the sum total is
again zero. So total momentum is conserved even in the case of an explosion.

But, here is an interesting thought. Imagine a car driving along a road at a constant speed. It clearly has
momentum. It also clearly has an amount of kinetic energy, the energy associated with movement. We could tie a
rope to the back of the car and, as the car pulls on the rope, it could make a windmill spin. So we could use the
energy of the car to do work. This all makes sense and probably fits with your intuitive notion of momentum and
energy.

However, as we discussed in the second chapter, we also know that all motion has to be relative — there is no
such thing as absolute motion in the universe. With this in mind, imagine you are driving alongside the first car, and
you choose a constant speed which precisely matches the speed of the first car. Now, as you look across to the first
car, it no longer appears to be moving: it appears stationary. In fact, as far as you are concerned, the first car is
stationary. With no observer having precedence in the universe, your viewpoint is just as valid as the viewpoint of
any other observer. So, as far as you are concerned, the first car now has no momentum, and it has no kinetic energy.
For example, if you have a windmill on your car, you could no longer use the energy of the first car to turn the
blades of your windmill — the attached rope would be slack.

So this reveals that the momentum and kinetic energy of an object are completely observer-dependent, which
might come as something of a surprise (it is something they don't tell you in school!). This also seems to point to a
possible connection between momentum and energy, which we will discover shortly.

However, as we discussed in the previous chapter, everything travels at a constant speed in spacetime: the speed
of light. Motion in space is really just a shadow of true motion in spacetime. So this observer-dependent impression
of the momentum and energy of the car in space is not the whole story. To see the whole story we have to consider
the motion of the car in spacetime — not just in space.



Once again, imagine you are driving alongside the first car, and you are driving at precisely the same constant
speed as the first car. As you look across, the first car appears stationary. In fact, in your frame of reference, the first
car is stationary. But, as we discussed in the previous chapter, we know that everything moves at the speed of light
in spacetime. So what has effectively happened here is that — as far as you are concerned — the spacetime velocity
vector of the car has rotated so that it no longer points in space, but now points only in time. In other words, the first
car — which you see as stationary — must now be moving at the speed of light through time. This provides us with
a general result: a stationary object moves through time at the speed of light. The only reason the object appears
stationary to our eyes is because we are travelling through time at exactly the same speed!

But momentum is associated with motion (remember: momentum is mass multiplied by velocity). Admittedly,
momentum is usually only associated with motion through space. However, in our new spacetime model, we might
now reasonably ask what is the momentum of the car through time. The answer, fairly obviously, is that momentum
is the mass of the object multiplied by its speed through time. So for a stationary object, momentum through time is
given by the mass of the object multiplied by the speed of light: mc.

Now, this is interesting. The momentum through time of a stationary object is mc. What other property of a
stationary object do we know? Well, Einstein showed in his famous equation E=mc2 that the total energy of a
stationary object (its rest energy) is equal to mc2. This indicates that if we consider the momentum of an object
through time, and multiply that value by the speed of light, we obtain the total energy of that object. This seems to
indicate that we can consider energy to be momentum in the time direction.

We can show this relationship between momentum and energy in a spacetime diagram. The following diagram
takes into account an object's motion in both space and time. It has just been explained how we can consider energy
to be momentum in the time direction, so the rest energy of a stationary object (mc2) is drawn in the vertical
direction. Momentum in space is drawn in the horizontal direction:

The total energy of a moving object is a combination of that object's motion through space (its momentum) and its
motion through time (its rest energy). On the diagram, you can see that this total energy, E, is a combination of those
two types of motion, and is shown by the diagonal arrow. It is clear that we can calculate the length of the arrow
from Pythagoras:

This is a hugely-important equation called the energy-momentum relation. It reveals the relationship between
energy, mass, and momentum, and it applies to absolutely everything in the universe, from a car driving along a road
to the energy and momentum of light itself.

Let us consider some examples of the use of this equation. Firstly, if we consider a stationary object which has



mass — for example, a block of wood on a table — that object has no momentum in space so p=0 in this case, and
the equation reduces to E=mc2, the famous formula for the energy of a stationary object. So that is correct.

Let us now consider the other extreme, an object which is moving at the maximum speed through space: the speed
of light. So what moves at the speed of light? The answer is in the question: light moves at the speed of light. Let us
consider the particles which make up light which are photons. Photons are massless, which is the reason light can
travel vast distances from the stars. So, for a single photon, m=0 in the equation, and the equation then reduces to
E=pc, which is known to be the correct relationship between energy and momentum for a photon (yes, even though
photons are massless they still have energy and momentum).

So the energy-momentum relation is correct for the two extremes, and for everything else in between.

Why does E=mc2?

Let us now consider what we have discovered about the nature of energy, and, in particular, what we have
discovered about E=mc2.

E=mc2 is perhaps the most famous equation in physics. As the amount of mass in this formula is multiplied by the
incredibly huge value of the square of the speed of light, this formula reveals that a small amount of mass can be
converted to a tremendous amount of energy. This is the principle behind nuclear power and nuclear weapons. As
Andrew Steane says in his book The Wonderful World of Relativity: "This means that the total daily energy
production of all the power stations in the world could in principle be obtained from just 14 kilograms of raw
material."

How are we to make sense of this formula indicating that there is an equivalence between mass and energy? Some
puzzling questions might include "How can an amount of mass at rest contain such a huge amount of energy?", and
"Why does the speed of light feature so prominently in an equation linking mass and energy?"

Well, armed with the insights we have gained so far, we can now provide answers to these questions.
In the previous chapter it was shown that all objects travel at the speed of light in spacetime. This principle

implies that all the spacetime speed of a stationary object must be directed through time: a stationary object moves
through time at the speed of light.

So this, then, provides the answer to the mystery of E=mc2. A stationary object is, in fact, far from stationary: it is
speeding through time at the speed of light. It is this tremendous momentum in the time direction that results in a
mass at apparent rest containing a huge amount of energy. As Richard Feynman said, this is "an energy that a
particle possesses from its mere existence." [11]

And this reveals the secret as to why the speed of light appears in the famous equation linking mass with energy.
So, by considering all objects as moving at the speed of light through spacetime, we are shedding light on

numerous mysteries. As Carl Brannen hs said: "Various odd attributes of the theory of relativity, such as the huge
amount of energy present in matter, and the impossibility of matter exceeding the speed of light, become natural
consequences of a universal speed for all matter and energy." [12]

The antimatter connection

It is clear that there is an important connection between time and energy. Let us now further examine that
connection by considering a few very simple thought experiments. These will reveal remarkable and simple logical
connections between time, electric charge, energy, and the remarkable substance known as antimatter. Even though
it might appear that the concepts of time, charge, energy, and antimatter are very complicated, the extraordinary
simplicity of the following thought experiments will show that the connection is actually surprisingly simple and
logical.

Firstly, let us consider two electrically-charged particles: a proton (which is positively charged) and an electron
(which is negatively charged). The rule is that opposite charges attract, so in the following diagram we see motion of
the electron towards the proton:



Now let us imagine exactly the same situation but with the direction of time being reversed (for example, we
might have recorded a video of the previous example and are now playing the video in reverse):

As you can see in the previous diagram, with time being reversed, we see the motion in the opposite direction: we
will now observe the electron moving away from the proton. Where there used to be an attraction, there is now a
repulsion.

This might appear to be trivial and obvious because it is so simple, but actually it reveals a very fundamental
symmetry between time and electric charge: it reveals that if we reverse the direction of time — and also reverse the
electric charge of a particle — then the situation will be unchanged. [13]

So if we reverse the direction of time, we can apparently change a negatively-charged electron into a positively-
charged electron. And that is very interesting, because we know that a positively-charged electron already exists and
has been detected in experiments: it is called a positron. A positron is an example of antimatter. It is believed that
every particle has a corresponding antiparticle which has opposite charge. The antiparticle is then an example of
antimatter.

This principle (of reversed time producing antimatter) is described by Lisa Randall in her book Warped Passages:
"Imagine a movie of a current of negatively-charged electrons travelling from one point to another. Now imagine
running the movie in reverse. Negative charge would then travel backwards, or equivalently (so far as charge is
concerned), positive charge would travel forwards. A current of positrons, the positively-charged antiparticles of
electrons, produces this positively-charged forward-travelling current and therefore acts like a time-reversed electron
current."

Antimatter is used as a common theme in science fiction, but it is most certainly a real substance and is even
produced naturally in radioactive decay (a banana will produce one positron every 75 minutes or so). However,
antimatter is very rare — and for good reason: when antimatter comes in to contact with normal matter they destroy
each other, releasing a tremendous amount of energy in the form of gamma rays (high-energy light). In fact,
antimatter releases more explosive energy than anything else in existence (an antimatter bomb would be 1,000 times
more powerful than the atomic bombs dropped on Hiroshima and Nagasaki).

Now let us perform another simple thought experiment, which will reveal another highly-surprising connection
between antimatter and reversed time. In this experiment we will discover just why matter and antimatter annihilate
each other.

The following example is taken from a 1962 paper in the Journal of Philosophy written by the American
philosopher Hilary Putnam.[14] The paper considers the strange adventures of a time traveller called Oscar Smith.

Let us examine the situation in more detail. The following diagram is a spacetime diagram showing the path of
Oscar in space and time. We can see Oscar travelling forward in time, as he walks across the room. At a certain
point, he starts travelling backward in time (the hands on his watch start to turn in reverse, for example) as he
continues to walk across the room:



If we are an external observer, what would we see? Well, clearly — and remarkably — there would be a point in
time (shown by the dotted line in the following diagram) when we observe two Oscars in the room! One of the
Oscars would be travelling forward in time, and in a different position in the room we would observe the second
Oscar travelling backward in time:

It is crucial to note that although there are two Oscars in the room at that point in time, they are in fact both the
same man!

Now, we know from our previous analysis that a particle which is travelling backward in time is the antimatter
equivalent of that same particle travelling forward in time. So can we consider the second Oscar — travelling
backward in time — to be the antimatter equivalent of the first Oscar who is travelling in the forward time direction?
Let us continue our analysis to see if this is the case.

What else do we observe in the room? Well, as time progresses, we observe the two Oscars moving closer
together (the second Oscar moving backward in time, walking in reverse toward the first Oscar). You will then see
from the spacetime diagram that when the two Oscars eventually meet, they do not appear to exist on the spacetime
diagram after that point in time. It is as though they both vanish into thin air!



As Hilary Putnam says in his paper: "When the two systems merge, they are both annihilated".
So this does, indeed, resemble the behaviour of antimatter. Remember that when antimatter comes into contact

with normal matter they both annihilate each other and cease to exist.
So, rather wonderfully, purely by considering two simple thought experiments we have managed to discover a

connection between antimatter and reversed time, and we have found a simple explanation for the apparent
annihilation of antimatter and normal matter. And I can assure you that this all represents orthodox scientific
thinking (treating antimatter as the time-reversed equivalent of normal matter was first suggested by the great
physicists John Wheeler and Richard Feynman).

It might be imagined that the connection between an exotic material such as antimatter and the direction of time,
and the reason why antimatter annihilates normal matter would be an incredibly complex question. However, as we
have seen, we can deduce the connection from some incredibly simple reasoning. I think this lends weight to my
belief that — as we get to the lowest, fundamental levels of physics — we find physics gets simpler, not more
complicated.

These insights into the behaviour of antimatter and time are intriguing. But what can they tell us about the
existence of the universe itself?

The dawn of time

Fourteen billion years ago, the explosion of the Big Bang saw the universe expand from a point of extremely high
density and pressure. All the material of the universe came into existence at this point. It is believed that matter and
antimatter were created in perfect balance.

In our discussion of the arrow of time in Chapter Five, it was explained how the laws of physics work the same in
the backward time direction as in the forward time direction: there is perfect symmetry along the time axis. If we are
considering antimatter to be the time-reversed equivalent of normal matter then it is clear why matter and antimatter
were created in perfect balance: there is a perfect symmetry in time.

However, we know that if matter and antimatter come into contact then they annihilate each other and all that is
left is radiation. So why didn't the matter and antimatter present in the earliest moments in the life of the universe
simply annihilate each other, just leaving us with a universe made of light?

Well, there was indeed a huge annihilation of matter by antimatter. But it does appear that there was a very slight
imbalance in the annihilation process leaving us with a universe with a slight surplus of matter. No one knows why
this slight imbalance occurs, but Einstein summed up the process: "For every one billion particles of antimatter there
were one billion and one particles of matter. And when the mutual annihilation was complete, one billionth
remained — and that is our present universe."

So, to sum up, it is clear that time plays an integral role in the existence of the universe. It appears that our
universe needs time in order that a perfect balance can exist between the positive and the negative. We should be
very glad that such a balance can exist, because it appears to be the reason that our universe can exist at all.

But we should also be glad that there was the slightest imbalance in the process of antimatter/matter annihilation,
for if that imbalance had not been present then there would be no matter in our universe. And we would not exist.



It appears that balance in our universe is vital for its existence, but it is the slight imbalances that make it such an
interesting place to live.
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NOTES
[1] The period of the swing is actually only accurate if the amplitude of the swing is not too large. The shorter the

swing, the greater the accuracy of the clock.
[2] Ben Majoy, Redefining Time, http://www.vice.com/read/time-redefined
[3] http://en.wikipedia.org/wiki/Rietdijk-Putnam_argument As the talk page states: "The Andromeda Paradox is a

form of the argument in which two people at the same place and instant have two different universes attached to
them."

[4] In his 1913 novel The World Set Free, H.G. Wells also uncannily anticipated the development of nuclear
power and nuclear weapons, a novel which even influenced the American atomic bomb programme.

[5] James Hartle, The Physics of 'Now', http://arxiv.org/abs/gr-qc/0403001
[6] George Johnson, Unearthing Prehistoric Tumors, and Debate, New York Times, December 27th 2010.
[7] Note that, contrary to what many popular science books state, it is not necessary to use general relativity in

this situation involving acceleration. Special relativity is sufficient. General relativity would only need to be used if
the spacetime was curved.

[8] Frank Tipler, Rotating Cylinders and the Possibility of Global Causality Violation,
http://tinyurl.com/tiplercylinder

[9] Actually, a rotating object is not travelling at constant velocity, but is continuously accelerating towards the
centre of rotation. The Earth's rotation has the effect of slightly reducing the pull of gravity, but this was
undetectable to the early astronomers.

[10] John Woodward, What is the Cause of Inertia?, http://tinyurl.com/inertiapaper
[11] Richard Feynman, The Character of Physical Law
[12] Carl Brannen, The Proper Time Geometry, http://brannenworks.com/a_ptg.pdf
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LAS VEGAS
It is the summer of 1975 in Portland, Oregon.
Straight-A physics student Norman Packard is wondering how he might make some easy money over the summer

months. With this in mind, he has started reading a book called Beat The Dealer written by Edward Thorp. The book
details how it can be possible to win at blackjack by counting the cards which have already been played. If enough
cards can be remembered, it is possible to gain a small percentage advantage over the house. Packard has an
excellent head for numbers, however, when he tried the card-counting method in a casino he found the results to be
disappointing — leading eventually to losses.

Feeling despondent over his failure, Packard turned his attention to other games and had a brainwave: he could
use his knowledge of physics to win at roulette. Specifically, he knew that the roulette wheel and ball had to move
according to Newton's three laws of motion and his law of universal gravitation. If it was possible to measure the
speed at which the ball was thrown and the speed at which the wheel was spun then it should be possible to predict
the outcome.

Indeed, in his book The Newtonian Casino, Thomas Bass describes how a roulette wheel resembles the motion of
planets under gravity: "The game of roulette, with a ball revolving around a spinning disk, resembles a model
universe governed by the laws of Newtonian mechanics. Planetary ball circles solar disk until gravity sucks it out of
orbit and pulls it down to stasis."

The following diagram shows the planets orbiting a spinning roulette wheel:

The first step was to determine the feasibility of the project. Was there enough predictability in the spin of a
roulette wheel?

In order to determine this, Packard decided to measure the speed of the ball when it was thrown around the wheel.
If there was too much unpredictable variation in the speed of the ball, the plan was not going to work. Packard went
to real gaming tables in Las Vegas and clicked a hidden microphone in his hand each time the ball completed one
revolution of the wheel. On returning to his hotel room, Packard played back the tape and measured the time
between the clicks. In this way, Packard could determine not only the velocity of the ball, but could also calculate
the amount the velocity decreased between each revolution. Crucially, Packard discovered that the deceleration of
the ball was consistent: "As soon as you realise that there is this layer of predictability in the dynamics of the wheel
and the ball then that opens the door to having the possibility to beat the game."

At this point, Packard knew the potential was there. But he also knew that a lot of work was required if he was to
beat the casino. Packard called on the help of his best friend from childhood, Doyne Farmer, who was now a physics
undergraduate at University of California, Santa Cruz. He managed to sell his idea to Farmer by emphasizing the
intellectual aspects of the project. According to Packard: "I was interested in the intellectual interest of conquering



randomness, or understanding exactly what were the limits of randomness and predictability."
However, there was also another — less worthy — motivation: "It seemed like a great idea to rip off casinos, who

get so much pleasure out of ripping off everyone else."
While the prediction of the particular winning number would be beyond their capabilities, Packard and Farmer

aimed to predict the area of the wheel in which the ball would land. They divided the wheel into eight areas called
octants, each octant containing about five numbers. Ironically, a great advantage was provided by the random
arrangement of the numbers on the wheel. If the numbers in a particular octant on the wheel are considered, those
numbers appear to be in a completely random arrangement when laid-out on the betting table. This meant it was
going to be harder to detect their method.

First, Farmer went to the main supplier of roulette wheels in Nevada and obtained a casino-grade roulette wheel.
It cost $1,500 which represented the life savings of the two undergraduates. They arranged for the wheel to be
shipped to Portland. However, at this point the FBI became suspicious and interviewed Farmer about his motives.

Farmer tried to convince the FBI that he collected roulette wheels, and he had no interest in using it for gambling.
Instead, Farmer protested that this type of table — inlaid with twelve kinds of African wood — was merely a
collector's item. Surprisingly, the FBI bought his story. However, unwilling to risk transporting the wheel again,
Packard and Farmer based their experiment in Santa Cruz.

In order to accurately track the movement of the ball, a high-speed camera was rigged over the wheel. The forces
acting on the moving ball could then be determined. As Farmer explained: "Roulette is a physical system, and if you
can measure the initial position and velocity of the ball, and you know the forces acting on it, you should be able to
predict what is going to happen." Analysis of the movie footage allowed them to accurately measure the ball's
velocity and deceleration. The effect of friction and drag on the ball had to be determined. They could also measure
scatter and bounce. Scatter occurred when the ball hit the diamonds on the sloping sides of the wheel, and bounce
occurred when the ball hopped from cup-to-cup before finally coming to rest. The final program included a set of
equations which resembled the equations used by NASA for landing spacecraft on the Moon.

But how could complex calculations be performed in the middle of a busy casino? Obviously, they had to be
discreet. A small computer was required.[1] For $250 they obtained via mail order a development kit incorporating
an 8-bit 6502 microprocessor, which was the same processor used by Apple computers at the time. The computer
had access to 5K of RAM, while the program was squeezed into 4K of ROM. The computer was small enough to be
hidden under one armpit, with the battery pack hidden under the other armpit. The computer was attached to a
microswitch embedded in the sole of the shoe which allowed for data input. This switch was activated by the
movement of the big toe.

The result of the calculation was transmitted to the player via three vibrating buzzers attached to the chest. In
binary, the three vibrators could encode a digit from 1 to 8, (001, 010, 011, etc.), thus indicating on which octant the
bet should be placed.

The first stage was to calculate some parameters which were specific to the table, such as the tilt of the table, and
the rate at which the central rotor decelerated. Once this information was obtained, the only other variables
depended on the particular croupier working that day. This included the speed at which the croupier threw the ball,
and the speed at which the croupier spun the rotor. This information could be obtained by standing next to the table
and capturing the data. When a point on the wheel passed, the microswitch in the shoe was clicked. By comparing
two successive clicks, the speed of the rotor could be calculated. Similarly, two clicks were made when the ball
passed, providing the speed at which the croupier threw the ball.

Once the wheel was spun, there was a window of just fifteen seconds to enter the data and make the calculation:
two clicks for the wheel, and two clicks for the ball. After that fifteen seconds, the bet had to be made.

Taking the equipment to Las Vegas, the team favoured the older, faded casinos on Fremont Street such as the
Golden Nugget, the Mint, and the Horseshoe Club. These were the first casinos to emerge in Las Vegas in the
1930s, before a New York gangster by the name of Bugsy Siegel built the Flamingo club. That was the start of the
modern mega-casinos, now strung-out down the main Strip.



While clearly the computerized system was not completely accurate every time, over a period of time the system
provided a big statistical advantage. For every dollar bet, $1.44 was won.

However, this success was bound to draw the attention of the casino security. The increased tension caused the
player to sweat excessively, and the increased conductivity resulted in the player receiving occasional electric
shocks from the chest mechanism — which resulted in visible spasms. Bear in mind, though, that in the mid 1970s
the personal computer was unheard of, and no one would have suspected that a player might be wearing such high-
technology. Also, the team agreed never to win more than a few hundred dollars in any given session. For these
reasons, the team managed to avoid detection.

One of the most successful evenings came at the Circus Circus casino. The casino's attractions included a flying
trapeze over the main floor, and slot machines on a merry-go-round. On that night, a particularly predictable
croupier spun the ball in a regular fashion, and the computer worked like a dream: "The predictions were right on
target. Playing quarters, we recouped our losses and stacked several hundred dollars in chips in front of us. There
was a gut rush of excitement in seeing everything fall into place. After all the time spent testing and troubleshooting
it, the computer was finally up and running perfectly. I no longer had the slightest doubt. From that session, I knew
the game of roulette had been beaten."

Overall, the team estimate they made about $10,000. It was not a large sum — certainly not as large as they could
have made. This is because the motivation of the team was the intellectual challenge of the scientific project, to see
if it was possible for physics to beat the system. And in that sense, they were completely successful.

And afterwards in the bar, in celebratory mood, the team raised a toast … to Sir Isaac Newton.
 
Doyne Farmer is now a professor and a specialist in probability theory at the Santa Fe Institute. Norman Packard

now lives in Italy, researching and developing forms of artificial life.
In 1985 the law was changed in Nevada to make it a crime, punishable by up to ten years in prison, to use a

computing device in a casino capable of predicting the outcome of a game.

The clockwork universe

The method of Packard and Farmer was successful because Newton's three laws of motion and his law of
universal gravitation are completely deterministic: there is no mention of chance. Given the state of a system — the
position and velocity of all its parts — its movement from that point on is, according to Newton, completely
predictable and determined.

As the project team described in the book The Newtonian Casino: "Our basic idea was to determine the initial
position and velocity for the ball and rotor. We then hoped to predict the final position of the ball in much the same
way that a planet's later position around the Sun is predicted from initial conditions."



On this basis, the 18th century French mathematician and philosopher the Marquis de Laplace realised that, if
complete knowledge was obtained of the position and velocities of all the objects in the universe, then the future
could be forever predicted. The universe — and the future — would be completely determined: "We may regard the
present state of the universe as the effect of its past and the cause of its future. An intellect which, at any given
moment, knew all of the forces that animate Nature and the mutual positions of the beings that compose it, if this
intellect were vast enough to submit the data to analysis, could condense into a single formula the movement of the
greatest bodies of the universe and that of the lightest atom. For such an intellect nothing could be uncertain and the
future, just like the past, would be present before its eyes."

This view became known as the clockwork universe. The image of the clockwork universe became the dominant
model in physics for 200 years after Newton, and also influenced other areas of society. As Michael Mosley said in
the BBC series The Story of Science: "The way that Newton had shown that a few universal laws could explain so
much of the physical world inspired other intellectuals to look for universal laws that could explain human
behaviour, politics, even history. Newton became a hero to revolutionaries who dreamt of utopian societies founded
on reason."

The founding fathers of America decided that the laws and political institutions of their new country would be
based on science and rational thought. There would be no place for monarchs and traditions. As Edward Dolnick
says in his book The Clockwork Universe: "As they spelled out the design of America's political institutions, the
founders clung to the model of a smooth-running, self-regulating universe. In the eyes of the men who made
America, the checks and balances that ensured political stability were directly analogous to the natural pushes and
pulls that kept the Solar System in balance." As Woodrow Wilson later wrote: "The Constitution of the United
States has been made under the dominion of the Newtonian theory."

Thomas Jefferson installed a portrait of Isaac Newton in a place of honour in his home at Monticello, while
Benjamin Franklin's favourite portrait (by the Scottish artist David Martin) showed him reading in front of a bust of
Newton:



So, if the clockwork universe model suggests that the future is completely determined by the past, where does
probability creep into the equation? If all events are determined with certainty, why are there casinos, and betting
shops, and roulette wheels? The answer is that, in this situation, probability arises purely due to ignorance. Yes, if
we were a super-being with complete knowledge of the position and velocity of every atom in the roulette wheel and
the spinning ball, then the clockwork universe suggests we could predict the outcome with certainty. But we
inevitably do not have complete knowledge. We only have limited knowledge. And it is as a result of this inevitable
ignorance that we cannot predict the outcome of all events with certainty.

The clockwork universe was perhaps a reassuring concept. A universe without surprises, a universe in which
progress was assured, a universe in which knowledge could increase without bound.

As we shall see, it was also proved to be completely wrong.

"What hath God wrought?"

The mid 19th century was a time of great confidence and certainty. Newtonian mechanics had brought the
industrial revolution, and Britain and the United States had ridden the wave of the industrial revolution to become
the two most powerful nations on Earth.

The industrial revolution was powered by steam. The steam engine powered manufacturing industry, and the
steam train spanned continents. However, the steamship still took ten days to connect Britain and America, and this
represented the fastest possible communication across the Atlantic. As a result, a group of the greatest scientific
minds determined to reduce communication times by physically linking the two continents by a telegraph cable.

In 1844, the American inventor Samuel Morse transmitted the first message on the electronic telegraph. The
message travelled down wires 38 miles connecting Washington and Baltimore. Considering this achievement took
place during a period of such confidence and certainty, Morse's first message was ominously prophetic. The
message simply read: "What hath God wrought?"

The scientific advisor of the transatlantic cable project was the Belfast-born William Thomson, who was known
as one of the finest physicists of the age. Thomson had entered the University of Glasgow at the age of ten, and
within two years he was publishing scientific papers. He became a professor of natural philosophy by the age of 22,
and went on to make important contributions in the field of thermodynamics, playing an important role in
establishing physics as a modern scientific discipline.

Thomson designed the transatlantic telegraph cable, improving the core of the electric cable and its insulation.
The cable was planned to be laid from the iron steamship the Great Eastern. At 692 feet, this was the largest ship
ever built, itself a symbol of the confidence and certainty of the era.

In 1866, the cable successfully linked Britain and America for the first time. The Times called the feat "The most
wonderful achievement of this victorious century". For his role in this triumph, Queen Victoria knighted William
Thomson who later became the first British scientist to enter the House of Lords where he became Lord Kelvin.



It was during this period that Lord Kelvin issued a famous quote which reflected the confidence and certainty of
this period: "There is nothing new to be discovered in physics now. All that remains is more and more precise
measurement."

This view of Lord Kelvin was certainly not isolated.[2] In 1894, the American physicist Albert Michelson said:
"The most important and fundamental laws and facts of physical science have all been discovered. Our future
discoveries must be looked for in the sixth place of decimals."

However, Lord Kelvin's pronouncement could not have been more inaccurate. In the following twenty years —
the first two decades of the 20th century — science was rocked to the core as the old certainties were swept away.
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THE UNCERTAIN QUANTUM
Lord Kelvin must have been aware at the time of his pronouncement that there were three major mysteries

involving radiation which still required an explanation. In this chapter, we will examine those three mysteries of
radiation.

Firstly, if you take a metal bar (for example) and heat it to over 500 degrees Celsius, it will emit electromagnetic
radiation: it will begin to glow. It will first become red hot, then it will become white hot. So there is a relationship
between the temperature of the bar and the frequency of the emitted radiation (this is how potters used to determine
the temperature of their kilns). At lower temperatures, radiation of a lower frequency is emitted (red visible light),
whereas at higher temperatures, higher-frequency radiation of a brilliant blue-white colour is emitted.

However, when physicists tried to describe the relationship between temperature and frequency, they found a
problem. The classical model agreed well at low frequencies, but it predicted ever-increasing emitted energy at high
frequencies (ultraviolet and higher). This was because the model predicted that the power of the radiation was
proportional to the square of the frequency of that radiation. Hence, as progressively higher frequencies were
considered, the power of the radiation was predicted to rise to an infinitely large amount. This was known as the
ultraviolet catastrophe.

At the turn of the 20th century, the German physicist Max Planck cast a new light on the mystery. However,
things might have turned out differently. When he was 16 years old, Planck had been told by the physicist Philipp
von Jolly that he should not study physics because "in this field, almost everything is already discovered, and all that
remains is to fill a few unimportant holes." This revealed that the certainty of Lord Kelvin was also shared by other
physicists. Planck replied that he did not want to discover anything new, he merely wanted to obtain a greater
understanding of what was already known.

In order to solve the ultraviolet catastrophe, Planck took the radical step of suggesting that the emitted radiation
was composed of tiny, indivisible packets of energy, with each packet being called a quantum. The energy of each
packet was proportional to the frequency of the radiation:

Where e is the energy of the emitted quantum, f is the frequency of the radiation, and h is Planck's constant.
Planck's constant is equal to 0.000000000000000000000000006626, a very small number which has a huge
importance. It appears in many important equations in physics.

This result indicated that the amount of energy emitted at a certain frequency was proportional to the number of
packets of energy being emitted with that frequency.

Using this method, Planck was able to explain why the energy of the emitted radiation did not increase to infinity
at higher frequencies: it would take too much energy to make a single quantum at those high frequencies. Hence, at
high frequencies, there where simply fewer packets of energy being emitted.

On the 14th December 1900, Planck told his son that he may have made a discovery as important as those of
Newton. Later that day, he presented his result to the Berlin Physical Society.

Quantum theory had been born.
However, Planck, like most physicists, believed the physical world was a continuum, with matter being composed

of a smooth, continuous substance. This latest result of Planck, however, seemed to suggest that energy could be
formed of discrete, discontinuous chunks. Planck was a conservative scientist who was not motivated to further
consider the physical significance of his discovery. That would require a different experiment, and a scientist much
more ready to consider revolutionary ideas. We have to move on to consider the second major mystery involving
radiation: the photoelectric effect.

In 1899, the German physicist Philipp Lenard shone a bright light onto metal and discovered that the metal
ejected electrons. According to the classical viewpoint, it would be expected that the ejected electrons would have



more energy if the light was brighter. However, this was not what was discovered. Instead, it was found that the
energy of the ejected electrons was entirely independent of the intensity of the light. In fact, even very low intensity
light was capable of ejecting electrons. Instead, the energy of the electrons was proportional to the frequency (i.e.,
the colour) of the incident light. For example, blue light (high frequency) ejects more energetic electrons that red
light (low frequency).

This was a tremendous puzzle which could not be explained by the classical model. How could low intensity light
be capable of ejecting electrons? Well, in his annus mirabilis ("miracle year") of 1905, Albert Einstein proposed a
solution.

Einstein proposed that light was composed of packets of energy, with each packet having an energy equal to
Planck's constant multiplied by the frequency of the light:

Hence, this is precisely the same formula discovered five years earlier by Max Planck. This formula now made
sense of the photoelectric effect. Low intensity light would be composed of few packets of energy, but the energy of
each individual packet was only dependent on the frequency of the light. Hence, even a single packet of light could
potentially eject an electron from metal, the energy of the light transferring to the kinetic energy of the electron. This
explained how even low intensity light could eject electrons.

High intensity light was composed of many more of these packets of energy, but the energy of each individual
packet remained only proportional to the colour of the light. Hence, increasing the brightness of the light did not
increase the energy of the ejected electrons: you had to alter the colour of the light to do that.

So, while Max Planck could not understand the physical significance of his earlier result, Einstein's explanation of
the photoelectric effect made the meaning clear: light energy really was quantized into discrete packets. Each packet
of light energy was called a photon.

At first, there was considerable resistance to Einstein's theory of light particles. Planck, in particular, could not
accept Einstein's theory. In 1913, Planck (and other supporters) wrote a letter of recommendation for Einstein's
membership to the Prussian Academy of Sciences. The letter was full of praise, however, Planck included the
following passage: "In sum, one can hardly say that there is not one among the great problems, in which modern
physics is so rich, to which Einstein has not made a remarkable contribution. That he may have missed the target in
his speculations, as, for example, in his hypothesis of the light quanta, cannot really be held too much against him,
for it is not possible to introduce really new ideas even in the exact sciences without taking a risk."

However, the existence of the photon was soon experimentally confirmed, and Einstein received his only Nobel
prize in 1921 for his discovery of the light quantum.

The third major mystery involving radiation considered the nature of the light emitted from different materials.
When a substance is heated, it emits a light with a characteristic colour. For example, when salt (sodium chloride) is
heated in a flame, it glows with a yellow colour. This explains the common yellow colour of sodium street lighting.
Every chemical element has a different associated colour. If the light from a pure element is passed through a prism,
the prism splits the light into its various constituent colours. This spread of colours is called a spectrum.

For white light, a rainbow effect is produced as white light contains all colours. However, each particular
chemical element has a different spectrum, and it was found that the spectrum contains very sharp peaks in intensity
at different light wavelengths. This means the spectrum contains very distinct bright coloured lines. It is as if each
element has an identifying barcode. Hydrogen, for example, has four distinct lines in its spectrum. By analysing the
light from stars in this manner, it is possible to identify the chemical composition of those stars.

These lines in the spectra of elements was surely revealing something important about the structure of atoms, but
the mechanism by which these lines were produced was a mystery.

The stage was set for the entrance of a young Danish physicist who has been called the father of quantum physics:
Niels Bohr. Bohr was undoubtedly the most important figure in the development of quantum theory. Bohr worked
throughout his life to achieve the greatest understanding of quantum behaviour.

Bohr arrived at Manchester University in 1912 to work with Ernest Rutherford, who had just revealed crucial
details of the structure of the atom. Rutherford had revealed that the atom consisted of a positively-charged nucleus
— only one ten-thousandth the size of the whole atom — surrounded by a cloud of orbiting electrons. For obvious
reasons, this was called the planetary model of the atom.

However, there were problems with the planetary model. According to classical physics, the orbiting electrons



should radiate energy before eventually spiralling into the nucleus (as an analogy, the Moon is losing energy and is
therefore slowing down as it orbits the Earth). Bohr considered the previous discovery of Einstein — that light
energy was quantized — to suggest that the energy of electrons in their orbits was quantized. This would mean that
the electrons could only occupy special orbits with clearly defined energy levels. Hence, there could be no
continuous drift towards the nucleus.

Bohr then realised that this could also provide an explanation for the spectral lines. Electrons which were orbiting
further away from the nucleus would have higher energy than electrons orbiting nearer the nucleus. When an
electron jumped (a quantum jump) from a higher orbit to a lower orbit, it would release a photon. Because of the law
of conservation of energy, the energy of the photon would be equal to the energy lost by the electron. Hence,
electron jumps between certain clearly defined orbits would result in a photon being emitted with a particular colour.
This would explain the sharp lines in the spectrum.

The following diagram shows how electrons can jump between different energy levels in the hydrogen atom. The
larger the jump, the greater the energy released, and so higher frequency light is produced. The diagram shows the
frequency of the light produced for each quantum jump. This explains the four distinct lines in the visible spectrum
of hydrogen.

In his final interview, Bohr expressed the difficulties he had faced in trying to determine the structure of the atom
merely by considering its colour spectrum: "Just as if you have the wing of a butterfly, then certainly it is very
regular with the colours and so on, but nobody thought that one could get the basis of biology from the colouring of
the wing of a butterfly."

So all three mysteries associated with radiation could be solved by the realisation that energy can be quantised
into packets. But what really made the new quantum theory so devastating was that it introduced uncertainty to
science.

The uncertainty principle

In Germany, the young physicist Werner Heisenberg was working to develop a more detailed picture of quantum
behaviour. He decided to ignore the classical model of the atom — the planetary model — thus ignoring anything
that could not be directly observed. Instead, Heisenberg only considered the features that could be directly observed



and measured: the properties of the light emitted by the electrons as they jumped between two energy levels.
But there were many different orbits available for electrons to jump between. For example, an electron might

jump from energy level E3 to energy level E1, or from energy level E5 to energy level E2. What was the best way to
denote and analyse all these possible combinations?

When Heisenberg had a attack of hay fever, he retreated to Heligoland, a tiny pollen-free island off the German
coast. It was in this distraction-free environment that Heisenberg made his great breakthrough. He plotted all the
observed values in the form of a rectangular grid, known as a matrix.

In the following matrix, the energy emitted when an electron jumps from energy level E2 to energy level E1 is
denoted by E21, and so on. This single matrix, therefore, contains information about all the possible quantum jumps:

Heisenberg realised that a matrix operation could be used to extract the quantum properties — such as the
position or momentum — of a particle. If, for example, the position of a particle was to be calculated, a particular
matrix for quantum position would be used. If momentum was to be extracted, then a different matrix would be
used. [3]

However, Heisenberg realised that if matrices ("matrices" is the plural of "matrix") have to be used to determine
quantum mechanical behaviour, then that would introduce a remarkable side-effect. This is because in order to
extract a particular property of a particle (position or momentum), matrix multiplication would have to be used. And
matrix multiplication behaves very differently from conventional multiplication.

In order to see why this is the case, let us consider a simple example. Here is an example of a matrix composed of
two rows and two columns:

We might ask how matrix multiplication (the multiplication of two matrices) might be achieved. For example,
how could we multiply the following two matrices:



We can multiply these two matrices by the following sequence of steps:
First, consider the first row of the first matrix and the first column of the second matrix (shown in the two dashed

ellipses in the following diagram). Take the first number in the first row of the first matrix (which is 2) and multiply
it by the first number in the first column of the second matrix (which is 5). This gives us our first intermediate result
of 10 (we must remember this). Then take the second number in the first row of the first matrix (which is 4) and
multiply it by the second number in the first column of the second matrix (which is 1). This gives us our second
intermediate result of 4.

We add our two intermediate results (10 and 4) together to get the answer 14, and that number goes in the first
position in our result matrix:

To get our next entry in our answer matrix, once again we have to consider the first row of our first matrix, but
now we consider the second column of the second matrix. We perform a similar series of steps to the first case, this
time we need to calculate (2×6) + (4×5) to give an answer of 32:

We continue in a similar fashion until we have filled all the positions in our result matrix. So here is the answer of
our matrix multiplication:



You might want to check the steps yourself to make sure it is the correct answer. (7×5) + (3×1) = 38 and (7×6) +
(3×5) = 57.

So matrix multiplication is fairly straightforward. But Heisenberg realised that if matrices have to be used to
determine quantum mechanical behaviour, then that would introduce a remarkable side-effect. And that is because
matrix multiplication is noncommutative.

Conventional multiplication is commutative in that it does not matter in which order the numbers are multiplied,
the answer will be the same. For example, 7×5 will give the same result as 5×7. However, matrix multiplication is
noncommutative in that the ordering does matter. If the ordering of the matrices is reversed, the answer will be
different.

In order to see this, here is the previous matrix multiplication with the two matrices in reverse order:

You will see that the final result matrix is different. You can run through the steps of the calculation yourself if
you wish. Clearly, matrix multiplication is noncommutative: the ordering does matter.

Heisenberg realised that the noncommutative properties of matrix mechanics had startling consequences for
quantum behaviour. It suggested that if the position of a particle was measured, and then the momentum of the
particle was measured, a different result would be obtained than if the momentum had been measured first. The
ordering of the measurements mattered. It was as if the measurement of the position of the particle irretrievably
"poisoned" the following momentum measurement. The only way to obtain an accurate measure of the particle's
momentum would be to measure its momentum first. But that seemed to imply that it was not possible to accurately
know both a particle's position and momentum!

Heisenberg tried to make sense of this startling result by realising that, in order to measure some aspect of a
system, we inevitably alter the system being measured in some small way. Our measurement can, therefore, never
precisely reflect the true state of the system being measured. For example, if we test the air pressure of a tyre using a
gauge, some air has to inevitably leak out of the tyre — thus reducing the pressure. Or, in the case of a particle, we
can precisely measure its position by projecting it as a point onto a screen. But that inevitably reduces the particle's
velocity to zero — so we cannot obtain a momentum measurement.

This startling result became known as the Heisenberg uncertainty principle. For the first time, it appeared that
there were fundamental limits on human knowledge about the universe. At a stroke, the idea of the clockwork
universe proposed by the Marquis de Laplace was erased: it could never be possible to obtain complete information
about the position and velocity of all the particles in the universe, so it could never be possible to predict with
certainty the future of the universe.

As Heisenberg said: "'When we know the present precisely, we can predict the future' is as assumption — not the
correct conclusion. Even in principle we cannot know the present in all detail."

There was a limit on human knowledge. The old certainties were starting to unravel. From now on, the only
certainty was uncertainty.

Schrödinger's waves

The development of Heisenberg's matrix mechanics was the first time that quantum theory represented a complete
description of the quantum behaviour of a particle: the quantum equivalent of Newton's laws of mechanics. This
complete theory became known as quantum mechanics.

However, matrix mechanics was difficult to use — most physicists had never used matrices before — and
difficult to visualise. Adoption of the new technique was slow. So when Erwin Schrödinger presented a new method
which substituted the use of waves instead of matrices the method swiftly proved popular (most physicists were
familiar with waves, and the model was much easier to visualise). Schrödinger's method became known as wave
mechanics. [4]



Remember that Bohr had shown that electrons could only occupy special orbits with clearly defined energy levels.
Hence, there could be no continuous drift towards the nucleus. Schrödinger used a mathematical model of a wave as
a tool for determining these allowed orbits of electrons. An electron orbit was modelled as a wave around the
nucleus. An orbit was only allowed if a whole number of wavelengths fitted around the orbit:

This explained why only certain orbits with quantised energy levels were allowed.
When an electron emitted a photon, it could move to a lower, allowed orbit:

This mathematical wave proposed by Schrödinger was called a wavefunction. But what did the wavefunction
actually represent? Should it only be considered a mathematical tool which could be used for calculating the
properties of particles, or did it actually represent some underlying physical wave which had not yet been detected?

The situation was made more complicated by the fact that the values of the wavefunction were complex numbers,
meaning they had a "real" part and an "imaginary" part. Imaginary numbers are based on the square root of -1. As no
real number squared can result in -1, this explained why these numbers were considered "imaginary". Only if the
value was squared did the imaginary part disappear (if you square the square root of -1 then you are left with -1,
which is a real number).



So the square of the value of the wavefunction represented something "real", something that could be measured in
a laboratory. But what did the value represent? It was the German physicist Max Born who provided the incredible
answer: the value of the square of the wavefunction represented the probability that the electron is found at a
particular location. If the value of the wavefunction was larger at a particular location, there was more chance of
finding the electron there when an attempt was made to measure its position. Crucially, before the measurement was
made, it was simply impossible to obtain a more accurate fix on the electron's position. Before the measurement was
taken, it was not possible to use more accurate equipment, or more precise mathematics, to precisely pin down the
position of the electron. Before measurement, all that could be known was possibilities.

So this is what the great edifice of physics was finally reduced to: at the most fundamental level, it was only
possible to talk about the probability of a particular event occurring. It was not possible to achieve greater certainty.
The physicist was reduced to talking about likelihoods and chance, like a common gambling bookmaker.

Max Born's revelation of a fundamentally probabilistic universe meant the end of determinism. In a Newtonian
deterministic universe, one event causes another in an entirely predictable manner. Quantum mechanics, however,
revealed that the outcome of an event could only be considered in terms of probabilities.

In Chapter One we considered how probability — in a deterministic universe — was merely a product of
ignorance. However, quantum probability was revealed to be a fundamental probability which was not a result of
ignorance. As Manjit Kumar says in his book Quantum: "Quantum probability was not the classical probability of
ignorance that could in theory be eliminated. It was an inherent feature of atomic reality. For example, the fact that it
was impossible to predict when an individual atom would decay in a radioactive sample, amid the certainty that one
would do so, was not due to a lack of knowledge but was the result of the probabilistic nature of the quantum rules
that dictate radioactive decay."

Probability which is a result of ignorance can be eliminated. Quantum probability — which lies at the heart of all
reality — was here to stay.



3

COPENHAGEN
Ernest Solvay was a Belgian industrialist and philanthropist who had made his fortune from developing a process

for manufacturing sodium carbonate. The patents from the process provided Solvay with great wealth, and he used
this money to fund a series of physics conferences in Brussels which attracted the greatest minds of the day.

Since the end of the First World War, Germany had been isolated and scientific conferences had excluded
German scientists. However, in 1927 the king of Belgium announced that German scientists could be invited to the
Solvay conference: "Seven years after the war the feelings which they aroused should be gradually damped down, a
better understanding between peoples was absolutely necessary for the future, and science could help to bring this
about."

The resulting 1927 conference entered the annals of physics legend by attracting 29 of the greatest physicists of
all time, including 17 Nobel Prize winners. Among those attending the conference were Niels Bohr, Werner
Heisenberg, Erwin Schrödinger, Max Born, Max Planck, and Albert Einstein.

The fortuitous timing of the 1927 Solvay event meant it occurred at precisely the time when the philosophical
argument over the interpretation of quantum mechanics was at its height. In particular, the debates between the two
geniuses of Bohr and Einstein are considered some of the most creative and ingenious in scientific history.
According to the physicist John Wheeler: "In all the history of human thought, there is no greater dialogue than that
which took place over the years between Niels Bohr and Albert Einstein about the meaning of the quantum." The
philosopher C.P. Snow went deeper: "No more profound intellectual debate has ever been conducted."

On one side of the debate, Niels Bohr believed quantum mechanics provided a complete description of Nature at
the microscopic level, in which case Nature was fundamentally governed by probabilistic processes. On the other
side of the debate, Einstein believed that the current quantum theory was merely a temporary contrivance which
would be replaced when a deterministic theory was uncovered.

In order to understand Bohr's viewpoint, let us return to the problem of quantum jumps of electrons orbiting the
nucleus. When Ernest Rutherford first saw Bohr's revolutionary ideas about the quantum structure of the atom, he
immediately raised a question: when does an electron know when to jump, and how does it decide where to jump?
Reasonably enough, Rutherford wanted to know what underlying process controlled the quantum jumping: "Bohr's
answer was remarkable. Bohr suggested that the whole process was fundamentally random, and could only be
considered by statistical methods: every change in the state of an atom should be regarded as an individual process,
incapable of more detailed description. We are here so far removed from a causal description that an atom may in
general even be said to possess a free choice between various possible transitions."

If Bohr was correct, the implications were staggering: there was no "causal" description of the process, nothing
should be considered as causing the quantum jumps. It was only ever possible to talk about the probability of an
event occurring. This would imply that Nature, at its root, was random, and no deeper explanation could ever be
produced.

Einstein, however, was far from convinced by this explanation. According to Einstein: "I find the idea quite
intolerable that an electron exposed to radiation should choose of its own free will, not only its moment to jump off,
but also its direction. In that case, I would rather be a cobbler, or even an employee in a gaming-house, than a
physicist."

Einstein remained convinced that there had to be some underlying deterministic mechanism — hidden from our
eyes — which was responsible for determining the timing and direction of the quantum jumps. In this respect,
Einstein considered the current theory of quantum mechanics to be incomplete, merely a stop-gap until a more
complete theory came along.

When Einstein arrived at the 1927 Solvay Conference he was initially reluctant to contribute his opinion, stating
that he did not feel sufficiently knowledgeable about the latest developments in quantum mechanics. However,
Einstein's diffidence disappeared when Heisenberg and Born issued a provocative joint statement: "We consider
quantum mechanics to be a closed theory, whose fundamental physical and mathematical assumptions are no longer
susceptible of any modification." Essentially, Heisenberg and Born were suggesting that quantum mechanics should
be considered to be the final theory, and that the fundamental probabilistic nature of reality just had to be accepted.
It was almost as if they were goading Einstein into making a response. In one of his most famous quotes, Einstein



replied: "God does not play dice with the universe".
From now on, Einstein would no longer be silent about quantum mechanics.

Einstein's box

During the day, the conference was conducted at the Solvay International Institute for Physics in Brussels.
However, all of the participants at the conference were staying at the Hotel Metropole, and it was in the dining room
of the hotel that most of the heated discussion occurred. Each morning, Einstein would arrive for breakfast armed
with a new thought experiment which he believed revealed a flaw in the uncertainty principle. Einstein and Bohr
would continue their discussions as they walked to the institute, and during breaks in the conference. Usually by
dinner back in the Metropole, Bohr would reveal a flaw in Einstein's argument, thus saving the uncertainty principle
and the prevailing interpretation of quantum mechanics.

However, one of Einstein's thought experiments was so ingenious that Bohr was stunned when he heard of it.
Einstein asked Bohr to consider a box with a hole in its side (see the following superbly detailed diagram, actually
drawn by Bohr himself). The hole has a shutter which can be opened or closed by a clock mechanism inside the box.
The clock inside the box is synchronised with a clock outside the box in the laboratory. The top surface of the box is
attached to a spring, and a scale at the side of the box means it is possible to determine the weight of the box.

At the start of the experiment, the box is weighed. At a certain point in time, the clock in the box opens the shutter
and a photon of light escapes. After this point, if the box is weighed again then it is possible to determine the mass
of the photon. Then, from Einstein's own equation, E=mc2, it is possible to determine the energy of the emitted



photon. The time at which the photon was emitted is also known because it is the time at which the shutter opened.
It therefore appears possible to know the energy of the photon and the time at which it escaped. But according to the
uncertainty principle this should not be possible as time and energy are a pair of properties with a relation similar to
position and momentum: the more accurately you know the time, the less accurately you should be able to know the
energy. According to the uncertainty principle, you should never be able to know both time and energy with perfect
accuracy.

This came as a tremendous shock to Bohr. Einstein's box seemed to undermine the uncertainty principle, and
hence the whole edifice of quantum mechanics. As far as Bohr was concerned, it would be "the end of physics" if
Einstein was correct.

As Einstein and Bohr walked back to the Hotel Metropole that evening, there was a spring in Einstein's step and a
broad grin on his face as he felt he had at last defeated the uncertainty principle. Bohr, however, looked flustered as
he struggled to keep up with the confident Einstein.

That evening it was noted that Bohr looked like "a dog who has received a thrashing". Bohr spent a sleepless
night going over the experiment time and time again in his head. It was not until the early hours that Bohr believed
he had found the flaw in Einstein's reasoning, and he managed to grab just a few hours sleep before confronting
Einstein over breakfast.

Bohr realised that Einstein — in his rush to overthrow quantum mechanics — had forgotten the implications of
Einstein's own theory of general relativity. General relativity predicted that a clock in a stronger gravitational field
would run slower than a clock in a weaker gravitational field. Bohr realised that when the photon was emitted from
the box, the spring attached to the top of the box would lift the box slightly higher in the Earth's gravitational field.
This would result in the clock inside the box no longer being perfectly synchronised with the clock in the laboratory.
Hence, it was no longer possible to obtain the time measurement with perfect accuracy. The uncertainty principle
was saved.

When Bohr told Einstein of this solution to the problem over breakfast, it was Einstein's turn to look stunned.
Once again, he had failed in his attempt to overthrow quantum mechanics.

From now on, Einstein gave up attacking the uncertainty principle as the weak spot of quantum mechanics.
Instead, he turned his attention to the quantum model of reality itself, because it was here that quantum mechanics
predicted some very strange things indeed.

Is the Moon there when no one is looking at it?

According to the interpretation of Niels Bohr, the uncertainty principle had revealed that it was no longer possible
to consider the result of a scientific observation without also considering the effect of that observation on the object



being observed. In other words, it was no longer possible to draw a clear boundary between the observer and the
object being observed: the effect of the observer became all-important.

With this in mind, Bohr argued that, before an observation or measurement was made, it was scientifically
meaningless to talk about the properties of a particle. Bohr said: "It is wrong to think that the task of physics is to
find out how Nature is. Physics concerns what we can say about Nature." In other words, it is only our observations
which are real. It is meaningless to talk about objective reality in the absence of observation.

Before observation, Bohr insisted, all that existed was the wavefunction (which we considered in the previous
chapter). The wavefunction was a mathematical tool for determining probabilities. The wavefunction represented a
superposition of all possible states which would be possible after measurement. For example, the wavefunction can
represent all the possible positions in which an electron might be discovered after a measurement is taken. After the
measurement is taken, the wavefunction "collapses" so that only a single value is measured for the location of the
electron. [5]

This interpretation of quantum mechanics became known as the Copenhagen interpretation (because Niels Bohr's
institute of physics was in Copenhagen).

If you read my first book, you will know that this is, yet again, another example of the universe acting like a
roulette wheel. Before observation, the state of the system must be considered as being in a superposition state: it
acts as though it possesses a combination of all possible property values. The state of the system could then be
represented by a roulette ball spinning around the wheel, possessing all possible values. But when an observation is
taken, it is as if the roulette ball stops spinning and has to occupy a single value. It is at this stage that probability
enters into quantum mechanics: you cannot predict where the ball will stop, you cannot predict what property value
you will measure.

So we see that quantum theory cannot correctly predict the outcome of any single experiment! It can only provide
the possibility of a particular outcome. This might seem a huge drawback of quantum mechanics. However,
knowing the possibility of particular outcomes is an important tool if multiple measurements are made. In this sense,
quantum mechanics is a statistical theory: it provides you with the probabilities of a certain result if multiple
observations are taken.

It is frequently said that the Copenhagen interpretation implies that the act of observation somehow "creates
reality", the motivation for this belief being Niels Bohr's assertion that it is scientifically meaningless to talk about
the properties of a particle before observation. For Einstein, this belief was anathema. Einstein believed there had to
be an objective reality in the absence of observation. In another famous quote Einstein said "I like to think that the
Moon is there even if I am not looking at it."

Unfortunately, this frequently-repeated quote of Einstein has been partly responsible for the production of a
number of pseudo-scientific books (and even movies) suggesting that quantum reality is somehow conjured into
existence by human observation, or human consciousness. This is surely a complete fallacy, and is based on a lack



of understanding of the principles of quantum mechanics. As the physicist Carver Mead has said: "That is probably
the biggest misconception that has come out of the Copenhagen view. The idea that the (human) observation of
some event makes it somehow more 'real' became entrenched in the philosophy of quantum mechanics. Even the
slightest reflection will show how silly it is. An observer is an assembly of atoms. What is different about the
observer's atoms from those of any other object? What if the data are taken by computer? Do the events not happen
until the scientist gets home from vacation and looks at the printout? It is ludicrous!"

In order to correctly understand the effect of observation at the quantum level, it must be realised that observation
can never be responsible for making an object "real", for somehow conjuring it into existence. However, it is the
case that the act of observation can have the effect of modifying some properties of an observed object. These
properties of a particle — such as spin and location — which are subject to the quantum superposition principle are
called dynamic properties. But a particle also possesses properties which are fixed and are not subject to the
principles of quantum mechanics, such as a particle's electric charge. These properties are called static properties.
The existence of static, unchanging properties whose values are known prior to observation indicates that the
particle does, indeed, exist prior to observation. So quantum mechanics states that the Moon does indeed exist even
if no one is looking at it.

So now in order to understand the intended meaning of the earlier Einstein quote, let us consider the quote in its
entirety: "I think that a particle must have a separate reality independent of the measurements. That is, an electron
has spin, location and so forth even when it is not being measured. I like to think the Moon is there even if I am not
looking at it."

So we see from this full quote that Einstein was actually referring to certain properties of a particle, in particular
its spin and location. He was not referring to the entire existence of the particle. So Einstein was merely suggesting
that the Moon might be located somewhere else if he was not looking at it — he was not suggesting the Moon did
not exist at all if he was not looking at it! Unfortunately, the latter part of the quote has been taken out of context and
used to launch a pseudo-science industry.

Indeed, we should perhaps not find it too surprising that the act of observation can be responsible for modifying
some properties of a particle. Our discussion of the uncertainty principle in the previous chapter considered the
measurement of air pressure in a tyre using a gauge, a process which inevitably resulted in some air leaking out of
the tyre — thus reducing the pressure. Hence, observation inevitably modifies the object being observed.

In that case, it would appear to be rather meaningless to talk about values of certain properties of a particle before
observation. After all, the only way to measure the property value is to perform the observation — and the
observation must inevitably alter the value of the property.

So to talk of a certain objective reality before observation clearly appears rather meaningless. Certainly, as we
move down to the smallest quantum level, it should probably not be considered surprising that the effect of the
observation on the object under observation would become very significant indeed.

So if it is clear that the act of observation inevitably affects the object under observation, this means that the
observed object should never be considered as an isolated object. Instead, the observer and the observed object
should be considered to be a single, combined system. An object cannot produce a property value without an
observer, and an observer cannot produce a property value without an object to observe. It is only by considering a
combined system that a property value can be produced.

So, if it requires a combined system to produce a property value, it makes no sense to talk of the property value of
a single isolated object. Einstein insisted that there was an "objective reality" in the absence of observation. But if it
requires the presence of an observer to create the property value, then it really makes no sense to talk of the
objective reality of a single, isolated object. It is the combination of observer and observed object which generates
reality.

However, Einstein continued to insist that there must be a fixed objective reality in the absence of observation.
And, in 1935 Einstein showed he had one more trick up his sleeve, a trick which would shake quantum mechanics
— and Niels Bohr — to the core.

The EPR paradox

In 1935, Einstein teamed-up with Nathan Rosen and Boris Podolsky to produce a landmark paper which came to
be known as the EPR paper (after the initials of Einstein, Podolsky, and Rosen). The EPR paradox was another
attempt by Einstein to show that quantum mechanics could not be a complete description of the workings of Nature.

The basis of the EPR paradox rested on the principle of entanglement. It is possible, under certain circumstances,
for the properties of a particle to become correlated with the properties of another particle (i.e., the property values



of one particle are dependent on the property values of another particle). For example, an electron has a property
called spin, which, if we measure it, we might find the spin to be either upward ("spin up") or downward ("spin
down"). When we perform a measurement of electron spin in a particular direction (e.g., the vertical direction), we
will only find one of these two states because spin is quantized into one of these two discrete states: it is like a
roulette wheel with only two slots into which the ball can drop.

For example, it is possible to produce a pair of electrons using a method which ensures that each electron must
have opposite spin to the other electron, i.e., if one electron is "spin down" then the other electron must be "spin up"
(this is due to the law of conservation of angular momentum: total angular momentum of the system before the
electrons are emitted must equal the total angular momentum of the system after the electrons are emitted). This pair
of electrons are then said to be entangled: the property values of one electron is dependent on the property values of
the other electron.

So if two people each receive one of the entangled electrons and perform a measurement of spin, they will find
that the other person's electron has opposite spin. The following diagram shows two experimenters — Alice and Bob
— each receiving one electron from a pair of entangled electrons, and, after measuring the spin, they discover it to
have opposite spin to their partner's electron:

But, in the EPR paradox, Einstein realised that quantum mechanics predicted a problem with this picture.
According to quantum mechanics, before the spin of an electron is measured that spin value is supposed to be in a
multi-valued superposition state: a combination of all possible values, both "spin up" and "spin down". This is like
the ball spinning around the roulette wheel, with both spin values being possible before the measurement is taken.
Only after a measurement is taken does the electron possess a definite spin value (either "spin up" or "spin down").
So, for example, when Alice measures the spin of her electron and finds it to be "spin up", her electron is no longer
in a multi-valued superposition state. It is as if the ball has stopped spinning around the roulette wheel and has
dropped into a particular slot: the "spin up" slot.

But as soon as Alice's electron takes a definite value, this means that Bob's electron must also have a definite
value — the opposite value: "spin down". So Alice measuring her electron and finding a definite spin value also has
the effect of taking Bob's electron out of its superposition state and forcing it to take a definite spin value. It is as if
Alice's measurement has an instantaneous effect on Bob's electron.

Einstein realised that quantum mechanics insisted that this effect of one particle onto the other particle must be
instantaneous — even if the particles are separated by quite a distance. And here Einstein believed he had found a
flaw in quantum mechanics, because Einstein's own theory of special relativity prohibited any such influence over
distance acting faster than the speed of light. According to relativity, it was simply not possible for this
instantaneous effect predicted by quantum mechanics.

This principle — that an object should only be influenced by its immediate surroundings, and cannot be
influenced by some instantaneous effect from a distant object — is called locality.

As we have seen, Einstein had created several thought experiments before with the aim of revealing
inconsistencies in the Copenhagen interpretation of quantum mechanics. However, each time Niels Bohr had been
able to find a flaw in Einstein's argument, thus saving the day for quantum mechanics. This time, however, the
situation was different. With the EPR paradox, Einstein had revealed a gaping hole in the Copenhagen
interpretation.

According to one of Bohr's colleagues: "The EPR onslaught came down upon us as a bolt from the blue. Its effect
on Bohr was remarkable." Bohr abandoned all other work to try to find a solution to the paradox. Bohr worked day
and night, becoming increasingly frustrated as he realised the subtlety of Einstein's argument. After six weeks, he
presented his solution, but it was less than convincing. Bohr stated that the pair of entangled particles should not be
considered separately, but should be considered as forming a single entangled system — even though the two
particles might be separated by a considerable distance. Essentially, Bohr was stating that there was some form of
instantaneous communication between the particles. However, the restriction that nothing can travel faster than light



was not broken because it was impossible to send information via this method: the outcome of the particle spin
measurements was always random. As Brian Greene said: "Special relativity survived by the skin of its teeth."

Einstein was not satisfied with Bohr's reply, and had no time for this suggestion of instantaneous influences over
great distances. Famously, Einstein said: "Physics should represent reality in time and space, free from spooky
action at a distance."

Instead, Einstein believed that the answer to the paradox lay in the fact that the particles contained certain
property values all along, but these values were hidden from our eyes (so-called hidden variables). So when Alice
measures her electron and finds it is "spin up", there is no problem with Bob's measurement as Bob's particle knew it
was "spin down" all along. In this way, no instantaneous action at a distance is required. The principle of locality
would be preserved, but it would mean that the particles contained more information than quantum mechanics said
they possessed.

If Einstein was correct, it would mean that quantum mechanics was not a "complete" description of reality. This
announcement of Einstein made headlines around the world, such as this one from the New York Times on May 4th
1935:

Unfortunately, there seemed to be no way to distinguish between the viewpoints of Einstein and Bohr. Who was
correct?

Bell's theorem

In the decades which followed, the theory of quantum mechanics brought one success after another, and it
assumed its position as one of the bedrock theories in physics. Applications of quantum mechanics included
semiconductors (leading to the computer age), and lasers (which introduced CDs and DVDs). For most physicists,
the successes of quantum mechanics meant they were more than happy to use the basic equations to produce results,
without spending too much time wondering about the philosophical interpretations. The discussions between Bohr
and Einstein over EPR were largely forgotten.

However, in the 1960s, an Irish physicist by the name of John Bell became fascinated by the EPR paradox and
decided to see if it was possible to design an experiment which could distinguish between the viewpoints of Einstein
and Bohr. Instinctively, Bell felt that Einstein must be right — that there was an objective reality even in the absence
of observation. Bell believed that the properties of particles had to have fixed values — even before those property
values were measured. In an effort to prove Einstein correct, John Bell proposed an ingenious experiment.



As in the case of the EPR paradox, Bell's experiment required two experimenters to measure the spin value of two
entangled particles. As with EPR, if one experimenter measures "spin up" then the other experimenter has to
measure "spin down". According to the Copenhagen interpretation, after the spin of the first particle is measured, it
is as if quantum entanglement works over a great distance to "pull" the spin of the second particle into the precisely
opposite alignment. It does not matter how the spins of the particles were aligned before observation: after
observation quantum mechanics "pulls" the spin of the second particle to point in precisely the opposite direction to
the measured spin of the first particle.

Bell's brilliant innovation was to consider the situation when one of the detectors was not precisely aligned either
up or down. What if the second detector is aligned at a 45° angle?

In that case, there would not be such a precise correlation between the results of the two experimenters. But the
"pulling" effect of quantum mechanics (via quantum entanglement) ensures that there is still a surprisingly high
level of correlation between the two results. In fact, according to quantum mechanics, the level of agreement
between the two experimenters is predicted to be:

where θ is the angle by which the second detector is offset. So for an offset angle of 45°, this formula predicts a
level of agreement between the two experimenters of approximately 85% (if you want to check the maths, you can
enter the 45° value into the previous formula to check you get 85%).

But what happens if quantum mechanics is incorrect? What if Einstein was right, and the particle spins have fixed
values before observation?

In that case, there is no quantum manipulation at a distance, and the level of correlation between the two
experimenters simply falls off linearly as the offset angle increases. An offset angle of 45° represents a quarter of the
distance from 0° (100% correlation) to 180° (0% correlation). So, as there is a linear relation, an offset angle of 45°
represents 75% correlation.

So, in the case of fixed spin values (i.e., the situation preferred by Einstein), we find there should be only a 75%
probability of agreement between the two experimenters.

To sum up, if quantum mechanics is correct, we should expect an 85% level of correlation between the two
experimenters. But if quantum mechanics is incorrect — and Einstein is right — we should expect to find a level of
correlation no higher than 75%.

So it was in the early 1970s that several groups of experimenters started to test the level of correlation in
entangled particles. When the results were analysed, the result was startling. It was shown that the level of
correlation was, indeed, 85% — the value predicted by quantum mechanics. This was a higher value than the value
which should have been possible (75%) if the particles had fixed property values. This meant that Bohr was right all
along and Einstein was wrong: particles could not have fixed property values. There had to be some form of faster-
than-light spooky signalling, the effect of which was to increase the correlation between the particles. This was an



astonishing result, which Physics World magazine called "the most profound discovery of science."
Unfortunately, John Bell died suddenly of a stroke in 1990. In that same year he had been nominated for a Nobel

Prize for his discovery. Bell would probably have won the prize, but it is never awarded posthumously (which
hardly sounds fair). However, for his work in revealing the true extraordinary nature of quantum mechanics, Bell is
recognised as one of the greatest physicists of the 20th century.

Fundamental uncertainty

We will end this chapter with a discussion of a very important concept, a concept which will be repeated
throughout this book. It is the concept of fundamental uncertainty. We encountered fundamental uncertainty earlier
in this chapter with our discussion of the quantum roulette wheel. It was explained how the process of making a
quantum measurement is like playing a game of roulette. However, there is fundamentally no way of determining
where the ball will stop, no way of calculating the value in advance. We might illustrate fundamental uncertainty
using the roulette wheel analogy, or we might simply express it by using a box which produces random numbers.
There is no way of determining which number will be produced by the box, no cause we can detect, no hidden
mechanism we can investigate, and there is no pattern to the numbers.

Essentially, this is "God playing dice".
The diagram also shows a command being issued for a particle to decay. Again, there is fundamentally no way to

determine when this command will be issued: the timing is completely random.
However, this type of behaviour — this fundamental uncertainty — seems very alien to us. There is nothing in

our human-level macroscopic world which behaves in this way. We only ever encounter outcomes which are clearly
defined, effects uniquely determined by their causes. In our macroscopic world we are always able to dig-deeper to
find the cause of any observed behaviour. But at the lowest quantum level, this option of digging deeper is not
available to us. It is called fundamental uncertainty because "fundamental" implies that there is no deeper layer.

And it is because this behaviour seems so alien to us that the possibility of this behaviour receives so much
resistance, so much hostility. It is as if there is an inflexibility to accept that such behaviour could exist, as if people
cannot "get their heads round it". As we have seen, even the great Albert Einstein seemed to have an inflexible
resistance to the concept, a resistance which was to damage the remainder of his career.

It is perhaps the hardest task in physics — and the most important skill — to have a flexible mind capable of
accepting ideas which appear counter-intuitive or which do not agree with everyday experience, such as the concept



of fundamental uncertainty. However, the skill is to only consider experimental data, the results of experiments, and
listen to Nature talking.

So remember the name: fundamental uncertainty. It is a crucial concept which will crop up again in this book.
But why should Nature be behaving in such an unusual manner? Why do the laws of quantum mechanics work

this way? It is interesting to present some speculation about why this might be the case.
In my first book, I asked the question as to why the laws of Nature take the form they do. It is a question which

has been asked many times before, probably most famously when Einstein said: "What I am really interested in is
whether God could have made the world in a different way; that is, whether the necessity of logical simplicity leaves
any freedom at all." Do the laws of Nature arise from logical necessity? In other words, is it at all possible that the
laws of Nature could have taken a different form? If that is not the case, if the laws could not have been any other
way, then we would appear to have found a solution to our question of why the laws take the form they do.

Perhaps we can find an answer from the most remarkable moment in the history of the universe: the moment of
the Big Bang, approximately 13.7 billion years ago. Our theories are not yet capable of predicting what precisely
happened in the earliest moments of the existence of the universe, in the so-called Planck epoch, from 0 up to 10—27

seconds. However, if we wind the clock back, it is believed that the universe was compressed to a size smaller than
an atomic nucleus, an incredibly hot and dense point. The condition of the universe at this moment is called the
boundary condition. In order to be topical, I can quote Stephen Hawking's character at the end of the recently-
released movie The Theory of Everything: "There ought to be something very special about the boundary conditions
of the universe". Surely we can learn a lot from this condition.

If you read my first book, you will know that we should not treat the event of the Big Bang as the reason the
universe exists (all times are equally real in a block universe: the last moments of the universe are just as real as the
first moments). However, the very peculiar situation of the Planck epoch poses a tremendous challenge for classical
deterministic physics. According to determinism, every effect has a clearly-defined unique cause. But if the universe
did not exist before the Big Bang, then how can determinism link cause and effect over the period? Also, how can
the classical law of conservation of energy possibly handle a situation in which no energy (before the Big Bang) is
transformed into a great deal of energy (after the Big Bang)? Classical deterministic physics is inflexible in these
matters. Determinism inevitably breaks down.

But if determinism breaks down, then indeterminism (in the form of quantum mechanics) is perfectly capable of
stepping up to the mark. Quantum indeterminism breaks the strict laws of cause-and-effect. And, according to the
uncertainty principle, it is even possible that a small amount of energy can spontaneously appear from empty space
in a so-called quantum fluctuation, but only for a very short time. In fact, if you had to design a theory aimed at
coping with the craziness of the earliest moments of the universe, you could not do much better than "anything goes"
quantum mechanics.

So maybe at the lowest levels of reality there must be indeterminism and uncertainty, otherwise there could be no
way that the universe could exist. Maybe every conceivable universe has to be fundamentally non-deterministic at
its base level? Maybe this makes indeterminism and uncertainty a logical necessity in the laws of Nature.

We shall return to consider this point later in the book.



4

VIENNA
At the start of the 20th century, the city of Vienna was the capital of the Austro-Hungarian empire, a city of two

million souls, and one of the most important centres of culture and philosophy in the world. The Austro-Hungarian
empire consisted of 15 nations, and the citizens of those nations created a cultural melting-pot in Vienna. The city
was a centre of the modernist movement, buzzing with the new ideas of psychoanalyst Sigmund Freud and
philosopher Ludwig Wittgenstein who both chose to make the city their home. The centres of intellectual debate
were the Viennese coffee houses, where arguments raged through the day. The clientele of the coffee houses
included Adolf Hitler, Joseph Stalin, Leon Trotsky, and Sigmund Freud who were all living in the city within a few
miles of each other. [6]

According to Professor Dave Cliff on his BBC TV programme The Joy of Logic: "Despite its grace and gentility,
Vienna can lay justifiable claim — perhaps more than any other city — to be the birthplace of the modern. For it
was here in art, design, philosophy, science, and psychology, that people most boldly challenged the tired
conventions and assumptions of the 19th century."

I am the proud possessor of a postcard from Vienna dated 1904. It is a beautiful thing. The picture on the card
gives a good impression of what street life must have been like in that era:

About this time, the University of Vienna commissioned a series of paintings for the ceiling of its great hall. The
paintings were intended to celebrate the great recent technological and scientific advances, and the seemingly
endless increase in knowledge. The artist they commissioned was Gustav Klimt. However, when Klimt presented
his finished paintings to the professors of the university, they were shocked. Instead of a series of optimistic visions,
Klimt presented a pessimistic, dark, hopeless view of naked men and women drifting aimlessly in voids.



This was certainly not what the professors wanted. The paintings seemed to challenge their view of a brave new
world in which human knowledge would continue to boundlessly increase. Klimt's paintings were instantly rejected.

According to Professor Dave Cliff: "Klimt's paintings seemed to reject the fashionable notion that science and
mathematics would provide us with complete knowledge founded on absolute provable truth." The emphasis on
provable truth is important, because, as we shall see, it was the concept of provable mathematical truth which would
later be severely challenged by one of the students of the University of Vienna.

The certainty of mathematics

What do we mean when we say a statement is "true" or "false"? Well, the statement might refer to some factual
aspect of the material world, e.g., "The cat is on the mat". That statement could be evaluated as being either true or
false by inspecting the mat and determining if the cat is sitting on it. In the field of logic, we would call a statement
such as "the cat is on the mat" a proposition. A proposition is a statement which can be either true or false.

The rules of logic allows us to use reasoning to combine propositions. For example, we could combine the
proposition "all men are mortal" with the proposition "Socrates is a man" to derive the proposition "Socrates is
mortal". We can then say that we have used the rules of logic to prove that Socrates is mortal, and the steps we used
to prove that proposition would be called a proof.

In mathematics, if a proposition is true and it is particularly useful or important, then it is called a theorem. Not
only is a mathematical theorem true, but it will be true under all circumstances, in any conceivable world. This
differs from a proposition about the material world. Propositions about the material world such as "the cat is on the
mat" could conceivably be either true or false. We could certainly imagine an alternative world in which the other
outcome is true (i.e., "the cat is not on the mat"). In mathematics, however, there is no uncertainty: a true
proposition (theorem) would have to be true in any possible world.

So a mathematical proof is a valuable thing. It seems to reveal some insight into "the way things have to be". In
his book The Study of Mathematics, Bertrand Russell said: "Mathematics takes us into the region of absolute



necessity, to which not only the actual world, but every possible world, must conform."
Let us consider an example of a theorem from geometry (geometry being a branch of mathematics). The

Pythagorean theorem ("On a right-angled triangle, the square of the hypotenuse is equal to the sum of the squares of
the other two sides") has at least 370 known proofs. However, only one proof would be required to establish the
truth of the theorem.

And because mathematical proof reveals an insight into "the way things have to be" we realise that the
Pythagorean theorem would have to be true in any possible world we could imagine. For example, aliens on other
planets would at some stage of their technological evolution undoubtedly independently discover their own version
of the Pythagorean theorem. The great mathematician Carl Friedrich Gauss suggested that the diagram of the
Pythagorean theorem should be drawn on the Siberian tundra so that Martian observers would recognise that there
was intelligent life on Earth. The outlines of the shapes were to be ten-mile-wide strips of pine forest. The interiors
of the shapes were to be giant fields of yellow wheat.

We can feel certain about the universal truth of mathematical theorems because they are derived — in a sequence
of logical steps — from simple axioms. Axioms can be considered the foundation stones of mathematics. They are
simple propositions which are considered as being "obviously true". For example, the axioms of classical geometry
were defined by the Greek mathematician Euclid. These five axioms are:

1. It is possible to draw a straight line from any point to any other point.

2. It is possible to extend a straight line indefinitely.

3. It is possible to draw a circle with any centre and any radius.

4. All right angles are equal to one another.

5. Parallel lines never meet — no matter how long they are.

Though these axioms might appear trivially simple, all of classical geometry (including the Pythagorean theorem)
can be derived by logical reasoning (building up) from these five axioms. In fact, it is the simplicity of the axioms
which gives them their strength: the truth of these axioms appears intuitively obvious. And it is the obvious truth of
its axioms which provides mathematics with its universal certainty.

However, it was known that the last of Euclid's five axioms — the parallel postulate — was not quite as
intuitively obvious as the other four axioms. Attempts to prove the parallel postulate from the other four axioms
failed. Did the parallel postulate necessarily have to be true?

Euclidean geometry is also called plane geometry because it assumes that the geometry is being constructed on a
flat surface. However, in the 19th century it was realised that geometry could also be performed on curved surfaces,
e.g., the surface of a sphere. In that case, the parallel postulate does not hold: parallel lines can eventually meet.
Lines which are parallel on one part of the sphere might converge to a point. As an example, the north-south lines of
longitude on the surface of the Earth are parallel at the Equator but converge to a point at the North and South Poles.

The resultant form of geometry — which can deal with curved surfaces — is called non-Euclidean geometry. In
the early years of the 20th century, the real-world application of non-Euclidean geometry was revealed when
Einstein's theory of general relativity showed that space itself had curvature, so only a non-Euclidean geometry



could correctly describe space.
So the introduction of non-Euclidean geometry showed that our certainty of mathematics is only as secure as our

certainty of the axioms on which mathematics is based. Suddenly, mathematics seemed less than secure. As John
Barrow says in his book Pi in the Sky: "The discovery that Euclidean geometry was not a unique, inevitable, and
absolute truth about the world came therefore as a stunning blow. Its impact was far-reaching and irreversible. It
undermined absolutist views about human knowledge across a vast spectrum of human thinking. Prior to the coming
of non-Euclidean geometry, there was a unity, a confidence, and a certainty to our knowledge of the world.
Afterwards, the one unassailable truth about the nature of the physical world had been eroded and so, along with it,
had centuries of confidence in the existence and knowability of unassailable truths about the universe. How are the
mighty fallen."

The Barber of Seville

In the early years of the 20th century, there was a great deal of interest in a number of logical paradoxes which
threatened to undermine the foundations of mathematics. As an example, Epimenides — a Greek philosopher of the
sixth century — once said: "All Cretans are liars". This might appear rather a racist comment, however, it should be
mentioned that Epimenides was from Crete himself. So what are we to make of Epimenides' statement? If all
Cretans really are liars, then Epimenides is a liar himself. In which case, we should not believe his statement.
Therefore, Epimenides might be a truthful Cretan. In which case, all Cretans are liars, etc.

The liar's paradox also featured in a 1967 episode of Star Trek (http://tinyurl.com/liarsparadox). Captain Kirk and
the crew manage to defeat an android simply by telling it "I am lying". The android finds this so illogical (if he is
lying, then he must be telling the truth) that its circuits blow and smoke pours out of its head.

The liar's paradox is not written in the language of mathematics, it is written in English which is a language not
notable for its logical consistency. Hence, this paradox is considered to be nothing more than a linguistic oddity, and
not a threat to mathematics. However, other paradoxes were discovered which were phrased in the language of
mathematics, and these paradoxes posed more serious problems. One of these paradoxes is known as the paradox of
the Barber of Seville: "A man of Seville is shaved by the Barber of Seville if and only if the man does not shave
himself. Does the Barber shave himself?"

This paradox is slightly more complex than the previous liar's paradox. It refers to the mathematical structure
known as a set, which is a collection of objects. The paradox considers the set of all men who do not shave
themselves (and are therefore shaved by the barber):

Should the barber be in the set? In other words, does the barber shave himself? If we assume the barber does not
shave himself, then we should put him in the set. But if we put him in the set, then the barber should shave himself

http://tinyurl.com/liarsparadox


because the barber shaves all the men in the set.
So if the barber shaves himself, then he does not shave himself. But if the barber does not shave himself, then he

does shave himself.
Hence, this is another paradox. But unlike the previous liar's paradox — which was expressed in the English

language — sets are mathematical structures which can be expressed mathematically. So the tale of the Barber of
Seville represents a true mathematical paradox.

This paradox was discovered by the English philosopher and logician Bertrand Russell in 1903, and it is called
Russell's paradox. Russell was so disturbed by mathematical paradoxes that he embarked on a project aimed at
restoring perfect certainty to mathematics.

Russell started writing a book. A very, very, long book.

Principia Mathematica

Although mathematicians believed they were completely rigorous in their approach, Russell realised that this was
not the case. Often, mathematicians used terms which had not been rigorously defined, or used reasoning — perhaps
unconsciously — which was logically inconsistent. Russell decided that what was needed was to derive all of
mathematics using pure logic. Nothing would be left to chance. There would be no room for differing
interpretations, or human emotion. Essentially, the whole process could be performed by a computer, relentlessly
building-up endless theorems and printing out the results.

However, as there was a shortage of computers in the first decade of the 20th century, the task fell solely on the
shoulders of Russell and his occasional collaborator Alfred Whitehead. After 360 pages of writing, their first major
result was definitively proved: 1+1=2

It might seem rather excessive to spend such a long time to prove such an apparently trivial result, but it revealed
Russell's determination to build mathematics on a solid logical foundation and thereby eliminate all paradoxes and
contradictions.

After almost ten years of work, the first volume of Russell's magnum opus Principia Mathematica was released in
1910. The book was so large that Russell and Whitehead had to transport the book to their publisher's office in a
wheelbarrow. Two further volumes followed in 1912 and 1913.

Unfortunately, the writing of the Principia required an almost obsessive approach, with no room for creativity or
inspiration. Russell remarked that the mental effort had irretrievably drained his mental abilities. Talking of his
experience, Russell said: "The effort was so severe that at the end we both turned aside from mathematical logic
with a kind of nausea."

Russell was not the only one working to eliminate uncertainty from mathematics. At the start of the 20th century,
the German mathematician David Hilbert was regarded as being the greatest mathematician in the world. According
to John Barrow in his book about the history of mathematics, Pi in the Sky: "There is virtually no part of
mathematics to which he did not make profound original contributions." In 1895, Hilbert became a professor of
mathematics at the University of Göttingen where he was to spend his entire career. During his time there, the
University of Göttingen became the world's leading centre of mathematics.

Here is a photograph of David Hilbert:



In 1900, at the International Congress of Mathematicians in Paris, Hilbert presented a list of 23 unsolved
problems in mathematics which he considered to be the most important questions of the time. The list proved to be
remarkably prescient and influential, and the attempts to solve the 23 problems were to dominate 20th century
mathematics.

However, the true motivation behind Hilbert's set of problems was an attempt to place the science of mathematics
on a surer footing. Remember, at the time, in the early 20th century, the whole edifice of mathematics appeared to be
threatened by the presence of paradoxes — statements which can be both true and false at the same time. This
appeared to undermine the status of mathematics as the source of all truth. According to Hilbert: "The present state
of affairs is intolerable. Just think, the definitions and deductive methods which everyone learns, teaches and uses in
mathematics, the paragon of truth and certitude, lead to absurdities! If mathematical thinking is defective, where are
we to find truth and certitude?"

The second of Hilbert's 23 problems proved to be particularly interesting from the point-of-view of uncertainty.
Hilbert challenged mathematicians to prove that mathematics was complete, in other words, they had to prove that
there were no true theorems in mathematics which could not be proved to be true. This is the definition of
mathematical completeness. If there was any statement which was true — but could not be proved to be true using
mathematics — then that would appear to seriously limit the ability of mathematics to reveal truths about the world.

However, Hilbert's program to ensure the certainty and completeness of mathematics was about to be derailed in
spectacular fashion.

Gödel's incompleteness theorem

Let us now return to Vienna. We have read how the paintings of Gustav Klimt "seemed to reject the fashionable
notion that science and mathematics would provide us with complete knowledge founded on absolute provable
truth." Indeed, one of the students in the University of Vienna at that time presented the greatest challenge to the
notion of provable truth.

Kurt Gödel became interested in mathematical logic while studying as an undergraduate at the university. One
year after completing his doctorate, in 1931 while he was still living in Vienna, he published the work for which he
is most famous. Indeed, it is the work which sent shockwaves throughout mathematics and many other fields far
removed from mathematical logic. Gödel solved Hilbert's second problem by showing that some mathematical
statements exist which are true, but which cannot be proved to be true. This meant that mathematics was not
complete: there are some things you cannot prove using mathematics. This effectively proved the death knell of
David Hilbert's program to eliminate uncertainty from mathematics.

This result is known as Gödel's incompleteness theorem.
So, how did Gödel arrive at his result? The method was actually very similar to the liar's paradox which we

considered earlier. If you remember, the liar's paradox essentially consisted of the English language sentence "This
sentence is false". If the sentence is false, then the sentence must be true. But if the sentence is true, then the



sentence must be false. Hence the contradiction.
However, as was explained in the discussion about the liar's paradox, English is a language with poorly-defined

rules, and it is not a mathematical language. As such, no sentence phrased in English can pose a threat to
mathematics. I can basically say whatever I like in English. If I say "Mathematics is flawed" then that poses no
actual threat to mathematics.

But Gödel's brilliant stroke of genius was to show how any statement could be converted into a mathematical
statement. He achieved this translation by using a code. The code converted a statement into a single whole number
(usually a very large whole number). The whole number is called the Gödel number. The code worked on the basis
that any number can be calculated by multiplying prime numbers together in one — and only one — way. For
example, 51 = 3 × 17. Because there is only one way of calculating a number in this manner, that meant that there is
a one-to-one relationship between a string of prime numbers and a unique Gödel number. If each prime number is
then taken as representing a symbol in a statement, then this allows a statement to be converted into a Gödel
number.

This conversion meant that any statement about mathematics could then be imported into mathematics. Most
importantly, this allowed a mathematical statement to refer to itself. This is how Gödel achieved that …

Gödel considered the liar's paradox, and wondered if it had a corresponding equivalent in mathematics. But
instead of considering the statement "This sentence is false", Gödel considered the statement "This statement cannot
be proved to be true". More precisely, Gödel considered the statement "The statement with Gödel number x cannot
be proved to be true". What Gödel then did was to encode that entire statement into a Gödel number, and replace
the letter x in the statement with that Gödel number. In that way, the statement forms a strange kind of loop, looping
back to refer to itself. And the end result is that the final statement refers to itself and so does, indeed, end up
representing the statement "This statement cannot be proved to be true".

Let us now consider that statement "This statement cannot be proved to be true". If that statement is false, then we
can prove it to be true — a contradiction. But if the statement is true, then we have a true statement which we cannot
prove!

So either way — if the statement is true or the statement is false — mathematics is in trouble. By converting the
statement into a mathematical form using his coding approach, Gödel revealed that a statement could exist which
was either a contradiction (a paradox), or else there existed a true statement which could never be proved to be true.

Essentially, Gödel's result showed that all the work done by Russell and Whitehead in their Principia
Mathematica was doomed. It was simply never possible to prove all theorems by building up from axioms — the
method proposed by Russell and Whitehead. Principia Mathematica aimed to create a mathematics which was
perfectly consistent and complete. It now emerged that all that work was for nothing. Gödel had showed that there
could never be complete certainty in mathematics, because mathematics itself was not complete.

In his book Impossibility, John Barrow presents a very nice analogy to incompleteness: "If all truths in a logical
system can be deduced from its axioms, it is called complete. As an illustration, consider a board game like chess or
Go. Incompleteness would mean that there were configurations of pieces on the board that could not have been
reached from the starting layout by following the rules of the game."

Douglas Hofstadter wrote an extraordinary Pulitzer Prize-winning book about the incompleteness theorem
entitled Gödel, Escher, Bach. In an extract from that book, Hofstadter describes the impact of the incompleteness
theorem on the general public: "Modern readers may not be as nonplussed by this as readers of 1931 were, since in
the interim our culture has absorbed Gödel's theorem, along with the conceptual revolutions of relativity and
quantum mechanics, and their philosophically disorienting messages have reached the public, even if cushioned by
several layers of translation (and usually obfuscation). There is a general mood of expectation, these days, of
'limitative' results — but back in 1931, this came as a bolt from the blue."

Towards the end of his life, Gödel unfortunately became quite paranoid. In 1947, Gödel applied for American
citizenship to join his good friend Einstein in Princeton. Einstein was to appear at the hearing as a character witness
for Gödel.

On the night before the hearing, Gödel became quite distressed when he believed he had found a logical loophole
in the constitution which would enable a dictatorship to be created in America. Einstein only just managed to calm
him down enough in order to appear at the hearing, and he told Gödel not to mention the loophole under any
circumstance.

The next day, the hearing seemed to go smoothly. The judge was impressed by Einstein's testimony as character
witness. In summing up, the judge turned to Gödel and noted that, up to this point, Gödel had held German
citizenship. The judge noted that Germany had been under an evil dictatorship, something that was "simply not
possible in America". On hearing the word "dictatorship", Gödel burst into life and started explaining to the judge
why he has wrong and, what, what was more, "I can prove it!". It took the efforts of both Einstein and the judge to



calm Gödel down, and he was eventually awarded American citizenship, joining Einstein at the Institute for
Advanced Study.

The uncertain century

In Chapter One, it was described how the end of the 19th century was a period of great achievement, and there
was great optimism and certainty about continued progress in science. However, once the 20th century arrived,
discoveries in science and mathematics (quantum mechanics and Gödel's theorem) seemed to undermine this
certainty, and it is uncanny how this loss of confidence seemed to mirror a loss of direction in other areas of human
endeavour.

We might regard David Hilbert's effort to formalise mathematics as a last-gasp attempt to ensure certainty and
stability in a world on the brink of chaos. As David Leavitt says (in his biography of Alan Turing): "It is hard not to
read into Hilbert's program an attempt, through mathematics, to ward off the coming nightmare, just as it is hard not
to read into Kurt Gödel's subsequent derailing of that program both the death knell of prewar idealism and the
advent of a bloody, off-kilter epoch in which the prevailing metaphors would be of chaos and night, not order and
morning. Hilbert hoped to establish once and for all the security of the mathematical landscape (and by extension,
the security of Europe)."

However, it was those other citizens of Vienna — Hitler and Stalin — who were to have the greatest influence on
the 20th century. Once aimed solely at the good of mankind, science was turned to the creation of weapons. During
the First World War, the Jewish director of Berlin's Institute for Chemistry, Fritz Haber, turned his attention to the
creation of chemical weapons. He developed a mathematical formula — known as Haber's law — which gave the
relationship between the concentration of a poisonous gas and how long the gas had to be breathed to achieve death.

Haber was awarded the Nobel Prize for Chemistry in 1918.
Progress in science and technology was being warped so that it was no longer the servant of humanity. Instead,

science became the enemy of millions. Haber became the first director of the corporation which produced the
poisonous gas Zyklon B, later responsible for the deaths of millions in the gas chambers during the Second World
War.

Meanwhile, in America, the greatest physics project of all time — which at its peak was greater than the entire
American automobile industry — was devoted not to the benefit of mankind but to the development of the ultimate
weapon of mass destruction: the atomic bomb.

Finally, in Chapter One it was described how the iron steamship the Great Eastern was built in the 19th century
and became the largest passenger ship ever built. The ship laid the first telegraph cable across the Atlantic, and
became a symbol of the confidence and certainty of the era. However, the record of the largest passenger ship was
beaten early in the 20th century by a steamship whose selling-point was certainty: the perfect certainty of safety and
security.

That ship was the Titanic.
Welcome to the uncertain century.
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THE COASTLINE OF BRITAIN
In 1961, Edward Lorenz was a mathematician and meteorologist working at MIT. He was attempting to use a

computer for the first time as a tool for long-range weather prediction. In theory, the computer seemed an ideal tool
for weather forecasting, capable of performing endless repetitive calculations, applying Newton's deterministic laws
of motion to millions of small pockets of air. In this way, it was supposed that the weather could be predicted in
much the same way as the motion of the planets could be predicted with great accuracy.

In order to create his simulation of the movement of air in the atmosphere, Lorenz had constructed a simple model
based on convection. Convection occurs when a volume of air is heated from below. As far as the weather is
concerned, this is the situation when the Sun heats the ground and the air immediately above the ground becomes
warm. Warm air is less dense than cold air, so this warm air rises to the higher levels of the atmosphere where it
cools. This cooled air then descends again to replace the newly-warmed air at ground level. Hence, over time a
circular convection current is formed.

Lorenz used three simple equations to model this convection current. While Lorenz's equations predicted that the
system would always tend to form a simple circular current, they also revealed that this stability was deceptive. The
equations also showed that sometimes — in a completely unpredictable way — the direction of circulation could
slow down and then reverse.

This was a remarkable discovery. It had always been assumed that complex or unpredictable behaviour could only
arise from a complicated system. You would certainly not expect random behaviour to be generated by a simple
deterministic equation (an equation is deterministic as you can be completely certain of the output of the equation
for a particular input). However, Lorenz's discovery showed that very simple equations can generate behaviour
which appears random.

In order to illustrate this principle, Professor Ian Stewart in his book Does God Play Dice? presents a very simple
mathematical expression: 2x2‑1. We will discover how a simple expression such as this can produce complex
behaviour which appears random.

Pick a fractional value between 0 and 1 and substitute that value for x in the expression (use your calculator —
there should be an x2 button on your calculator which makes the calculation of 2x2‑1 a simple process). As an
example, we will start with the value 0.9. You will calculate the result of the expression as being 0.62. This then
becomes your new value of x. So repeat the process, this time substituting your new value of 0.62 for x in the
expression. You will find you get -0.2312. Repeat this process several times and you will get the following
sequence:

 
0.9
0.62
-0.2312
-0.8930931
0.5952306
-0.2914009
-0.8301709
0.3783676
-0.7136758
0.0186665
-0.9993031
0.9972134

 
Here is a plot of the sequence extended to 40 numbers:



The values and the plot appears completely random! This is bizarre: a simple, deterministic equation has
generated behaviour which appears completely random. Certainly, if you encountered this sort of behaviour in
Nature then you would probably assume that there was some complex mechanism underlying it, such as the
interactions of a large population of animals. You would not imagine that such randomness could be generated by
something as simple as 2x2‑1.

But still, at least this appears like a predictable process. We have a simple equation, and as long as we know the
starting value we should be able to plot the rest of the sequence with perfect accuracy. If the weather really does
behave like this, then it appears we have discovered the secret of accurate long-term weather forecasting!

However, one day when he was comparing two plots of output data which were supposedly generated by the same
input data, Lorenz got a shock. The two plots were very similar at first, but diverged after a few values until the two
graphs became completely different. Lorenz was baffled. These plots were not hand drawn, they were computer-
generated so there should be no room for error. If you give a computer the same data, and perform the same
calculation repeatedly you should always get the same result. Computers are entirely predictable. This result seemed
to challenge everything we know about how computers function.

Because of the predictable behaviour of computers, Lorenz immediately suspected his input data had to be
different in the two circumstances. When he examined the second sequence he saw he had set the value at the start
of the sequence to be 0.506. He had copied this value from the first sequence. However, when he examined the first
sequence he found the values there actually had six decimal places: 0.506127. In order to save time, Lorenz had not
bothered to copy all the decimal places — he did not think they were important.

Lorenz was surely justified in thinking these extra numbers — just one part in a thousand — were not important.
You would certainly not expect small features like a tiny gust of wind to be able to have a huge effect on the large-
scale weather pattern. But this appeared to be the case. Lorenz looked at the two graphs and, almost immediately,
knew his quest to predict the weather was doomed to failure.

The butterfly effect

In order to duplicate Lorenz's discovery, let us return to our simple expression 2x2‑1. Our first graph of values
was generated from a starting value of 0.9. This time let us start with a very slightly different value of 0.9001. You
might not imagine such a tiny difference — just one part in a thousand, as with Lorenz's experiment — would have
much effect. In fact, you might expect this tiny variation to be barely visible on a graph.

As before, you might like to calculate some of the values using your calculator, this time starting with 0.9001. I
have calculated the first twelve numbers for you, but you might like to check:

 
0.9001
0.62036
-0.2303068
-0.8939174
0.5981768
-0.2843688
-0.8382687
0.405389



-0.6713194
-0.0986603
-0.9805322
0.9228871

 
And here is a plot of the sequence again extended to 40 numbers:

The graph appears very similar to the first graph (which was calculated starting with the value 0.9), but let us
superimpose the first graph over the top of this second graph (the first graph is shown by the dotted line):

At the start, you will see that the two graphs are in very close agreement. However, after approximately ten points
the two graphs start to diverge. After fifteen points the two graphs look completely different — despite starting with
almost identical values.

This extreme sensitivity to initial conditions is a property of all deterministic systems which behave in this chaotic
manner. This behaviour is called chaos.

Returning to Edward Lorenz's attempt to predict the weather, we find that if we knew the precise position and
velocity of every tiny pocket of air at any one time, then we could produce long-term weather forecasts of perfect
accuracy. However, for all practical purposes, it is simply impossible to obtain this perfect knowledge. We would
have to know the value of all variables with perfect accuracy, to an effectively infinite number of decimal places. As
we have seen in our experiment with 2x2‑1, any slight error — no matter how small — would be magnified over
time to produce huge later errors in our forecasts.

Even the tiniest fluttering of a butterfly's wings would affect the state of the current weather by a small amount,
and that effect would become magnified over time. Lorenz called this principle the butterfly effect, the principle that
a butterfly flapping its wings in China could potentially cause a hurricane next month in New York.

Lorenz was well aware of the implications of this discovery for long-range weather forecasting: "When our results
concerning the instability of nonperiodic flow are applied to the atmosphere, which is ostensibly nonperiodic, they
indicate that prediction of the sufficiently distant future is impossible by any method, unless the present conditions
are known exactly. In view of the inevitable inaccuracy and incompleteness of weather observations, precise very-
long-range forecasting would seem to be non-existent."

In Chapter Two we considered the uncertainty due to quantum mechanics and found that — at the very base of



Nature — there was a fundamental uncertainty. Randomness seems built into the very fabric of Nature at a low
level. However, the uncertainty we encounter due to chaos is a very different kind of uncertainty.

The processes which produce chaos are completely deterministic (unlike the case with quantum mechanics).
Every pocket of air in the atmosphere moves in a perfectly deterministic manner according to Newtonian laws.
There is no randomness in this situation, there is only the illusion of randomness. Chaos is produced by simple
deterministic equations creating behaviour that appears random. From the point of view of this book, we have found
another source of uncertainty, but this uncertainty is generated by a very unlikely source: determinism.

What is more, while the fundamental uncertainty of quantum mechanics only becomes significant at very small
scales (for example, attempting to determine the velocity and momentum of a particle), we encounter the uncertainty
of chaos at the far larger human-scale. Every time you feel turbulence in an airplane, or watch a flag flapping in the
breeze, or simply look at the clouds drifting across the sky, you encounter the uncertainty of chaos. As James Gleick
says in his book Chaos: "Twentieth-century science will be remembered for just three things: relativity, quantum
mechanics, and chaos. Of the three, the revolution in chaos applies to the universe we see and touch, to objects at
human scale."

Strange attractors

Lorenz's three simple equations had just three variables — x, y, and z — which denoted the current state of the
system at any particular time, plus two fixed parameters: σ (which represented the viscosity of the fluid) and ρ
(which represented the temperature difference between the top and bottom of the volume of air). These fixed
parameters would be set to particular values before the simulation was run in order to obtain an interesting output.

In order to examine how the convection system developed over time, Lorenz took the x, y, and z values (which
represented the state of the system at any particular time) and plotted a single point in a three-dimensional space, the
coordinate of the point being the value (x, y, z). As the system developed over time, this single point moved in the
three-dimensional space and plotted a curve. The resulting diagram is shown below (although it is a two-
dimensional diagram, it is actually a rendering of a three-dimensional plot):



This method — by which the state of a system is represented by a single point moving in a multi-dimensional
space — is a common approach in physics and engineering. The space is called a phase space.

This diagram is the most famous diagram in the history of chaos research, appearing in Lorenz's groundbreaking
1962 paper on chaos.[7] You can clearly see the diagram has two lobes. Depending on which lobe the point is
currently orbiting, this determines whether the convection current is circulating clockwise or anticlockwise. If the
point switches to orbiting the opposite lobe, then that represents a reversal in the direction of the convection current.
These type of diagrams, which show the evolution of the state of a chaotic system over time, are called strange
attractors. Strange attractors are objects which live in phase space. This particular diagram is called the Lorenz
attractor.

These diagrams are called "attractors" because whatever random state a system might be in initially, the effect of
chaos will always be to drag the state of that system towards the attractor. For example, in the case of a volume of
air being heated from below, no matter what random configuration the air molecules are in initially, the effect of
chaos is to create circular convection currents. Thus the state of the system is dragged towards the Lorenz attractor
as if experiencing a "strange attraction". Hence, ironically, chaos operates to create structure, and that structure is the
strange attractor.

The most important feature of the Lorenz attractor diagram is that the point never writes over the same point twice
— the point continually writes a new curve through space, showing that the system is never in the same state twice.
Hence, the system never repeats — it continually creates new convection patterns in a completely unpredictable
way.

Strange attractors are therefore infinitely detailed: no matter how much you zoom in on them, you will always
find more detail. This infinite detailing causes the extreme sensitivity to initial conditions in chaotic systems: even
the slightest difference in position, the slightest movement from one pixel to the next, can have a huge effect on the
later state of the system. Even the tiniest fluttering of a butterfly's wings can move the point on the attractor which
represents the current weather — thus modifying the long-term behaviour of the weather.



Structures which have this kind of infinite detail are called fractals. According to Ian Stewart: "It is now
customary to define a strange attractor to be one that is fractal." Fractals are the geometry of chaos, and they are
found throughout Nature.

Fractals

The French mathematician Benoit Mandelbrot was a scientific maverick who discovered the geometry of chaos, a
geometry which we encounter throughout the natural world.

In 1960, Mandelbrot was working in the Thomas J. Watson Research Center, the pure research wing of IBM
which was located 38 miles north of New York City. The scientists were effectively sheltered there, able to pursue
whichever obscure research topic took their interest. IBM's philosophy was that if they got enough highly-intelligent
people together in a single location then surely some great ideas would emerge which would benefit the company.
Five Nobel Prize winners were to come out of the facility.

Legend has it that Mandelbrot became interested in unconventional forms of geometry when he wanted to obtain
a value for the length of the coastline of Britain. On examining several encyclopedias, he found they all gave
different values for the length. Mandelbrot realised that there was no single correct value for the length: it depended
on how the length was measured. To be precise, it depended on the length of your measuring rod. If you imagine a
giant measuring rod several miles in length, it would not be able to get into all the bays and inlets of the coast.
Alternatively, a measuring rod only a few metres in length would be able to do a better job of measuring around all
the bays. Hence, the shorter rod would measure a greater length for the coast of Britain than the longer rod.

But which measurement should we accept as the accurate measurement of the length of the coast of Britain? You
might intuitively accept the longer measurement — obtained with the shorter ruler — as the correct measurement.
However, if we further reduce the length of our measuring rod so that it is only a few inches in length, we will find
we get an even longer measurement (as we can now get our ruler into the smallest nooks and crannies of the coast).
So it appears that the smaller our ruler, the longer our measurement of the length of the coast. So, remarkably, it
emerges that there is no "correct" measurement of the length of the coast of Britain: the value is completely
dependent on the length of the measuring ruler.

It would appear that — as we zoom into the coastline — we find an ever increasing range of detail. The further
we zoom, the more detail we find. And it appears that we could keep zooming into the coastline without limit: our
measurement for the length of the coast would just keep getting larger.

In order to see this peculiar property of the coastline, examine the next set of three images. The images show an
area of coast at three increasing levels of zoom. A smaller rectangular area of image A is expanded to form the



entirety of image B. Hence, image B is a zoomed version of image A. Similarly, a smaller rectangular area of image
B is expanded to form the entirety of image C. Hence, image C is a zoomed version of image B.

If you examine image C you will see that the general characteristics of the coast — with its rocky bays and inlets
— looks very much the same as the coast in image A. No matter how far you zoom into a coast, it looks very much
the same. We could even imagine zooming down to the level of small rock pools — the basic shapes would still be
similar. So the coastline looks similar at small and large scales.

As another similar example, consider a small rock — only a couple of inches high — which might be found on a
mountain:



and compare that rock to the mountain on which the rock was found (in this case, Camelback Mountain near
Phoenix, Arizona):

The similarity is clear. And you could even zoom further into the small rock and find a miniature rugged
landscape which resembles a microscopic mountain range. So there is a similarity across scale between small rocks
and large mountains just like there is a similarity of the coastline at small and large scales.

So there can be a similarity between a large object, and the smaller objects which comprise the large object. This
is called self-similarity, and it is a common property of many natural objects.

Benoit Mandelbrot realised that these objects possessed a symmetry. But this was not the same kind of symmetry
seen in normal geometric objects. Conventional symmetry meant an object looked the same when it was reflected in
a mirror, or turned upside down. Mandelbrot realised that self-similarity resulted in a symmetry when an object was
examined at different scales: if you zoomed into an object, it still looked the same.

So we have seen that coastlines and rocks have self-similarity, but self-similarity can also be found in living
objects. In the following diagram of a tree, you will see that each branch, and each twig, of the tree resembles the
tree in its entirety. Hence, if you were to snap off a branch, it would resemble a small tree. And if you snapped a few
twigs off that branch, it would again resemble a small tree.

So trees — and many other plants — possess self-similarity in abundance. In the following diagram, an example
of a fern leaf is also shown, the leaf being composed of 30 segments. You will see that each of those 30 segments
resembles the entire fern leaf. And each of those segments can be further subdivided into 30 sub-segments which



each resemble the entire fern leaf:

In order to see how Nature uses simple mechanisms to produce these strange zoomable structures, consider the
following transformation:

What this simple transformation does is replace a straight line with a line with a triangular kink in the middle. In
order to see how this transformation can be applied, consider the following four shapes:



Shape A shows a simple triangle. In shape B, we have used the previous transformation to replace each straight
line of the triangle with a line with a triangular kink in it. Similarly, to generate shape C we have applied the
transformation again to shape B, replacing each of its straight lines with a line with a triangular kink in it. Shape D is
generated in a similar manner from shape C. This transformation could be applied repeatedly — continuing to
infinity — producing an ever more elaborate final shape. This shape is called the Koch snowflake.

We could imagine the jagged edge of the Koch snowflake as representing a coastline: you can keep on zooming
forever. So we find that by applying very simple construction rules repeatedly, Nature can produce structures of
infinite complexity. Mandelbrot named these structures fractals.

As was considered in the previous chapter, classical geometry was defined two thousand years ago by the Greek
mathematician Euclid. Euclidean geometry is based on straight lines, and regular geometric shapes such as circles,
spheres, triangles, and cones. For most school pupils, this is the only type of geometry they will ever study.
However, when we look around and consider the natural world, this is not the geometry we see. As Benoit
Mandelbrot said in his book The Fractal Geometry of Nature: "Clouds are not spheres, mountains are not cones,
coastlines are not circles, and bark is not smooth, nor does lightning travel in a straight line." The true geometry of
Nature is fractal geometry, not Euclidean geometry.

Just as chaos results from simple rules which produce endlessly complex behaviour, so fractals result from simple
rules which produce endlessly complex structures. Just as chaos is the true language for describing the behaviour of
Nature, so fractals are the true language for describing the structure of Nature.

The Mandelbrot set

In discovering how Nature manages to produce these wonderfully intricate fractals, we have seen that simple
processes are continuously applied in an iterative manner. In a similar example from mathematics, we might



consider the Mandelbrot set, which is an incredibly beautiful, infinitely detailed fractal which is produced by a very
simple formula.

Benoit Mandelbrot discovered the Mandelbrot set by considering complex numbers, which we first encountered
in Chapter Two in the discussion of Schrödinger's wavefunction. If you remember, a complex number has two parts:
a real part (which is a conventional real number) and an imaginary part. The imaginary part is based on the square
root of -1. This is rather strange because you might realise that the square of no conventional number can be a
negative number. So how can -1 have a square root? Well, we don't worry about that — we just symbolise the
square root of -1 by the letter i. The imaginary part of a complex number then consists of a number multiplying i.
Hence, an example of a complex number might be: 6 + 3i.

One of the most useful features of complex numbers is that they can be represented geometrically. It is possible to
plot complex numbers on a two-dimensional graph with the real part being plotted along the horizontal x axis, and
the imaginary part being plotted up the vertical y axis. This is called the complex plane. Hence, in the complex
plane, the real axis is horizontal, and the imaginary axis is vertical.

An image of the Mandelbrot set can be produced very simply. Consider a point in the complex plane, and the
complex number represented by that point. You then apply a simple iterative process which involves taking the
square of the number and adding the original number. You then square the result, and add the original number again.
This process is performed several times. If the resultant number stays low (within a certain limit) then the point is in
the Mandelbrot set, and the associated pixel is coloured black. However, if after a number of iterations the resultant
number shoots off to a very large value, the point is not in the Mandelbrot set. In that case, instead of colouring the
pixel black, the pixel is assigned a colour based on how many iterations were performed.

This can be coded as a very simple computer program (I have done it myself several times). You can also get
various apps on your mobile phone and tablet to explore the Mandelbrot set. These allow you to zoom into the
image very simply by using two fingers to pinch and zoom. As you zoom into the set, the full beauty of the
Mandelbrot set is revealed. I believe the best app on an iOS device is called "Frax". On my Android tablet I used the
free "Fractoid" app (very simple to use and well worth getting) to generate the following images of the Mandelbrot
set.

The first image shows the full Mandelbrot set, featuring the characteristic large black blobs. You will notice a
very small white rectangle has been drawn on the top border of the set. This is magnified in the lower image, so you
can see how increasing levels of detail emerge as you zoom in. You will notice how this magnified image resembles
the earlier image of a fractal fern, perhaps giving a clue as to how Nature produces fractal structures by repeatedly
applying simple iterative processes.



The following two images were obtained using the Fractoid app, zooming in to various areas of the Mandelbrot
set. I hope they give you an impression of the beauty of the Mandelbrot set. In the first image you might be able to
identify areas which resemble turbulence in a fluid (such as smoke rising):





 

Fractal dimensions

When we consider a fractal border, such as the Koch snowflake, we find that as we zoom in to the fractal the
border gets fractionally longer. This is a similar principle to the idea that if we measure the coastline of Britain with
progressively shorter rulers we get an ever increasing value for the length of the coast. The conventional
measurement of length clearly has no validity when measuring a fractal coastline, so Mandelbrot realised that
another form of measurement was required: the dimension.

This is a surprise as we do not usually think of the number of dimensions of an object as a value of measurement.
However, a square is a two-dimensional object, and a cube is a three-dimensional object, so the number of
dimensions an object possesses is clearly a property of that object — just like its width and height.

Mandelbrot asked a simple question: what is the dimension of a ball of string? The answer is not as obvious as
you might assume. From a great distance, the ball appears as a tiny point, and would therefore have zero dimensions.
If we move closer to the ball of string, it appears as a sphere and therefore has three dimensions. However, if we
actually consider the material of which the ball is made — the string — then we can consider it as only having a
length: a one dimensional object. So the number of dimensions of the ball of string is dependent on your point of
view, a number from zero to three.

So returning to the theme of this book, once again the old notion of certainty in mathematics has taken a blow.
From considering objects as having a clear observer-independent number of dimensions, we now find that the
number of dimensions is uncertain — dependent on the observer. Mandelbrot — a mathematician — was even so
bold as to suggest a connection with developments about uncertainty in physics: "The notion that a numerical result



should depend on the relation of object to observer is in the spirit of physics in this century and is even an exemplary
illustration of it."

So a ball of string can be considered as having zero dimensions when viewed from far away, or three dimensions
when viewed up close. But what about intermediate distances? What about values between zero and three
dimensions? Mandelbrot came up with a remarkable new concept: fractional dimensions. He suggested we could
consider an object as having 2.7 dimensions, for example, or 1.55 dimensions.

So how do we calculate how many dimensions a fractal has? Mandelbrot realised that the number of dimensions
of a self-similar object (such as a fractal) could be calculated by a simple formula:

where N is the total number of self-similar pieces in the fractal, and Z is the zoom factor. The formula basically
reveals how many more self-similar pieces of the fractal do we see as we zoom out (as if we are zooming out of a
coastline to reveal more detail).

In order to see how the formula works, let us consider one of the simplest self-similar objects: a square. Yes,
surprisingly a square is a self-similar object as it can be divided into a number of smaller squares, each exactly the
same shape (but not the same scale) as the larger square. Imagine we zoom out of a square by a factor of two, thus
revealing more detail:

It can be seen that each side of the resultant larger square is twice as long (because of the zoom factor). However,
it can also be seen that the larger square actually contains four self-similar smaller squares. So, from Mandelbrot's
formula, we can calculate the dimension of the square as:



So the formula states that a square has two dimensions: it is a two-dimensional object, which is the result we
would expect.

Now let us use the formula to calculate the number of dimensions of a cube (yes, a cube is also a self-similar
object as it is composed of a number of smaller cubes). As before, imagine we zoom out by a factor of two,
revealing more detail:

As before, it can be seen that each side of the resultant larger cube is twice as long (because of the zoom factor).
However, this time the resultant cube contains eight self-similar smaller cubes. So, according to Mandelbrot's
formula, the number of dimensions of a cube is:



So the formula states that a cube has three dimensions: it is a three-dimensional object, which is the result we
would expect.

If we repeat this process for a straight line (yes, a line is also a self-similar object as it can be thought of as being
composed of many smaller lines) then the formula tells us that a line has one dimension — which is again the value
we would expect.

So when we consider the classical Euclidean shapes of the line, the square, and the cube, we find they all have an
integer (whole number) dimensionality. But what do we find when we consider the dimensionality of a fractal? As
an example, let us calculate the dimensionality of the Koch snowflake fractal which we considered earlier.

Remember how the Koch snowflake fractal was generated by a triangular line with a "kink" in the middle:

This type of kinky line which is used to form a fractal is called a generator.
Now let us zoom out of the Koch snowflake fractal in order to see more detail, but this time let us zoom out by a

factor of three:

You will see that as we zoom out of the generator, more detail (the "coastline") starts to emerge. However,
although we have zoomed-out by a factor of three, you will see that the second zoomed-out image is now composed
of four of the initial generator shapes. So, from Mandelbrot's formula, we can calculate the dimension of the Koch
snowflake as:

So the formula is telling us that the Koch snowflake is an object with 1.26 dimensions!
It might seem bizarre to consider a structure as having 1.26 dimensions. Perhaps think of the Koch snowflake as

being "rougher" than a line — which has a dimensionality of one — but not filling the entire two dimensional plane



like a square would do (a square having two dimensions). So, on that basis, we might expect the dimensionality of a
Koch snowflake to lie somewhere between 1 and 2.

When Mandelbrot considered the fractal coastline of Great Britain he found it had a dimensionality of
approximately 1.24. In contrast, the coastline of South Africa — which is nearly circular — has a dimensionality of
approximately one. It is clear that the rougher the fractal shape, the higher its dimensionality.

Mandelbrot was therefore finally able to answer his question "How long is the coastline of Britain?" with an
answer presented in the only measure which made sense: the fractal dimension.

As we find fractal structures throughout the natural world here on Earth, we should perhaps not be so surprised to
discover that the entire universe itself appears to have a self-similar fractal shape. Stars group together to form
galaxies, galaxies group into clusters, and clusters group together into superclusters. There is some symmetry over
scale here — just as in a fractal. In fact, the universe has been measured as being fractal on scales up to 350 million
light years, with a fractal dimension of 1.2.

At the mercy of chaos

In this chapter we have seen how chaotic behaviour can emerge in simple mathematical systems, and also in
natural systems such as the weather. The common theme in these systems is that a simple nonlinear process (as we
have seen, the process could be as simple as 2x2‑1) is iterated several times before the chaos emerges. If we now
extend our study to consider human populations, with their complex behaviours and their millions of daily
interactions, we should not be surprised to find chaotic behaviour emerging.

It was Benoit Mandelbrot (again) who first detected the signs of mathematical chaos in the behaviour of the stock
market. When Mandelbrot was considering the behaviour of cotton prices over the previous century, he recognised a
degree of self-similarity: the seemingly random jumps in price over a day resembled the shape of the jumps in price
over a year. There was symmetry over scale. There was order within the disorder — the trademark of mathematical
chaos.

However, this chaotic jumping of prices was contrary to conventional economics theory. According to orthodox
economic theory (which I was taught as an undergraduate many moons ago — and I was dissatisfied with it then),
prices should reach a steady equilibrium when supply of a product matches the demand for that product. But if
equilibrium is the natural state of affairs, then how come markets are so turbulent?

As Mandelbrot says in his book The (Mis)Behaviour of Markets: "To me, all the power and wealth of the New
York Stock Exchange or a London currency-dealing room are abstract; they are analogous to physical systems of
turbulence in a sunspot or eddies in a river."

In his book, Mandelbrot firstly describes the conventional approach to predicting the behaviour of the financial
markets: "There are many ways of handling risk. In the financial markets, the oldest is the simplest: 'fundamental'
analysis. If a stock is rising, seek the cause in a study of the company behind it, or of the industry and economy
around it. 'Because' is the key word here. The price of a stock, bond, derivative, or currency moves 'because' of some
event or fact that more often than not comes from outside the market. World wheat prices rise because a heat wave
desiccates Kansas or Ukraine. The dollar sinks because talk of war raises oil prices. Financial newspapers thrive on
it; they sell news and rank the importance of all the 'becauses'. The implicit assumption in all this: if one knows the
cause, one can forecast the event and manage the risk. Would it were so simple. In the real world, causes are usually
obscure. The precise market mechanism that links news to price, cause to effect, is mysterious and seems
inconsistent."

Mandelbrot then goes on to explain why it is simply not possible to find simple causes — the "becauses" — of
complex market behaviour. He does this by explaining how a financial market is a nonlinear dynamic system which
is effectively impossible to model and analyse accurately. Mandelbrot considered the interactions in a simulation of
two groups of investors who behave differently: "In computer simulations by economists in Belgium, the two groups
start interacting in unexpected ways, and price bubbles and crashes arise spontaneously. The market switches from a
well-behaved linear system in which one factor adds predictably to the next, to a chaotic nonlinear system in which
factors interact and yield the unexpected."

This switch from linearity to nonlinearity is crucial. A linear system can be broken into individual elements —
"black boxes" — and the behaviour of the entire system can be analysed by considering the behaviour of each
individual element. This is not possible with a nonlinear system which cannot be broken-down in the same way.
Instead, it is only possible to analyse the system as a whole — a far more complex task.

The financial crisis of 2008 (which Mandelbrot considers in later versions of his book) is often blamed on the
missellling of subprime mortgages in the United States. However, this implies that we can break down the market



into individual units (one of those units being the selling of mortgages) and place the blame for the crisis on one
particular unit — as if the selling of mortgages was the "cause" of the crash. But this is simply not the case in a
nonlinear system. A nonlinear system cannot be subdivided. Its individual units cannot be considered in isolation.
No single unit can be considered as being the cause of the overall behaviour.

A recent news story was that a 90-year-old famous man had "died from pneumonia". But, of course, he did not die
of pneumonia: he died from being 90 years old. When you are 90 years old, even a common cold can kill you. But
the true cause of death would not be the cold — it would be your age. To try to isolate one particular cause is to miss
the bigger picture, it is to fail to see that the real problem lies with the entire nonlinear system (yes, a human body is
another example of a nonlinear system). Once again, individual units cannot be considered in isolation.

As we saw with the weather, a butterfly flapping its wings in China could potentially cause a hurricane next
month in New York. So it is in the financial markets: a trader waking up late one morning could cause a crash on
Wall Street in three months time. To blame the selling of subprime mortgages is to miss the point: it can never be
possible to identify a single cause and try to isolate that cause to eliminate the possibility of market chaos. The
possibility of chaos is always latent in the system and can never be eliminated — it is built into the design of the
system. It is an inherent property of nonlinear systems.

We have created a monster.
So just as we can never eliminate the possibility of storms from the weather, we can never eliminate the

possibility of chaos in our financial markets. All we can do is try to insulate ourselves from the financial storms
when they do eventually come. As Mandelbrot says: "For centuries, shipbuilders have put care into the design of
their hulls and sails. They know that, in most cases, the sea is moderate. But they also know that typhoons arise and
hurricanes happen. They design not just for the 95 percent of sailing days when the weather is clement, but also for
the other 5 percent, when storms blow and their skill is tested. The financiers and investors of the world are, at the
moment, like mariners who heed no weather warnings."

In this respect, humanity is at the mercy from the nonlinear systems it has created. But the system of financial
markets is not the nonlinear system which poses the greatest threat for the stability of humanity. The complex
military network around the world poses the greatest threat. When nations arm themselves, they might feel they are
acting responsibly as they have created a strong defence against possible aggression. But all they are really doing is
adding to the complexity of the existing worldwide military nonlinear system. They are simply making a bad
situation worse. The die is cast — even before war breaks out. Mankind is no longer in control of the situation —
there is only an illusion of control. The weather might appear calm for an extended period of time, but, from now on,
mankind is at the mercy of chaos. And the butterfly effect tells us that there is always the possibility that a tiny
disturbance will be responsible for a terrible storm. This principle was illustrated perfectly in Sarajevo in 1914 when
a single assassin's bullet killed Archduke Franz Ferdinand of Austria and instigated the tragedy of the First World
War.

According to the BBC TV programme about chaos entitled High Anxieties (available on YouTube): "When World
War One broke out, the world was still determined to believe in a Newtonian world where even the complexities of
human affairs could be predicted, and the war would be over by Christmas. They all wheeled out their artillery
confident that reality could be made to follow their plans. After all, the same mathematics which predicted the orbits
of the planets also governed the firing of artillery. The mathematics of ballistics told them exactly where the shells
would land. The tragedy of the war was that no matter what carnage unfolded, they believed there was not only a
science of ballistics, but a science of war: a way of predicting how many men per mile of front would win the
objective. They thought if they understood the science of war they could control its outcome — they could simply
overpower the chaos. In the end, they weren't fighting each other. Both sides were fighting the chaos of reality. In
the end, the chaos defeated them all, and ten million men died."



6

HOLLYWOOD
Hollywood is the town where dreams become reality. We are told that every waitress wants to be an actress, every

limo driver has written a screenplay. And dreams become reality in Hollywood movies as well. No one would pay to
watch a purely realistic movie of dreary office jobs, or being stuck in interminable traffic jams. So movies portray
escapism: an artificial reality, a synthetic universe of musicals, adventure, and imaginative science fiction. The
advances in computer-generated imagery (CGI) have made it more cost effective to produce entire alien worlds in a
computer rather than construct them in a studio. If you watch a Hollywood movie you know you will be transported
into another, better — but completely artificial — universe.

The director James Cameron was well-aware of the importance of creating a convincing artificial world when he
created the alien planet Pandora for his movie Avatar: "You've got to compete head-on with these other epic works
of fantasy and fiction, the Tolkiens, and the Star Wars, and the Star Treks. People want a persistent alternate reality
to invest themselves in and they want the detail that makes it rich and worth their time. They want to live
somewhere else. Like Pandora."

However, we are not only transported to another world when we enter a movie theatre. Modern consumer society
is based on creating artificial reality. Enter a modern shopping mall, which may have a dreary exterior, and you
might find yourself entirely enclosed in an artificial retail environment which resembles a glamorous European
catwalk. Go to a swimming pool and you might find yourself in a synthetic environment which resembles a tropical
island. Go to Las Vegas and you might well find yourself in a simulation of anywhere on Earth. Play an immersive
video game and you might well find yourself in a simulation of anywhere in the universe.

In 1981, the French philosopher Jean Baudrillard wrote a short book entitled Simulacra and Simulation which
explored the idea of modern life being a simulation. Baudrillard picked the particular example of Disneyland as an
extreme example of a completely immersive artificial reality. The zero-crime zero-litter policy of Disneyland is an
attempt to generate an improved version of reality in much the same way that a Hollywood movie provides
escapism. As Baudrillard says: "Disneyland is a perfect model of all the entangled orders of simulacra. It is first of
all a play of illusions and phantasms: the Pirates, the Frontier, the Future World, etc. This imaginary world is
supposed to ensure the success of the operation. But what attracts the crowds the most is without a doubt the social
microcosm, the religious, miniaturized pleasure of real America, of its constraints and joys. One parks outside and
stands in line inside, one is altogether abandoned at the exit."

Baudrillard is making the point that visitors to Disneyland mistakenly perceive Main Street in Disneyland as
being an accurate — though improved — copy of a Main Street in a real American town outside the gates of
Disneyland. Whereas, the truth is that old-fashioned perfect Main Street simply does not exist in modern America.
So Disneyland is not a copy of anything: Disneyland is a completely original reality. It is not accurate to call
Disneyland an "artificial reality" because that would infer that it was a copy of a reality that actually existed. No, in
Disneyland (and in our modern consumer culture) the simulation has become the reality. It is literally the
American dream. Baudrillard referred to this artificial reality, which has no basis or resemblance to actual reality, as
hyperreality.

When we watch a Hollywood movie, we become entirely immersed in its alternate reality. We might become so
emotionally involved in the movie that we even cry at a sad moment. However, we would rarely cry at the start of
the movie — we would only cry near the end of the movie, because it takes a full two hours for us to become
emotionally involved to the point at which we care about the characters on the screen. At that point, the artificial
reality has become our genuine reality. We might even forget there is a real world outside the movie theatre. As with
Disneyland, the simulation has become the reality.

And that is when things become really interesting …

The Matrix

It is rather ironic that it was a Hollywood blockbuster movie which presented the work of Jean Baudrillard to the
mass market. The Matrix was a science fiction movie released in 1999 which became something of a sensation,



becoming the biggest-selling DVD of all time. About eight minutes into the movie, the character of Keanu Reeves
takes a book down from a shelf. The book is hollow. It is a fake book, a simulation. In its hollow compartment it
contains some computer disks. The book is none other than Baudrillard's Simulacra and Simulation. From this early
statement of intent, it is clear this movie is going to be — in the words of the producers — an "intellectual action
movie". [8]

In The Matrix, Keanu Reeves plays a computer hacker called Neo who is informed that the world in which he
lives is unreal — a computer simulation. The illusion is being created by intelligent machines which now rule the
Earth. Humans are being kept in a subdued state to provide heat and electrical activity as an energy source for the
machines. The humans float in vats, while the illusory Matrix world is transmitted into their brains in order to
subdue and pacify them. The simulation, of the world as it existed in 1999, is so accurate that it is indistinguishable
from the real thing.

This idea that we might be living in a simulated reality caused quite a stir at the time, though it is far from an
original idea. The idea dates back as far as 1641 when the French philosopher René Descartes suggested the
possibility that the entire world was merely an illusion created by an evil demon. In that case, Descartes suggested
that all sensations might be inserted directly into the mind, and even the human body might be an illusion. In the
modern era, a computer-based version of the evil demon was provided by the American philosopher Hilary Putnam.
Putnam proposed what is known as the brain-in-a-vat thought experiment. Putnam suggested that an evil mad
scientist might have extracted your brain and was keeping it alive in a vat of liquid. All sensory neurons of your
brain were connected to an external computer which was supplying an accurate simulation of an external world. The
disembodied brain would have no idea of its predicament, and would probably be blissfully happy.

It would appear that there is no way of knowing whether we are brains-in-a-vat or if we are living in the Matrix,
with our bodies suspended in fluid, our brains connected to a supercomputer. Might this impose fundamental
limitations on our certainty?

However, there are weaknesses in these theories. In an article entitled Why Make a Matrix? And Why You Might
Be In One, Oxford philosopher Nick Bostrom argues that there would be no obvious motive for an advanced
civilisation to imprison our bodies in fluid. In the movie The Matrix, the human bodies are used to provide power,
but as Bostrom points out: "Human brains may be many things, but efficient batteries they are not." Presumably, the
human would have to fed as well, which would entail some form of energy input to the comatose human. The
energy which could be generated by the entrapped humans could never be more than the energy supplied to the
humans. The scenario might have made more sense if the humans were being used for food (after all, we feed cattle
to supply food for ourselves, but we only get back a quarter of the energy present in the food which we feed to the



cattle). But machine overlords would have no reason or desire to eat humans — I presume future computers would
not have a digestive system!

And why should the advanced civilisation (or mad scientist) go to all the trouble of generating a simulated reality
when the human brains could be kept subdued merely by the use of drugs? Basically, why bother creating the
Matrix?

No, the whole brain-in-a-vat scenario in which we are suspended in a gloopy substance appears to make no sense.
But there is another form of simulated reality which is more interesting, and which is being taken more seriously by
the scientific community.

Simulacron‑3

In 1964, the second book by science fiction author Daniel F. Galouye was published. The book was called
Simulacron‑3. It really was quite a remarkably foresighted work, and has been called a "virtual reality novel from a
time before virtual reality". Not only was the novel ahead of its time in terms of technology, its style was also
highly-influential, being called the first "cyberpunk" novel.

In Simulacron‑3 we meet our main protagonist Douglas Hall who is a computer developer specialising in the
construction of simulated computer societies (Hall's field of expertise is described as "simulectronics"). Individual
computer-generated "people" are programmed to model human behaviour. The purpose of these simulations was to
discover the behaviour of communities in order to guide government policy, and also to provide feedback to
marketers.

Hall describes the computer-generated "people" who populate the simulation: "We can electronically simulate a
social environment. We can populate it with subjective analogs — reactional identity units. By manipulating the
environment, by prodding the ID units, we can estimate behaviour in hypothetical situations."

Although these ID units behave like humans, we would imagine that they are merely unthinking automatons —
just states in computer memory — and are certainly not conscious like you and me. Well, Simulacron‑3 takes this
scenario a step further to imagine that these computer generated citizens are, indeed, conscious: "The reaction
entities weren't merely ingenious circuits in a simulectronic complex, but instead were real, living, thinking
personalities. They actually existed. In a solipsistic world, perhaps, but never suspecting that their past experiences
were synthetic, that their universe wasn't a good, solid, firm, materialistic one."

You might find this a bold assertion — that mere states in a computer can become conscious — but we
understand so little about the nature of consciousness that this is certainly not beyond the bounds of possibility. If
something acts like a human, maybe it thinks like a human? There is a wonderful quote from one of the characters in
Simulacron‑3: "You can hardly stuff people into machines without starting to wonder about the basic nature of both
machines and people."

So here we have an example of a simulated reality which exists merely as states in a computer. People are
programmed into existence. Crucially, this is in contrast to the Matrix scenario, or the brain-in-a-vat scenario. In
both of those scenarios an actual human brain in suspension is required.

This type of computer-based simulation is very similar to the type of artificial life simulations which are currently
very popular such as The Sims which is the best-selling PC game of all time. In The Sims, virtual people go about
their daily activities oblivious to the fact that they are being observed by the game player who retains complete
control over the environment. The virtual people have individual personalities and experience desires and fears.
There is no obvious goal to the lives of these "people" except to entertain the game player.

Again, as with the case of the brain-in-a-vat thought experiment, this seems to have implications for certainty and
uncertainty. As Descartes realised back in the 17th century, if you cannot be certain as to whether or not you are in a
simulation, then you cannot be certain of anything. This is because you are effectively isolated from reality. Only
the simulation programmers would live in the real world: you would be merely living in an illusion of reality. It
might appear to you that "the cat is on the mat", but in reality there is no cat and no mat: they would be states in a
computer program. This type of general uncertainty — in which you can no longer be certain of anything — is
called Cartesian uncertainty (called "Cartesian" after "Descartes"). [9]

The Thirteenth Floor

From this discussion, it would appear that the only people who would actually be living in reality — and could



therefore say that "the cat is on the mat" with certainty — would be the simulation programmers. But is that really
the case? In order to find out, let us now return to Simulacron‑3, because the story is about to take a surprising twist.

We left Douglas Hall in charge of development of the total environment simulator called Simulacron‑3.
Expectations were high for the impending launch of this revolutionary product. However, a series of unusual and
unnerving incidents makes Hall doubt the reality of his own world. Events reach a startling conclusion when Hall is
driving in the desert one night and encounters a most unusual sight: "The road ended a hundred feet away. On each
side of the strip, the very earth itself dropped off into an impenetrable barrier of stygian blackness. Out there were
no stars, no moonlight — only the nothingness within nothingness that might be found beyond the darkest infinity."

Hall realises that his own universe is nothing more than a simulated reality generated by a computer at a higher
level of reality to his own world. The road disappears because it has not yet been generated by the simulating
computer (probably for reasons of computational economy). Hence, there are now three levels of reality: the
simulated reality generated by Hall's computer, the reality in which Hall find himself, and the highest level of reality
which is simulating Hall's world.

But the possible number of levels of reality is clearly not just limited to three levels. In 1999, the movie The
Thirteenth Floor was released which was based on the novel Simulacron‑3.[10] The plot of The Thirteenth Floor
follows the plot of Simulacron‑3 fairly closely, but the number of possible levels of reality is increased from three to
thirteen (hence the title).

With so many possible different levels of reality, we might imagine those levels as different floors of a tall
building: press a button to get to a higher or lower floor:

It is surely this analogy which lead to the title of the movie The Thirteenth Floor.
Of course, the number of possible levels is not limited to thirteen levels: we could consider an infinity of levels.

And, I believe, it is this move to consider a possible infinity of levels which is crucial in understanding the true
principle behind fundamental uncertainty.

As we shall now see …



7

LEVELS OF INFINITY
This is the final chapter of this book.
Regular readers of my books will know I like to present some of my own ideas in the final chapter, and this book

is no exception.
In this chapter we will be discovering what I feel is the true underlying reason behind all of the uncertainties we

have considered in this book, the real reason why uncertainty can never be completely eliminated in our universe.
But we are going to start our discussion in rather a surprising place …

The location is a mental hospital, in the town of Halle in Germany. The year is 1918. One of the patients in the
mental hospital, Georg Cantor, is suffering catastrophic mental and physical collapse. But what was killing Cantor
was no usual illness.

Cantor was dying from mathematics.

Counting to infinity

We need to start at the beginning.
Georg Cantor was born in St. Petersburg in 1845. His family moved to Germany when Cantor was eleven. At

school, Cantor showed a great talent for mathematics, and he went on to study mathematics at the University of
Berlin.

Here is a photograph of Georg Cantor:

In 1874, Cantor published the work for which he is now most famous. Cantor's discovery concerned the mind-
blowing concept of infinity. Infinity is a number which has a magnitude which has no end. The symbol for infinity is
based on the ancient Egyptian design of the Ouroboros, representing a snake eating its own tail:



Incredibly, Cantor revealed that there can be infinities of different sizes — which implies that there can be a
number larger than infinity!

So how can it be possible to create an infinity of a larger size than another infinity? Indeed, how can it be possible
to measure the size of something which is infinite? Cantor realised the answer to these questions lay in the process
of counting.

How do we determine the number of objects in a group? The answer is that we have to count the objects. Even if
we suspect we have an infinite number of objects, the only way we can determine the number of objects is to count
those objects. Counting lies at the heart of determining whether or not we have an infinite number of objects.

But what do we actually do when we count? The act of counting seems so natural, so intuitive, that perhaps we do
not even think what we are doing when we count a number of objects. We will have to analyse the process of
counting in more detail.

Imagine that you are a shepherd, and you want to determine the number of sheep in your field. Obviously, you
need to count those sheep:

When we count our sheep we might point at the first sheep and say "one", then point to the second sheep and say
"two", and so on until we have counted all the sheep. As you can see on the previous diagram, what we are actually
doing when we perform this pointing and numbering operation is to create a one-to-one correspondence between
each sheep and a unique number (the numbers are shown on the side of the sheep in the previous diagram). So the
act of counting in fact involves the pairing of objects and numbers, as shown in the following diagram:



The numbers which are used for counting operations — the positive integers, 1, 2, 3, etc. — are called the natural
numbers. It is clear that the natural numbers extend to infinity, i.e., the list of natural numbers does not have an end.

Based on this principle of counting, Cantor created a definition of a type of infinity. Cantor defined a countable
infinity as being an infinity in which there exists a one-to-one correspondence between the list of objects and the
natural numbers. According to Cantor's definition, it is clear that if there was an infinity of sheep in a field then that
would represent a countable infinity of sheep because it would be possible to create a correspondence between each
sheep and a unique natural number (as shown in the previous diagram). In theory, a shepherd could count all the
sheep in a countable infinity of sheep (if the shepherd had infinite time).

Now let us consider the infinite list of even numbers: 2, 4, 6, 8, etc. It is easy to count all of those numbers by the
usual counting method, i.e., creating a one-to-one correspondence between the even numbers and the list of natural
numbers. This is easily done when it is realised that each even number is double the value of a corresponding natural
number:



This reveals that the infinite number of even numbers is also a countable infinity — by Cantor's definition (they
can be put into a one-to-one correspondence with the natural numbers). Hence, because both of these types of
infinity were countable infinities and could be put into a one-to-one correspondence with each other, Cantor stated
that they were both the same size of infinity. As an example, if the numbers in these lists were attached to sheep,
then both of these infinite lists could be counted by a shepherd in a field — given infinite time.

Other examples of countable infinities include the list of the odd numbers, the list of the squares of the natural
numbers, and the list of fractions (with a natural number on the top and bottom of the fraction).

Cantor believed this countable infinity was the most fundamental type of infinity. He named this type of infinity
by the first letter of the Hebrew alphabet, א, which is pronounced aleph. Cantor also added the subscript zero to the

aleph symbol — אo — because he believed it represented the smallest type of infinity. Hence, Cantor's countable
infinity is called aleph-zero or aleph-nought.

Now let us consider the situation when we add a number — say the number 0 — to our list of natural numbers.
You can see from the following diagram that there will still be a one-to-one correspondence with the list of natural
numbers. In other words, both infinities will still be the same size:

It might be naively imagined that by adding a number to an infinite list (as we have just done) would result in a



list with a length larger than infinity. However, we have just shown that the resulting list is the same size as the
original list — they are both countable infinites. As John Barrow explains in The Infinite Book: "At first you might
think that making bigger infinities is child's play. Suppose you have an infinite collection of numbers: 1, 2, 3, … Just
add one more thing to it. Isn't that bigger? Unfortunately not. Adding one or two — or even infinity — to infinity
still leaves infinity."

On that basis, here we see the result of adding the number one to our infinite list, expressed as a mathematical
equation:

According to conventional arithmetic, we are then free to subtract infinity from both sides of that equation, which
leaves us with the nonsensical and paradoxical result:

 
1=0
 
Because the application of conventional arithmetic to infinity results in paradoxes such as this, for a long time it

was believed that infinity had no place in mathematics. It took the genius of Georg Cantor to realise that infinity
could be used in mathematics as long as his new approach to handling infinities — called transfinite arithmetic —
was used. [11]

The number larger than infinity

Now let us consider how Cantor used his transfinite arithmetic to create a number larger than infinity.
Cantor started by considering the infinite list of the real numbers. But what are the "real" numbers? And what is

their connection with the "real" world?
Well, so far we have only considered the natural numbers, the positive whole numbers. But the real world of

physics is not generally described by discrete numbers. The real world is described by values which are continuous
and can take absolutely any value — not just whole numbers. To describe the real world, we will need to consider
the "real" numbers. As Roger Penrose says in his book The Emperor's New Mind: "Real numbers are called 'real'
because they seem to provide the magnitudes needed for the measurement of distance, angle, time, energy,
temperature, or of numerous other geometrical and physical quantities."

Instead of discrete whole numbers, the real world is often described by decimal numbers (numbers with decimal
points), often with an infinitely long string of decimal places. As an example, the very common value of π which
appears often in the real-world (for example, describing circles) is defined by the number three followed by an
infinite string of digits after the decimal point:

 
π = 3.14159265358979323846 …
 
These types of numbers — which can potentially include an infinite string of decimal places — are called the real

numbers.
Cantor then asked a rather peculiar question: "How many real numbers are there?" It is clear that there is going to

be an infinite list of real numbers, just as there is an infinite list of natural numbers. It might be imagined that the
two lists would be the same length, but is that necessarily the case?

To determine if the two lists were the same length, Cantor applied the usual method of counting the elements in
the lists, i.e., establishing a one-to-one correspondence with the natural numbers. As an example, let us consider an
attempt to count all of the real numbers between 0 and 1. Because real numbers can be specified with infinite
precision (an infinite number of digits after the decimal point) there will be an infinite number of real numbers
between 0 and 1. So here is an attempt to create a one-to-one correspondence between the natural numbers and the
infinite list of all the real numbers between 0 and 1:



At this point, Cantor presented an ingenious method which has become known as the diagonal slash method. You
will see that the first real number has an ellipse drawn around its first digit after the decimal point, the second real
number has an ellipse drawn around its second digit after the decimal point, and so on. We could then take all of the
digits with ellipses drawn around them and create a new real number with them in the order in which they appear,
which creates the number 0.271836…

Now we get to the clever part of Cantor's method. Let us alter each digit of our new real number by either adding
or subtracting one to each digit. Hence, our number 0.271836… might become 0.362927… (you will see that each
digit in the new number has been altered from the original number). The crucial result is that this new number we
have generated must be different from all of the real numbers in our list because its first digit will differ from the
first digit of the first real number in the list, and its second digit will differ from the second digit of the second real
number in the list, and so on. In other words, this new real number we have generated cannot appear anywhere in the
infinite list of real numbers. So our attempt to construct a list of all the real numbers between 0 and 1 cannot have
been complete.

Cantor had shown that the infinite list of real numbers cannot be counted. Amazingly, this result revealed that the
number of real numbers is greater than the number of natural numbers — Cantor had discovered a number greater
than infinity!

You can see Cantor's diagonal slash method inscribed on the right of his memorial in Halle:



(Unfortunately, you will also see that some wag with a piece of chalk has added that Cantor's equation is equal to
7 — which is most certainly not correct!)

However, the mathematics establishment was highly-resistant to Cantor's ideas about infinity. In particular,
Cantor found a determined opponent in Leopold Kronecker, a highly-conservative professor at the University of
Berlin which was the centre of mathematics in the mid 19th century. Kronecker believed that only the natural
numbers (the positive integers) had a role to play in mathematics — even to the point of attempting to outlaw the use
of negative numbers! According to a famous quote by Kronecker: "God created the natural numbers, all else is the
work of man".

Kronecker did everything in his power to exclude Cantor's ideas about infinity from mathematics, calling it
"mathematical insanity". Cantor slowly became paranoid — but with good reason. Kronecker was highly-influential,
and blocked Cantor's ideas from being published in mathematical journals.

Cantor suffered his first nervous breakdown in the spring of 1884. But this was not entirely due to the persecution
of Kronecker. Cantor's mental problems were at least partly due to his continued fascination with infinity, trying to
attain an understanding of concepts which perhaps cannot be fully captured by the human mind. John Barrow
describes Cantor's struggles in his book about the history of mathematics Pi in the Sky: "He retreated from
mathematics, recognizing that his intense concentration upon particular mathematical questions was beginning to
affect his mental equilibrium."

Cantor suffered a series of breakdowns over the following years, forced to recover in mental hospitals. This
resulted in Cantor losing his job at the university. Cantor tragically became a broken man and ended his life in a
sanatorium, a decline at least partly due to his obsession with the mind-altering concept of infinity.

Levels of infinity

So Cantor had discovered an infinity larger than aleph-zero. Cantor called this new, larger infinity אⅼ (aleph-one).
But Cantor also showed that the levels of infinity do not stop at that point. Using a generalisation of his diagonal
slash method, Cantor showed that there would always be a number which was not contained in any infinite list. In
other words, there is always an infinity greater than any infinity. [12]

It is now known that there are an infinite number of different types of infinity, with each successive infinity being
infinitely larger than the previous type of infinity. This results in a tower of ever larger infinities:



What does this remind you of? Think back to where we have seen a similar image to this before in this book. This
is surely reminiscent of the infinite levels of reality described in the earlier description of the movie The
Thirteenth Floor:

Wow — that seems like rather a random connection. But might there be a deep reason behind that connection?
Well, imagine your universe is represented by Cantor's aleph-zero (אo). Maybe this number could represent the

number of particles in the universe, for example. In that case it would represent an infinite number of particles, and
so your universe would seem infinite: a never-ending vast expanse, the only thing that could possibly exist. It would



seem impossible to imagine anything could exist beyond infinity, anything beyond that infinite universe.
Now imagine you are an inhabitant of a computer-simulated reality, perhaps at the lowest level of reality in the

movie The Thirteenth Floor. Again, your universe would appear infinite in expanse, and, again, it would seem
impossible to imagine anything could exist beyond your infinite — but simulated — universe.

However, in both cases, there would be a completely different infinite universe above you, in a "higher realm" so
to speak. In Cantor's aleph-zero universe, there would be the aleph-one infinitely-large universe immediately above
you. And in the simulated universe, there would be an infinitely-large universe immediately above you, a higher-
level of reality, occupied by the programmers of the simulation in which you reside.

So there appears to be some intriguing parallels between the two scenarios. This is something we should explore
further.

And maybe we might even uncover a link to fundamental uncertainty, the true reason why there will always be
fundamental uncertainty in the universe …

Cantor, Gödel, … and Turing

In Chapter Four, it was described how, in 1900, David Hilbert listed 23 problems in mathematics which needed to
be solved to place mathematics on a surer footing. In a continuation of his program, Hilbert presented three more
unsolved problems at an international conference in 1928. The third of these problems is the one which interests us,
and it was called the decision problem.

If you remember, in Chapter Four it was explained how mathematical statements can be either true or false, and
the aim of mathematicians is to prove the truth of statements. Throughout history, mathematicians have used their
creativity and instincts to develop ingenious proofs.

David Hilbert wanted to take all the guesswork (and ingenuity and creativity) out of that process of developing
proofs. Wouldn't it be great, thought Hilbert, if there existed a step-by-step list of instructions which mathematicians
could follow every time they wanted to prove a statement to be true. Mathematics would no longer be reliant on the
skills and creativity of mathematicians. That would go a long way to eliminating the uncertainty from mathematics.
Could a step-by-step method be developed which could reliably prove all true statements? That was called the
"decision problem".

It was the English mathematician Alan Turing who, in 1936, discovered a solution to the decision problem. Roger
Penrose provided a clear explanation of Turing's method in his popular book The Emperor's New Mind. The
following description is based on Penrose's explanation in his book, and even uses the same data.

Remember, we are attempting to find a step-by-step series of instructions — or algorithm — which a
mathematician could use to solve any problem. Therefore, Alan Turing proposed a very general computing device
which could take data as input, and could also take a particular program (algorithm) as input. The computing device
could then apply that program to process the input data, producing an output.

We now call Alan Turing's simple computing device a Turing machine, and the Turing machine design forms the
basis for almost all modern computers. For this reason, Alan Turing is often considered to be the inventor of the
modern general-purpose digital computer.

Both the input data and the input program of the Turing machine could take the form of single number. The
following diagram shows a table with all possible inputs along the horizontal top line, and all the possible computer
programs down the vertical line. The elements of the table then represent the outputs of the particular computer
program after processing that particular input:



The horizontal rows then represent all possible computable sequences. As Roger Penrose describes, a computable
sequence is a sequence whose successive numbers can be produced by a particular computer program. Therefore,
every computable sequence of natural numbers must appear somewhere in the table.

Alan Turing then did something inspired: he applied Cantor's diagonal slash method to the numbers in the table.
You can see on the previous diagram that a circle has been drawn around all of the diagonal elements. Turing then
followed the method of Cantor by modifying each of those diagonal elements. As Roger Penrose explains, this
modification method is clearly a computable procedure (it could be performed by a computer), so the effect of this is
to produce a new computable sequence. However, crucially, because this new computable sequence has been
generated by Cantor's diagonal slash method, it is bound to be different from every other computable sequence
in the table. But the table was supposed to contain every possible computable sequence. As Roger Penrose states:
"This is manifestly a contradiction".

The implication of this contradiction is that our initial premise was incorrect: it is not possible to compute a table
of all computable sequences. There are limitations on the abilities of computers: there are some things computers
can never compute. These are now called uncomputable functions.

So Alan Turing had discovered another limitation on our ability to understand the world, another source of
uncertainty. In that respect, Turing's result is really just the computerized equivalent of Gödel's incompleteness
theorem. Turing solved the "decision problem" by showing that there could never be a step-by-step algorithm to
decide whether every mathematical statement was either true or false. Hence, there are some true statements which
can never be shown to be true by any step-by-step method. And that necessarily implies Gödel's incompleteness
theorem: there are true statements which can never be proved to be true.

So the uncertainties revealed by Turing and Gödel are equivalent. And the underlying principle seems to be
Cantor's diagonal slash method. Roger Penrose considers this in his book, also including Russell's paradox: "These
similarities are not accidental. There is a strong thread of historical connection between the three. Turing found his
argument after studying the work of Gödel. Gödel himself was well aware of the Russell paradox. All these
arguments have their origins in Cantor's 'diagonal slash' method."

It is clear that Cantor's diagonal slash method lies at the heart of uncertainty. In the following final section of this
book, let us now explore why that is the case. And, in the process, let us discover why uncertainty is fundamental in
the universe.

The only certainty is uncertainty



So far in this chapter, we have discovered a fundamental connection between different types of uncertainty. We
have seen how Cantor's diagonal slash method underlies the uncertainties discovered by Gödel and Turing. What is
more, earlier in this chapter it was revealed how Cantor's "tower of infinities" resembled the stack of simulated
realities in the movie The Thirteenth Floor. What is the connection? And what is the significance of Cantor's
diagonal slash method?

The solution is perhaps best understood by considering the simulated universes example. In the previous chapter,
the simulated universe of Simulacron-3 was described. If you were living in such a simulated universe, it would be
impossible to detect. In other words, there would be a fundamental limitation on your possible knowledge, a
restriction in your ability to know all possible truths about your world — which might remind you of the results of
Gödel and Turing.

What would be the origin of this limitation on knowledge? Well, in order to discover all the truths about your
world, you would use all the tools available to you. You would use your eyes, and observational instruments such as
telescopes, and particle accelerators. And you would also use all the computational tools available to you, such as
your brain, and computers. But here is where the limitation arises: all of those tools available to you are
components of the universe they are trying to analyse. A telescope is part of the universe, your eyes are part of
the universe, your brain is part of the universe. So you can only use those tools to reveal truths which are internal to
the universe — you cannot reveal truths ABOUT the universe, as though you were external to the universe.

So this is the reason for the uncertainty in a simulated universe: you cannot use the tools inside a simulated
universe to reveal truths about the higher-level universe of the simulators. And, at this point, Cantor's diagonal slash
argument has its impact. Even though the universe in which you reside is infinite, the diagonal slash argument
reveals that there is always the possibility of a higher-level reality above you. In fact, it reveals the possibility of an
infinite tower of infinite realities above you.

In fact, no matter which level you find yourself in that tower of simulated universes, you could never be certain
that you were the highest level. Even at the level of the supposed simulation programmers there would always be
uncertainty as to whether there was a level above.

And, as we have seen, it is the diagonal slash method of Cantor which results in the uncertainties described by
Gödel and Turing. The diagonal slash method reveals the existence of uncomputable sequences or unknowable
truths — a higher realm of knowledge which is beyond our grasp.

The diagonal slash method introduces fundamental limitations on our knowledge, which leads to fundamental
uncertainty.

This principle was a recurring theme of Douglas Hofstadter's book Gödel, Escher, Bach. Hofstadter considers the
limitations on our knowledge introduced by Gödel, and realises that the only way to obtain knowledge of all truths
about our world — or any system in which we were contained — would be to transcend that system: to somehow
move outside that system. Hofstadter actually becomes quite metaphysical in style when he talks about this, and
introduces concepts from Zen Buddhism: "Zen is a system and cannot be its own metasystem; there is always
something outside of Zen, which cannot be fully understood or described within Zen."

It has also been suggested that this principle might place limitations on our ability to understand our brains or
consciousness. Catherine Loveday presents this viewpoint in her Book of the Brain: "So the human brain is complex
— but is it clever enough to understand itself? Philosophers have debated this paradox for centuries, with some
claiming that a system can only ever understand another system that is less complex than itself. They argue that
human beings will never fully understand their own brains and that to do so is like trying to smell your own nose. As
one pharmaceutical worker is memorably quoted as saying: 'If the human brain were simple enough for us to
understand, we would be too simple to understand it.'" [13]

In that quote, Catherine Loveday says that the principle behind fundamental uncertainty is like "trying to smell
your own nose". That is a perfect example of a fundamental limitation. And limitations introduce uncertainty: what
does your nose smell like? You are uncertain. Does it smell bad? You are uncertain about a truth about your system.
It might be a true statement that your nose smells bad, but you cannot prove it — just like the uncertainties of Gödel
and Turing. I could tell you if your nose smells bad, but I am outside your system.

It would appear that because our thought processes are confined within the object they are trying to analyse — our
brain — then that imposes another limitation on our knowledge, another source of uncertainty. In that case, the only
way to eliminate the uncertainty would be to transcend the system: to somehow move outside our brains. Even
Albert Einstein once expressed a similar idea when he said: "No problem can be solved from the same level of
consciousness that created it."

This principle — that uncertainty arises because we are part of the universe we are trying to analyse — was
presented by Stephen Hawking in a 2002 lecture entitled Gödel and the End of Physics. Hawking presented the
following insight: "In the standard approach to the philosophy of science, physical theories live rent free in a



Platonic heaven of ideal mathematical models. That is, a model can be arbitrarily detailed and can contain an
arbitrary amount of information without affecting the universes they describe. But we are not angels, who view the
universe from outside. Instead, we and our models are both part of the universe we are describing. Thus a
physical theory is self-referencing, like in Gödel's theorem. One might therefore expect it to be either inconsistent or
incomplete. The theories we have so far are both inconsistent and incomplete."

I have placed in bold Hawking's quote: "But we are not angels, who view the universe from outside. Instead,
we and our models are both part of the universe we are describing." Hawking then goes on to explain that we
should therefore expect our theories of the universe to be "inconsistent and incomplete" — leading to fundamental
uncertainty.

The only certainty is uncertainty.

We have seen throughout this book how many of the greatest minds in science and mathematics have been
repelled by the notion of fundamental uncertainty. Einstein was so repelled by the idea that he constructed endless
thought experiments to argue with Niels Bohr. Bertrand Russell tried to eliminate uncertainty from mathematics by
writing three huge volumes of the Principia Mathematica. In the end, though, Bell's theorem proved that Einstein
was wrong, and Kurt Gödel's incompleteness theorem proved that Russell was wasting his time. Some of the
greatest minds have been made to look rather foolish in their attempts to eliminate fundamental uncertainty.
However, it has been shown time and time again that science only advances when fundamental uncertainty is firstly
recognised and then accepted.

So when we discover some apparent fundamental uncertainty in Nature — as in quantum mechanics, for example
— we should not be surprised, or throw up our arms in horror or denial. Instead, we should welcome uncertainty.

After all, it is what makes life interesting.
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NOTES
[1] Interestingly, the development of the first mechanical computer, the laws of probability, and the invention of

the game of roulette are all associated with the French mathematician Blaise Pascal.
[2] Another visionary quote from Lord Kelvin in 1895 was that "Heavier than air flying machines are impossible."
[3] The type of matrix which can be used for these quantum operations is called an Hermitian matrix.
[4] The great British mathematical physicist, Paul Dirac, later showed that Heisenberg's matrix mechanics and

Schrödinger's wave mechanics were mathematically equivalent.
[5] The physical process behind the so-called "collapse of the wavefunction" is often presented as a great mystery,

as something almost mystical. However, if you have read my first book you will know that great strides have been
taken in understanding the process as a form of environmental decoherence.

[6] 1913: When Hitler, Trotsky, Tito, Freud and Stalin all lived in the same place, BBC News,
http://tinyurl.com/viennapeople

[7] Edward Lorenz, Deterministic Nonperiodic Flow, Journal of the Atmospheric Sciences, 1962.
[8] In fact, the producers of the movie, the Wachowskis, asked Keanu Reeves to read Simulacra and Simulation

as preparation for his role. The book is completely impenetrable — I doubt Reeves thanked the Wachowskis for
their decision. Baudrillard has since said that The Matrix misunderstands and distorts his work.

[9] If we cannot trust our senses, then Descartes reasoned that we could only trust the contents of our own minds.
Hence his famous dictum cogito, ergo sum ("I think, therefore I am").

[10] The Thirteenth Floor was released just a few months after The Matrix was released, and so made nothing like
the same impact. The Thirteenth Floor features an astonishingly convincing simulated reality of Los Angeles in the
1930s. You would swear it was real …

[11] The readers of my fifth book who used conventional arithmetic to express reservations about the sum of all
the natural numbers being equal to one twelfth should remember this fact: you cannot use conventional arithmetic
when dealing with infinity.

[12] Cantor actually considered the power set of any infinite set, and showed that it must have a greater number of
members. For details of how Cantor did that, see this document by Professor Raymond Flood:
http://tinyurl.com/cantorset

[13] How It Works: Book of the Brain, Catherine Loveday, Future Publishing, 2017.

http://tinyurl.com/viennapeople
http://tinyurl.com/cantorset
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PREFACE
This book is an introduction to the principles of particle physics, the physics which deals with atoms and the

smallest elements of the universe. The book will emphasise the underlying principles, rather than just listing the
particles (and their properties) in a rather encyclopaedic manner. I believe it is much more valuable to gain an
understanding of the principles involved.

For example, we will be discovering the principle which explains why material objects feel solid to the touch, but
you can't touch a ray of light. We will be discovering the real reason why positive and negative electric charge
attract each other (clue: it has to do with symmetry).

I must admit, this book is perhaps more challenging than my previous books. I do think many popular science
books underestimate the intelligence of their readers.

I am firmly of the conviction that if a reader is having difficulty understanding a concept then it is not because a
concept is hard — it is because it is being badly explained. In this book, care is taken to describe each step simply
and clearly.

Once again, thank you for your support.
 
Andrew Thomas
(hiddeninplainsightbook@gmail.com)
Swansea, UK
2016
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THE INVESTIGATOR
At the start of the 19th century, the land of Australia was still an unexplored country. The coastal areas had been

mapped by various earlier Europeans (predominantly the Dutch, who named the country "New Holland"). However,
due to the size of the continent, it was not certain if these coastal areas were connected as part of a single island, or if
Australia was composed of many islands.

In July 1801, an expedition to Australia from Britain was due to set sail on the ship the Investigator. The main
aim of the mission was to determine if Australia was a connected land mass, but, as a secondary aim, the expedition
also aimed to study the flora and fauna of the island.

The expedition chose the Scottish botanist Robert Brown to be its resident naturalist. Brown, the son of a strict
church minister, had learnt botany while studying in Edinburgh University where he had taken frequent trips to the
Highlands of Scotland to collect and classify rare plants.

The Investigator set sail on the 18th July. It arrived in King George Sound in Western Australia six months later.
As part of its voyage, the ship had to traverse the treacherous Great Barrier Reef (then called the Labyrinth). The
ship eventually performed the first ever circumnavigation of Australia, thus establishing it as a continent.



During the voyage, Brown discovered approximately 2000 species of plants, almost all of which were previously
unknown to science. When he returned to London three and a half years later, his reputation as a botanist of note
was secured.

Brown's reputation was established on his talent for examining his Australian plant specimens in the smallest
detail. In order to achieve this, Brown became skilled at microscopy. Brown realised that the study of microscopic
pollen grains could be used as a method to classify plants.

It was while he was using a microscope to examine some of these pollen grains suspended in water that Brown
observed something rather peculiar. The pollen grains were seen to move in a jittery, random motion. This random
motion was given the name Brownian motion (named after Robert Brown), but its origin was to remain a mystery
for almost a century.

At this point, our tale takes an unexpected turn. We rejoin our tale in 1905 — the "miracle year" of Albert
Einstein.

At the time, the existence of atoms was still in doubt: there had never been a direct observation of the behaviour
of atoms. The stage was set for Einstein who, in one of his remarkable acts of intuition, speculated that the motion of
the pollen grains might be due to the random motion of water molecules. He realised that a pollen grain was so small
that — purely by chance — there would occasionally be significantly more water molecules buffeting one side of
the pollen than the other. The resultant motion has been compared to a giant inflatable balloon being bounced
around randomly by a crowd in a football stadium.

Einstein crushed the mathematics and realised that this effect would result in precisely the random dance of the
pollen which was first observed by Robert Brown almost a century earlier.

This atomic explanation of Brownian motion represented the first directly observable effect of the kinetic theory
of atoms, and is regarded as the first conclusive evidence of the existence of atoms. From now on, there could be no
doubt about it: atoms were real.

And that unlikely chain of events is the story of how the atom was discovered — it all started on Robert Brown's
expedition to Australia on board the Investigator.

Rutherford's atom

Ernest Rutherford was born in the rural South Island of New Zealand in 1871, the fourth of twelve children. He
grew up on a farm, herding cows and riding horseback. It was this adventurous, pioneering spirit and enthusiasm for
discovery which propelled Rutherford to become the greatest experimental physicist of his era. Rutherford has been
called "the Newton of atomic physics".



Rutherford had an uncanny instinct for designing ingenious experiments using primitive equipment which
revealed the structure of the atom. As Richard Rhodes says in his book The Making of the Atomic Bomb, Rutherford
"won the atom. He found its constituent parts and named them. With string and sealing wax, he made the atom real."

Rutherford won a scholarship to Cambridge University to work in the Cavendish Laboratory under the leadership
of J. J. Thomson. Thomson had been performing experiments with the recently-invented cathode ray tube. The
cathode ray tube consists of an electrically negatively-charged heated filament called a cathode, facing a positively-
charged anode. All the components are contained in a vacuum in a sealed glass tube:

As the temperature of the cathode increased, it had been found that a stream of particles left the cathode, attracted
to the positively-charged anode. If these particles hit a fluorescent screen, they made a small spot of light on the
screen (this is how a cathode ray tube forms the main tube on old CRT televisions). Thomson discovered these
particles could be deflected by electrically-charged plates, attracted to the positive plate, and their path could also be
bent by a magnetic field. He named these particles electrons, the first atomic particle to be identified.

It was shown experimentally that the part of the atom which was left behind when these electrons were emitted
was heavier, and was positively-charged. With this in mind, Thomson developed a model of the atom as a big lump
of positively-charged material into which electrons were evenly distributed. This was called the "plum pudding"



model (because the electrons were like raisins evenly distributed inside a pudding).
However, one of Rutherford's experiments soon revealed that this plum pudding model was incorrect.
By 1907, Rutherford had moved to Manchester University. In Manchester, Rutherford performed experiments

involving recently-discovered radioactivity. He enlisted the help of Hans Geiger who had developed a device which
could detect individual particles of radiation. Rutherford performed an experiment in which these particles
(produced by radioactive radium) were fired at thin gold foils. He found some of the particles were deflected as they
passed through the foil, but, more mysteriously, he found that some of the particles appeared not to get through the
foil at all — they just vanished. Almost as an afterthought, Rutherford placed a detector in front of the foil instead of
behind it, and he discovered — to his great surprise — that some of the particles were being reflected back from the
foil.

Rutherford was amazed at this discovery: "It was quite the most incredible event that has ever happened to me in
my life. It was almost as incredible as if you fired a 15-inch shell at a piece of tissue paper and it came back and hit
you. On consideration I realised that this scattering backwards must be the result of a single collision, and when I
made the calculations I saw that it was impossible to get anything of that order of magnitude unless you took a
system in which the greatest part of the mass of the atom was concentrated in a minute nucleus."

This meant that Thomson's plum pudding model was wrong. Instead, it meant that atoms had a hard centre, a
positively-charged nucleus.

Rutherford proposed a model of the atom which consisted of electrons orbiting a nucleus composed of positively-
charged protons. The electrons were held in orbit due to their electrical attraction to the protons. This arrangement
resembled a small Solar System, and was called the Rutherford model or planetary model.

However, the mass of atoms was about twice the mass which would be expected if the nucleus was composed of
just protons. Rutherford proposed that the nucleus also contained other particles called neutrons, each neutron being
approximately the same mass as a proton. These particles were called neutrons because they were electrically
neutral. The existence of neutrons was confirmed in 1932.

Atoms are made out of these three particles: electrons, protons, and neutrons. As an example, the following
diagram shows Rutherford's planetary model of a carbon atom. It is composed of six negatively-charged electrons
orbiting a nucleus which is composed of six positively-charged protons and six neutrons:

 

The death spiral of the electron

However, it was known that there was a problem with this planetary model. Just as in the case of a planet in the
Solar System, eventually the orbit loses energy and the planet would crash into the Sun. A very similar scenario was
predicted with this model of the atom. Newton had shown that any object moving in a circle is undergoing an
acceleration (a deviation from its natural straight-line path), and according to Maxwell's theory of electromagnetism,
any electrically-charged particle will lose energy in the form of radiation if it is accelerated. The electron would



inevitably lose energy and crash into the nucleus in a thousandth of a billionth of a second.
Robert Oerter describes this rather disastrous scenario in his book about particle physics called The Theory of

Almost Everything: "An electron in such an orbit would have to emit electromagnetic radiation, thereby losing
energy, which would send it into a 'death spiral', which could not end until the electron reached the nucleus. With all
the negatively charged electrons in the nucleus cancelling out the positive nuclear charge, there would be no electric
repulsion keeping the nuclei at atomic distances from each other. In a fraction of a second a house would collapse to
the size of a grain of sand."

So what was holding the electrons in their orbit? A solution was proposed by Rutherford's most eminent student,
Niels Bohr.

In 1912, Bohr came to Manchester from Cambridge specifically to work under Rutherford. Bohr was concerned
about the stability of Rutherford's atom. Rutherford had correctly discovered that electrons orbit the nucleus, but he
provided no explanation as to what kept them in orbit. Bohr believed an answer was to be found from the new
physics of quantum theory. Bohr was aware of the previous discovery of Max Planck that the energy radiated from a
hot body was composed of "quantized" chunks of energy (described in my previous book). This seemed to indicate a
new physics beyond classical physics. Bohr suggested that the energy of the orbiting electrons was not continuous,
but was instead only allowed specific quantized values. This would result in electrons only being able to occupy
specific "allowed" orbits. This restriction on electron energy would prevent the electrons from spiralling into the
nucleus.

Bohr's theory resulted in a stable atom. Also, Bohr's theory predicted that radiation of certain specific energies
would be emitted by the atom when an electron jumped between these allowed orbits. This prediction of specific
energy levels perfectly matched the clearly-defined spectral lines emitted by heated materials.

So Bohr appeared to have found a solution. But it was a rather unsatisfactory solution in that it was a mix of the
old classical physics (an atom was still being modelled as an electron spinning around the nucleus in just the same
way that Newtonian physics predicted the orbit of planets around the Sun), and the new quantum theory.

A more elegant explanation was provided by the French physicist Louis de Broglie (pronounced "de Broy") in
1923. De Broglie was aware of Einstein's earlier explanation of the photoelectric effect (covered in my previous
books) which suggested that a light wave was actually composed of particles called photons. Hence, there appeared
to be a strange duality between waves and particles. De Broglie made the brave and inspired suggestion that this
duality also worked in the other direction: that any particle also had a wavelike nature.

One consequence of this idea was that it provided an ingenious explanation of why electrons were held in their
orbits around the nucleus. We find the solution if we no longer consider an electron as being an orbiting particle —
like the Earth orbiting the Sun — but instead consider it as being a wave around the nucleus. We could imagine that
only a whole number of wavelengths could be allowed around the nucleus: if this was not the case, the wave would
not join up with itself when it returned to its starting point and it would interfere destructively with itself.

Different electron orbits represented a different number of whole wavelengths. Electrons could jump between
orbits, but only by emitting or absorbing a photon of a fixed ("quantized") amount of energy. This model also
implied that there would always be a minimum energy possessed by the electron (called the ground state)
corresponding to the lowest frequency wave (analogous to the fundamental frequency of a wave on a string).

Hence, this wavelike model of the electron meant the death spiral of the electron into the nucleus could be
avoided. And this is essentially the principle by which atoms achieve their size, and prevents houses collapsing into
a grain of sand!

What is a particle?



Before we reach the end of this introductory chapter, there is a question which you might well be wondering. The
question is: what are particles actually made from?

In order to answer this question, we have to examine particles at the highest level of detail. However, we certainly
cannot use a conventional microscope to look at particles. That is because visible light has a wavelength between 4
× 10-7 metres and 7 × 10-7 metres, while atoms are much smaller, approximately 10-10 metres across. This is
important, because it is not possible to see any object which is smaller than the wavelength of the light which
illuminates the object. Hence, it is never going to be possible to see an atom with a conventional microscope.

However, the wavelength associated with a particle is inversely proportional to the energy of that particle. In other
words, particles with more energy have shorter wavelengths (according to the previously-discussed theory of Louis
de Broglie) and can therefore be used to probe smaller distances. As an example, the wavelength of an electron can
be up to 100,000 times smaller than the wavelength of a photon (a particle of light), a principle which gave birth to
electron microscopy.

In a modern particle accelerator, it is possible to achieve observations using particles with far higher energy than
those used in an electron microscope. Using wavelengths as small as 10-16 metres it was possible to detect the
existence of the smallest known particles. However, as accelerator energies have increased, with wavelengths now
down as small as 10-18 metres, no smaller structure has been found in these particles. It would appear that these are
elementary particles in that they are truly fundamental having no internal structure — no constituent parts. It is
simply not possible to break them down into smaller units.

So how big is an elementary particle? As the energy of particle accelerators has increased, these particles appear
to be smaller than anything we can detect. In fact, it is believed that these particles have no actual size: they should
be considered as infinitely small pointlike particles. It might be said that they have no spatial extent — they do not
extend into space. Essentially, they are not made of anything! Which makes a kind of sense: if they were made of
any material, it would be possible to split that material into two parts to create smaller particles. In which case, the
original particles would not be elementary (as they could be split into two "more fundamental" particles).

By this logical argument, it would appear that a truly elementary particle would have to be pointlike, or else it
could not be considered to be truly elementary.

This type of behaviour, and this strange type of argument, might appear completely bizarre and counter-intuitive.
How on earth is it possible to have objects which cannot be broken into smaller objects? How on earth is it possible
to have objects which have no spatial extent? The problem is that we are only used to operating in the human-scale
("macroscopic") world, and things work very differently at that vastly larger scale: all objects can be broken into
smaller objects, all of these composite objects take up volume in space, etc.

However, at the fundamental scale of elementary particles, the world works very differently, and in very counter-
intuitive ways. Another counter-intuitive fact about elementary particles is that all particles of a particular type are
identical. For example, all electrons are exactly the same, as if they are perfect copies (we will discover the
implications of this later in the book when we consider the Pauli exclusion principle). Again, this has no analogy in
our macroscopic world. In our macroscopic world, we always have the option of "delving deeper", to sub-analyse an
object to discover distinguishing details. For example, if we want to distinguish two identical models of car, we
might divide the car into its constituent parts, and then consider the cars' number plates. Hence, all macroscopic
objects can be distinguished. However, when we are dealing with elementary particles, we no longer have access to
any lower distinguishing level. This is a clear sign that we are dealing with the lowest level of reality.

When dealing with these fundamental concepts, we have to make the effort to break away from our human-scale,
macroscopic preconceptions about how things behave, and how objects are structured. Because only then will we
have a chance of understanding the elementary structure of Nature.



This book will consider the structure of the atom, and is essentially divided into three parts. The first part might
be described as a study of "the forces which hold the atom apart" (in this chapter we have already seen how energy
quantization prevents the electrons from spiralling into the nucleus). The second part of the book might be described
as a study of "the forces which pull the atom together", in which we will examine the fundamental forces which hold
the electrons and the atomic nucleus together. And the third part of the book considers the balance which arises
between these two opposing forces: the forces which hold the atom apart, and the forces which pull the atom
together.

It is by considering this concept of "balance" in this third part of the book that we will find a remarkable similarity
between the forces which hold the atom together and the forces which hold the universe together. We will discover
that the very large and the very small have much in common.
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ADVENTURES IN THE MATRIX
When Ernest Rutherford gave an interview to the London Daily Herald in 1933, he tried to explain how small the

atom was: "If everyone in the world spent twelve hours a day placing individual atoms into a single thimble, a
century would elapse before it was filled."

At first glance, the intended message of Rutherford's quote appears clear: atoms are inconceivably small.
However, there is another possible interpretation because, of course, all sizes are relative. The alternative
interpretation is that humans (and thimbles, for that matter) are inconceivably huge.

In similar fashion, whenever I hear the usual quote that humans are insignificantly small in relation to the size of
the universe, I get mildly irritated. Because, of course, on the atomic scale (which is a much more sensible standard
scale of size) human beings are cosmos-straddling giants. A typical human contains
7,000,000,000,000,000,000,000,000,000 atoms. We are certainly not "insignificantly small" by that definition.

In fact, it is this extraordinarily huge size of human beings (and our experimental apparatus) which causes us such
great difficulty as we attempt to explore the atomic world, because much of the true behaviour of atoms becomes
hidden from our eyes. Instead, all we ever consider is phenomena in which the individual behaviour of atoms is
"averaged out". Most notably, the peculiar quantum mechanical behaviour of individual atoms is obscured as we
only ever consider systems which are composed of billions of atoms. However, if we really want to obtain an
accurate picture of the behaviour of individual atoms, it is precisely this quantum mechanical behaviour which we
need to capture.

And so, this chapter presents a brief introduction to quantum mechanics, describing the actual techniques used by
physicists in order to construct an accurate model of the atom.

Basic matrix operations

Central to this discussion of quantum mechanics will be the mathematical object known as a matrix. You might
have been introduced to matrices ("matrices" is the plural of "matrix") in your mathematics class in school, and you
might have suspected that you would never use such an obscure piece of mathematics in your everyday life. Well,
unless you found employment in some fields of science and engineering then you might have been correct.
However, in this book you will finally get a chance to use your skills as you discover just how useful matrices really
are.

The discussion will show why matrices are so central to quantum mechanics, and why solving problems in
quantum mechanics involves solving a problem described by matrices. You will get much more out of the rest of the
book if you ensure you understand the concepts in this section. I will be asking you to perform some important
matrix calculations later in this book. You won't believe what we can achieve!

A matrix is a square (or rectangular) grid of numbers. Here is an example of a 2×2 matrix (it has two rows and
two columns):

We might ask how matrix multiplication (the multiplication of two matrices) might be achieved. For example,
how could we multiply the following two matrices:



We can multiply these two matrices by the following sequence of steps.
First, consider the first row of the first matrix and the first column of the second matrix (shown in the two dashed

ellipses in the following diagram). Take the first number in the first row of the first matrix (which is 2) and multiply
it by the first number in the first column of the second matrix (which is 5). This gives us our first intermediate result
of 10 (we must remember this). Then take the second number in the first row of the first matrix (which is 4) and
multiply it by the second number in the first column of the second matrix (which is 1). This gives us our second
intermediate result of 4.

We add our two intermediate results (10 and 4) together to get the answer 14, and that number goes in the first
position in our result matrix:

To calculate the next entry in our answer matrix, once again we have to consider the first row of our first matrix,
but now we consider the second column of the second matrix. We perform a similar series of steps to the first case,
but this time we need to calculate (2×6) + (4×5) to give an answer of 32:

We continue in a similar fashion until we have filled all the positions in our result matrix. So here is the answer of
our matrix multiplication:

You might want to check the steps yourself to make sure it is the correct answer. (7×5) + (3×1) = 38 and (7×6) +



(3×5) = 57.
One vitally important feature about matrix multiplication is that it is noncommutative. Conventional multiplication

is commutative in that it does not matter in which order the numbers are multiplied, the answer will be the same. For
example, 7×5 will give the same result as 5×7. However, matrix multiplication is noncommutative in that the
ordering does matter. If the ordering of the matrices is reversed, the answer will be different. You might want to
check this by considering the previous example, but this time placing the second matrix before the first matrix.
When the multiplication is performed, you should get a different answer:

So this is something very important which I want you to remember as we will be returning to this point several
times in this book: matrix multiplication is noncommutative. You get a different result for your multiplication
when you reverse the ordering of the matrices.

Vectors

The mathematical construction known as a vector is closely associated with matrices. A vector is a line of a
specified length which has a definite direction — essentially it is an arrow. In three-dimensional space, we could
imagine a vector extending outwards from the origin of our coordinate system, as is the case with the dashed arrow
in the following diagram:



You will see that the dashed arrow (the vector) points to a point in space which is a distance x along the horizontal
axis, and is a distance y along the vertical axis, and a distance z along the axis which is coming out of the page. You
can see that this vector could actually point to any position in space, as long as we have the (x, y, z) coordinates of
the position. Hence, three coordinates are enough to define this vector, and we could list those coordinates in matrix
form as a matrix which has only one column:

A vector is therefore essentially just a matrix, and so we can perform matrix multiplication by multiplying a
vector by a matrix. As we shall see, the result of the multiplication will be another vector. Hence, a matrix can be
used for transforming a vector into another vector.

Here is an example of a matrix multiplication being used to transform a vector which has just two coordinates [-2,
4] (as an example, a vector drawn on a flat sheet of paper would only have two coordinates: x and y):

The result vector is calculated in the usual method. The first entry is (0×-2) + (1×4) which is 4, and that goes in
the first position in the result vector. The second entry would be (-1×-2) + (0×4) = 2.

So what is the result of this transformation? A vector with the coordinates [-2, 4] has been transformed into a
vector [4, 2]. Let us plot these two positions on a graph:



You will see from the graph that the result of this matrix multiplication is to rotate the vector about the origin by
90 degrees.

This ability of matrices to perform transformations is an incredibly useful property. As we shall now discover, this
is the reason matrices are used in quantum mechanics.

The quantum measurement

We only have to consider the implications of quantum mechanics when we are dealing with the smallest parts of
Nature, which are particles. True, the rules which apply to particles inevitably apply to larger objects as well, but the
counter-intuitive behaviour of quantum mechanics gets "averaged out" as we move up the scale from individual
particles to macroscopic ("human scale") objects composed of trillions of particles. We simply don't have to deal
with the quantum rules directly in our everyday lives.

However, in this book we are interested in the behaviour of particles, so a good understanding of quantum
mechanical behaviour is going to be crucial.

I considered the logic of quantum mechanics in my first book, hopefully trying to convey the impression that
there is a clear and consistent underlying logic to quantum mechanical behaviour (even though the "weirdness" of
quantum mechanics is often stressed elsewhere). It was stated how quantum mechanics is important whenever we
want to extract some information about the state of a system. That is just a grand way of saying that quantum
mechanics is all about measurement. When we talk about "measurement" you might have an impression of someone
using a tape measure, but, really, measurement is a much more general concept. Whenever we detect an object, for
example, we are measuring the position of the object and determining that it resides in a particular location. In fact,
in the most general case, we might consider "measurement" to be any interaction between particles (because that
interaction has the ability to pin down the position of a particle).

In my first book, I described the principles of measurement at the quantum scale in very simple terms:

1. Before we measure certain properties of a particle (e.g., position, momentum) the particle behaves as though it
has all possible values for that property.

2. After we have performed the measurement, we find the particle property takes only one of the possible values
at random. It is fundamentally impossible to predict which value the property will take.



And those two simple principles, basically, are the underlying principles of quantum measurement. Hence, they
are the underlying principles of quantum mechanics itself. It is really not so difficult or weird!

With these two principles in mind, I presented a useful analogy to quantum measurement: a roulette wheel. Before
the measurement is taken, we might imagine the ball spinning around the wheel to be in all possible states, certainly
it has the potential to take all possible states. In this pre-measurement phase, we might consider the system to be in a
superposition state (i.e., all possible states). However, when the measurement is taken, the ball occupies only one
clearly-defined state. The number of the slot indicates the value of the measurement. It is fundamentally impossible
to predict which slot the ball will end up in. In other words, it is fundamentally impossible to predict the outcome of
a measurement in advance: quantum mechanics can only give you the probability of a certain outcome.

As an example of these principles in practice, my first book described the famous double-slit experiment.
According to Richard Feynman: "The double-slit experiment has in it the heart of quantum mechanics. In reality, it
contains the only mystery of quantum mechanics."

In the double-slit experiment, a light source is in front of a board. Two narrow slits are cut into the board. Light
can only pass through these two slits, and the light which passes through the two slits illuminates a screen behind the
board. The two light rays from the two slits meet at the screen. Due to the wavelike nature of light — and the
resultant constructive and destructive interference — this results in a characteristic pattern of dark and light bands
projected onto the screen (for details, see my first book).

This all makes sense, and is in agreement with the classical (i.e., non-quantum) view of waves. Indeed, this effect
can even been seen in water waves passing through two slits.

However, the real surprise happens when the intensity of the light is reduced to such an extent that only one
particle (one photon) is emitted at a time. In other words, at any point in time there is only a single photon travelling
from the light source, through one of the two slits (we do not know which slit), before hitting the screen behind the
board. Over time, these individual photons build up a pattern on the screen. Amazingly, the pattern on the screen
still exhibits the dark and light interference bands. It appears that the photon is interfering with itself! In fact, it
appears that the photon is passing through both slits at once.

As amazing as this result might appear, it is in line with the simple principles of quantum mechanics I described
earlier in this section. Before we make a measurement of a particle's position (i.e., before we localise the particle by
making it hit a screen) the particle behaves as if it has all possible values, as if it is passing through both slits at the
same time. At this point, the particle is in a superposition state of all possible values.

But, you might argue, one particle is only making one dot on the screen. Surely this means that the particle is truly
only going through one slot? If we could install detectors on each slit, surely we might be able to detect which slit
the particle is actually passing through? If we try this approach, true enough, we discover the particle appearing to
only travel through one slot — but this makes the interference pattern on the screen disappear! By detecting the



particle, we are effectively localising it, and forcing it to appear in only one position. The act of measurement takes
the particle out of its superposition state. Again, this agrees with the principles of quantum mechanics I described
earlier this section: after we have performed the measurement, we find the particle property takes only one of the
possible values at random.

At this point, we start to realise why all our work on matrices and vectors was worthwhile. In order to see why
that is the case, we have to realise that a particle in a superposition state is really in a combination of all possible
states. And we can represent a combination by a vector.

In order to see how we can do this, let's expand the double-slit experiment into a triple-slit experiment. In other
words, we get our knife out and cut another slit in the board so that the particle can now pass through three slits in
the board instead of just two slits.

Before the particle hits the screen and is detected, we have to consider the particle as being in a superposition
state, which means we now have to consider the particle is passing through all three slits. The state of the particle is
therefore in a combination of three states: "Going through slit A", "Going through slit B", and "Going through slit
C". In the following diagram, I hope you can see how this superposition state of the particle can be represented as a
vector (the dashed arrow) which is composed of all three possible states:

You will notice that this superposition state of the particle is referred to as the quantum state, and is denoted by
the Greek letter Ψ (pronounced "sigh"). This is the standard notation used to denote the quantum state of a particle.

So this explains how vectors are a perfect mathematical tool for representing quantum states. Please note that the
vectors in the previous diagram no longer represent the three coordinate axes of space. No, the three vectors are now
purely a mathematical abstraction representing the three possible states of the particle. This type of vector space
which is used for representing quantum states is called a Hilbert space (after the great German mathematician David
Hilbert).

So what happens when we make a measurement? Well, the particle is pulled out of its superposition (multi-
valued) state into a single well-defined state. For example, when we try to detect the position of the particle in our
triple-slit experiment, we find it only passing through one slit. As you will see in the following diagram, in state
vector terms this is represented by a rotation of the quantum state vector from its previous superposition state to one
of the well-defined single states (in this case, going through slit B):



And what have we already seen are very useful tools for rotating vectors? Yes, matrices! (Remember earlier in
this chapter we showed how matrix multiplication can rotate a vector). So all our work with matrices was not
wasted. We will now see that matrices are the key tool for analysing what happens when we make a quantum
measurement.

However, the way we use matrices to predict the possible outcomes of measurements is rather different from this
rotational model. The next section describes the procedure which really lies at the heart of all quantum mechanical
measurements.

You just need to know the magic word …

The magic word: "Eigen"

You will find in quantum mechanics that a particular word crops up time and time again. It is a German word,
emphasising that Germany led the world in the development of quantum mechanics in the early decades of the 20th

century. The word is "eigen", and — in the German style — you will find the word added before another word to
make a compound word, such as "eigenstate", "eigenvector", or "eigenvalue".

Apparently in German, the correct translation of "eigen" is "personal" or "idiosyncratic". However, when I see the
word "eigen" I think of only one word, and that word is "allowed".

As an example, an eigenvalue is the value you will measure when you perform a measurement or observation on a
quantum system. Only a few, certain values can possibly result from your measurement: you will find you will only
measure one of a few "allowed" values.

As an example, in the previously-described triple-slit experiment, when we perform a quantum measurement on
the particle (i.e., measuring its position to detect which slit it went through) we will obtain one of only three possible
values: slit A, slit B, or slit C. In other words, only three possible values are allowed. These would represent the
eigenvalues of the system.

Remember the analogy I presented earlier of a ball spinning round a roulette wheel? I said that before the
measurement is taken, the ball spinning around the wheel represents the multi-valued superposition state. However,



after the measurement is taken, the ball only occupies one clearly-defined slot. The numbers on these clearly defined
slots represent the allowed eigenvalues we will measure.

So how do we calculate our possible eigenvalues? Firstly, we have to decide what property we want to measure,
because different properties have different eigenvalues. Each different measureable property value (called an
observable) is associated with a different matrix operation. And that particular matrix operation is achieved by using
a particular operator matrix (sometimes simply called an operator). For example, if you want to know the possible
energies which a particle can have, you would use the energy operator matrix. Or, if you want to know the possible
values for a particle's momentum, you would use the momentum operator matrix.

This use of a particular operator in order to produce a measureable value emphasises the importance of the
observer in quantum mechanics. It is as though the very act of observation creates the measured value. Before the
operator is applied, it is meaningless to talk of the value of a property of a particle.

So, when we have selected a suitable operator matrix, what happens next? Well, it turns out that the operator
matrix contains within it all the information we need, but we have to extract that information in a rather unusual
manner. Remember that the possible states of the particle (e.g., "slit A", "slit B", etc.) can be represented by vectors
in a vector space. These vectors are called eigenvectors (i.e., the "allowed" states after measurement). So how are
eigenvectors and eigenvalues related? The relationship is quite peculiar, but it is vitally important: The result of
multiplying an eigenvector by the operator matrix results in the same eigenvector — but multiplied by a
number. And that number happens to be the eigenvalue we measure.

This method is represented in the following diagram:

Take some time to ensure you understand the previous diagram. This eigenvalue/eigenvector approach is the
absolutely central method for analysing quantum mechanical measurements. An actual example will be presented
later in this chapter.

For a particular operator matrix, only a few very specific eigenvectors can successfully satisfy this requirement.
So a particular operator matrix defines a set of possible eigenvectors. And, as each eigenvector is associated with
just one particular measureable eigenvalue, this means that a particular operator matrix gives us the complete set of
possible measurements we will find. As Leonard Susskind and Art Friedman say in their book Quantum Mechanics:
"An operator is a way of packaging up states along with their eigenvalues, which are the possible results of
measuring those states."

Crucially, the noncommutative property of matrices (which we considered earlier in this chapter) is known to
have important consequences for the ordering in which measurements are taken in quantum mechanics. The



Heisenberg uncertainty principle is a consequence because the order in which you take measurements is important:
if you measure a particle's momentum first, and then its position, you will get a different result if you performed the
measurements in the opposite order. This is due to matrix multiplication — which lies at the heart of quantum
mechanical measurements — being noncommutative: the order does matter.

So this is a very mathematical approach to producing "allowed" eigenvalues. But is there a more intuitive
approach? Well, yes there is. Where previously have we encountered "allowed" values before? Remember back to
the work of Louis de Broglie in the previous chapter who suggested that only an integer (whole number) of
wavelengths could be allowed in the orbit of an electron around the nucleus. This meant that the energy of the
electron could not be continuously variable, but had to be divided into discrete chunks. In other words, only certain
energy levels were allowed. Well, these allowed values of energy precisely correspond to the allowed eigenvalues of
energy for the electron.

It has been shown that the eigenvalue approach to finding allowed values, and the "whole number of
wavelengths" approach to finding allowed values are mathematically equivalent. In fact, in 1926 Erwin Schrödinger
first presented his famous Schrödinger wave equation in a paper entitled Quantization as an Eigenvalue Problem.

The following diagram shows how allowed energy states are related to the number of whole wavelengths:

So next time you might be having difficulty in imagining the "allowed" eigenvalues produced by a matrix
calculation, just imagine the problem in terms of an allowed number of integer wavelengths instead.

This wavelike nature of the quantum state means the quantum state (or quantum state vector) is frequently
referred to as the wavefunction. Personally, I generally find it easier to think in terms of a quantum state as a vector,
and that is the approach I have followed in this book. But just bear in mind that the two terms both refer to the same
thing.

Certainly, this wave-based approach hopefully gives you more of a feel as to how discrete eigenvalues can
emerge as the only allowed values for a property. And it is these discrete (rather than continuous) values which we
find at the lowest level of Nature, and it is these "chunks" — the quanta — which give quantum theory its name.

Spin

In 1921, Otto Stern and Walther Gerlach performed an experiment in Frankfurt which revealed a new property of
particles. The experiment is now known as the Stern-Gerlach experiment. In the experiment, Stern and Gerlach sent
a beam of particles through a magnetic field. They observed that the particles were deflected, and left two distinct



marks on a screen. In order to explain this, it was proposed that the particle might be spinning about an axis. After
all, a moving charge generates a magnetic field, so this would result in the particle behaving as if it was a bar
magnet. If the particles turned into bar magnets, then this would explain the observed magnetic deflection.

However, there was a problem with this picture of a spinning particle. If we imagine the particles as spinning
around an axis, then we would imagine this axis to be randomly-oriented when the particles were emitted from the
gun. We would certainly expect the effect of the magnetic field to deflect the particles, but we would expect this to
result in a smooth smearing of the particles when they hit the screen (see the "classical prediction" in the previous
diagram). However, this is not what happens. When the particles hit the screen, they cluster into two clearly-defined
groups.

This clustering into two groups suggests that when we measure the spin of a particle along a particular axis (such
as north-south in the previous example) then only two results are possible. Imagine the curled fingers of your right
hand representing the direction of spin of the particle:



As you can see from the previous diagram, we can understand the two possible states of the particle by using our
right hand with our fingers curled up and our thumb pointed out. In this way, the curling of the fingers forms a spin
vector representing the rotation of the particle. As you can see from the diagram, if our thumb is directed in the
direction of motion of the particle then that represents "spin up". Alternatively, if our thumb points in the opposite
direction to the direction of motion, that represents "spin down". When we measure the particle, these are the only
two possibilities we will encounter.

So this reminds us of eigenvalues: only two values are allowed: spin up or spin down. It is as if our quantum
roulette wheel has only two slots into which the particle can land. So we come to the conclusion that the spin of a
particle is an example of quantum mechanical behaviour.

So if spin is quantum mechanical in nature, let us use our knowledge of eigenvalues and eigenvectors to express
spin in a useful mathematical form.

Firstly, we can see that there are two possible states of spin: "spin up" and "spin down". These will be our two
"allowed" eigenvector states, and we can represent these by the two vectors:

Now, what about the value we actually measure when we make a measurement? In other words, what values



would we expect for our eigenvalues? Logically, we would expect to measure a value of +1 for spin up, and -1 for
spin down.

And that is all the information we need. We are now in a position to derive the all-important operator matrix
which describes the spin of a particle. Let us represent the operator matrix we need to find by:

We are now left with the task of finding the values of a, b, c, and d. How do we do that? Well, using our
knowledge of eigenvalues and eigenvectors, we know that the operator matrix must satisfy the two conditions for
"spin up" and "spin down":

These two conditions can only be satisfied if a=1, b=0, c=0, and d=-1. Hence, the operator matrix which describes
spin is:



(You might want to check that this operator matrix satisfies both of the two previous eigenvalue/eigenvector
operations.)

So this is great! This single operator matrix contains all the information we need to describe both of the possible
spin states about an axis, and the spin values we can measure.

However, there are two more axes about which we could measure spin, and the operator matrices for these
additional axes can be found in a similar fashion.[1] The set of the three operator matrices which describe spin about
the three axes (x, y, and z) are called the Pauli spin matrices (named after Wolfgang Pauli):

where i is the square root of -1 (if you multiply i with i you get -1).
So that is very satisfying. From our knowledge of quantum mechanics we have been able to derive the matrices

which are used to describe the behaviour of particle spin, and we will be encountering these Pauli spin matrices
again later in this book.

However, we produced these matrices merely by observing the behaviour of particles. It would be so much better
(and rather amazing) if we could derive these matrices from basic principles.

Well, that is precisely what we shall do in the next chapter.

But … what is spin?

We have covered a lot of important ground in this chapter, and at quite a pace. But we have managed to get to this
point without ever specifying what, precisely, is meant by the spin of a particle. According to most popular science
books, there is apparently little doubt that particle spin has nothing to do with actual physical rotation of the particle.

Well, sorry, I can't accept that. I can't help thinking that if you repeat a statement often enough then eventually it
becomes a kind of fact which gets copied and repeated and nobody ever gets round to checking it, so it takes on a
life of its own.

It is time for a correction.
In the Stern-Gerlach experiment described earlier this chapter, you will remember that particles deflected in a

magnetic field behaved precisely as if they were actually physically spinning, the spinning particles turning into
miniature bar magnets. This was the initial motivation for suggesting that particles have spin and, indeed, provided
the motivation for the term "spin". Indeed, no one disputes that these particles possess the property of angular
momentum. So why do so many authors appear to suggest that there is no physical rotation? It appears that this is
because spin does not behave in the same way as the classical notion of spin with which we are all acquainted.
When a measurement is made of quantum spin, the angular momentum of a particle is quantized into chunks of
Planck's constant, h. As we have seen, we interpret this as either "spin up" or "spin down" for the particle, which is



obviously not the case for a classically spinning object.
So on the basis of these quantum peculiarities, should we conclude that the particle is not actually physically

spinning, or should we instead conclude that this is precisely the sort of behaviour we should expect in quantum
mechanics?

I firmly believe we should come to the latter conclusion.
Firstly, when we measure the spin of a particle, some might be surprised that the act of observation appears to

force the particle to choose between either "spin up" or "spin down". But this type of observer effect is found
throughout quantum mechanics, and we should surely not be surprised by it. In fact, it would have been much more
surprising if we had not found an observer effect! It would have been much more surprising if had found particle
spin operating according to classical rules when we moved down to the quantum level.

Admittedly, particle spin is a very peculiar property. For example, in the next chapter we will be discovering that
you need to spin an electron around twice to return it to its starting position! Crucially, though, these peculiarities do
not necessarily signify that the particle is not physically rotating.

As was explained at the start of this chapter, when billions of particles work together to form macroscopic
phenomena, there is an "averaging out" of quantum mechanical behaviour, and all humans ever see is the classical
form of spin. Hence, quantum spin gets turned into classical spin by this averaging process. As in all examples of
quantum mechanical behaviour, the classical behaviour arises from the quantum behaviour. But at the base level,
they both arise from the same root cause: quantum spin becomes classical spin.

An accurate explanation of spin is provided by Robert Oerter in his book The Theory of Almost Everything: "What
is this thing called spin? The electron's spin, as the name implies, has to do with rotation. Take a beam of electrons
that are all spinning in the same direction and fire it at, say, a brick. If you could keep this up for long enough, and if
there were no other forces acting on the brick, the electrons would transfer their rotation to the brick and it would
begin to rotate."

Thank you so much Mr. Oerter! It is reassuring to find a popular science author who is not content to repeat the
usual "non-rotation" script.

A similar argument is presented by Luboš Motl in a blog posting entitled "The electron is spinning, after all"
(http://tinyurl.com/electronisspinning).

And so that concludes our introduction to quantum mechanics and quantum spin. In the next chapter we will
discover how one of the greatest mathematical physicists of all time used this knowledge of quantum mechanics and
spin to obtain extraordinary insights into the structure of matter and the atom.

http://tinyurl.com/electronisspinning
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THE AMAZING MR. DIRAC
Paul Dirac was born in Bristol, England in 1902. His father was a harsh disciplinarian who imposed a strict work

ethic on the young boy. As his mother later said: "His father's motto has always been to work, work, work, and if the
boy had showed any other tendencies, then they would have been stifled. But that was not necessary. The boy was
not interested in anything else." As a result of this sheltered upbringing, Dirac grew up quiet and withdrawn, and
rather emotionally stunted. "This balancing on the dizzying path between genius and madness is awful", Einstein
later said of Dirac. However, Dirac's talent, hard work and phenomenal mathematical ability eventually resulted in
Stephen Hawking describing him as "probably the greatest British theoretical physicist since Newton."

Dirac's technical ability at mathematics was apparent from an early age. In 1919 as a young student, Dirac was
profoundly affected by a breakthrough in the field of physics. As Graham Farmelo recounts in his biography of
Dirac: "No event in Dirac's working life ever affected him as deeply as the moment when relativity 'burst upon the
world, with a tremendous impact' as he remembered nearly sixty years later."

The predictions of special relativity agreed with Newtonian physics for speeds which were much lower than the
speed of light, but special relativity modified Newton's laws for speeds close to the speed of light. Purely as a hobby
while he was studying as an undergraduate in college in Bristol, Dirac practised upgrading Newtonian theories to
incorporate special relativity. According to Dirac: "There was a sort of general problem one could take, whenever
one saw a bit of physics expressed in a non-relativistic form, to transcribe it to make it fit in with special relativity. It
was rather like a game, which I indulged in at every opportunity."

When he won a scholarship to Cambridge University, Dirac applied his mathematical virtuosity to quantum
mechanics, operating at a far higher mathematical level than his fellow physicists who often came from an
engineering background, and therefore viewed the atom as a mechanical object. Dirac's approach proved fruitful,
showing that a purely mathematical approach was more suited to capturing quantum mechanical behaviour.

The Dirac equation

The challenge for physicists in the 1920s was to combine quantum mechanics with the special theory of relativity.



Erwin Schrödinger had derived a famous equation which described the quantum mechanical behaviour of a particle,
but the equation was not relativistic, which meant it did not describe the behaviour accurately as the particle's speed
approached the speed of light. Paul Dirac was determined to find a relativistic equation which accurately described
the quantum mechanical behaviour of an electron.

In Chapter Eleven of his biography of Dirac, Graham Farmelo describes the motivation and thought processes of
Dirac in detail which provides a fascinating insight into Dirac's approach as he successfully derived one of the most
important equations in physics, now simply known as the Dirac equation.

We will now derive the Dirac equation. What follows might appear to be rather complex. However, there is a
considerable reward for us if we take our time and work through this. We will uncover the truth as to why the
electron has spin. We will discover why the behaviour of matter particles (such as electrons) makes a solid object
feel hard to the touch (and why, conversely, you cannot feel a ray of light). And we will discover how this leads to
an understanding of all of chemistry: why the elements have their different characteristics, and how they combine to
produce everyday materials. We will even discover why there is matter and antimatter.

And we will also be obtaining an insight into how one of the greatest minds in physics derived one of the most
important results in the history of physics.

Dirac took as his starting point the most important equation in special relativity, which is the energy-momentum
relation:

where E is the total energy of a particle, m is its mass, p is its momentum, and c is the speed of light (this equation
was derived and considered in detail in my third book). This equation reveals the relationship between energy, mass,
and momentum, and it applies to absolutely everything in the universe, from a rolling billiard ball to the energy and
momentum of light itself.

You will see that if a particle is stationary, i.e., if its momentum, p, is set to zero, then the equation reduces to
Einstein's famous equation E=mc2. However, the energy-momentum relation is more general than Einstein's
equation as it can be shown to apply even to massless objects, such as photons.

You will see that the energy-momentum relation can also be written as:

Dirac considered this equation and did not like the fact that the p and mc terms were squared. In his biography of
Dirac, Graham Farmelo explained Dirac's motivation: "Believing that the relativistic equation would be
fundamentally simple, he thought it most likely that the equation would feature the electron's energy and momentum
just as themselves, not in complicated expressions such as the square root of energy or momentum squared."

So Dirac considered the content of the square root and tried to express it purely in terms of p and mc, without
those terms being squared. What he then had to do was work out the relative amounts of each term.

So Dirac tried to represent the energy-momentum relation as two bracketed terms multiplied together: [2]

where a and b are some numbers which have to be calculated. They represent the amounts of p and mc which are
required.

If we multiply-out the two bracketed terms, we find we get something which looks very close to the energy-
momentum relation, but is not quite exactly right. The result includes a term which does not appear to fit (I call this
the "unwanted part" in the following diagram):



Considering the first part of the result, we can see that if we set a=1 and b=1 then the a and b terms effectively
disappear (multiplying by 1 is the equivalent of not multiplying at all) and we are left with precisely the old energy-
momentum relation. So it would appear that those two values for a and b would represent a solution to Dirac's
relativistic equation for the electron. However, the problem is that the "unwanted part" does not vanish with those
values of a and b.

So Dirac was stuck with a problem. He needed to find values for a and b such that a2=1 and b2=1. However you
will see from the "unwanted part" that he also needed (a×b + b×a) to equal zero to remove the entire "unwanted
part". Unfortunately, it was clear that no simple numbers satisfied these requirements. In fact, bizarrely, the
requirement for (a×b + b×a) to equal zero appeared to indicate that a and b had to be mathematical objects for which
a different order of multiplication produced a different result (so that a×b might produce a positive number, while
b×a produced an equal negative number — the sum of those two numbers then being zero).

So where have we heard of this type of noncommutative multiplication before, multiplication in which the
ordering matters?

The story is that Dirac was staring into the fireplace at Cambridge when he was struck by a stroke of genius. He
realised that a and b were not simple numbers at all. Instead, he realised that matrices exhibited precisely this type of
noncommutative multiplication which was required (as we discussed in the previous chapter).

Here is an example of two matrices which would meet Dirac's requirement: [3]

Remember, the first requirement is that the square of either of the matrices must be equal to one. So let's pick one
of the matrices — say, matrix a — and square it (multiply it by itself):



You will see the result is a matrix which has ones in the top-left to bottom-right diagonal, and zeroes everywhere
else. This is called the identity matrix and it is the matrix equivalent of "1" (because, if you multiply a matrix with
the identity matrix then the original matrix is unchanged — just as if you were multiplying with 1). So the first of
Dirac's requirements is satisfied (you might want to check that the square of matrix b is also the identity matrix).

The second of Dirac's requirements is that (a×b + b×a) must equal zero. Let us test that this second requirement is
satisfied:

(Matrix addition is performed simply by adding the numbers which have the same positions in the two matrices).
You will see that the result of (a×b + b×a) is the zero matrix (a matrix with zeroes in all its positions). So the

second of Dirac's requirements is also satisfied by these two matrices.
So have we solved the problem? Have we found the relativistic equation of the electron?
Well, no, there is a problem.
According to relativity, space and time are placed on an equal footing and are combined to create spacetime.

Spacetime is therefore four-dimensional (three dimensions of space, and one of time). But the analysis so far has
only considered two dimensions: one dimension of space (a single value for momentum) and the time dimension.
Remember, Dirac was trying to create a relativistic theory. So to be fully consistent with relativity, we have to
consider the additional two space directions.

In the analysis so far, we had to find two matrices a and b such that either matrix squared equalled one, and also
satisfied the requirement that (a×b + b×a) must equal zero. Now we are moving to consider the two additional
dimensions, we need to find a total of four matrices — a, b, c, and d — which satisfy the following requirements:

a2 must be equal to one, but b2 (along with c2 and d2) must be equal to minus one.[4]

If you take any two of the four matrices (let's call the two selected matrices x and y), then (x×y + y×x) must



equal zero.

(You will see that these requirements are virtually identical to the earlier situation in which we only considered
two dimensions and two matrices).

However, it is simply not possible to find four 2×2 matrices which satisfy these requirements. Dirac found he
could only satisfy these requirements by using larger 4×4 matrices. These important matrices are called the gamma
matrices:

This might be a good time to take your pen and paper out and check that these gamma matrices are correct and
satisfy Dirac's requirements. Remember, a2 (matrix a multiplied by itself) must be equal to one (the identity matrix).
However, b2 (along with c2 and d2) must be equal to minus one (the negative of the identity matrix).

Also, check that if you select any two of these gamma matrices (let's call the two selected matrices x and y), then
(x×y + y×x) must equal zero.

(Remember that i is the square root of -1. So if during the calculation you find you get a term which is i multiplied
by i then the result is -1).

So, at last, these gamma matrices satisfy Dirac's requirements. And this is so important because — as we shall see
— it is these gamma matrices which form the basis of the Dirac equation, and hence they describe the remarkable
behaviour of electrons.

The equation in the Abbey

Once he had found his gamma matrices, Dirac then had to apply the final step in the creation of his relativistic
equation of the electron: he had to "quantize" the equation, to make the equation agree with quantum mechanics.
Fortunately, we already know how to do this as we studied it in the last chapter: it is simply to use the standard
eigenvalue/eigenvector form which — as stated earlier — is used to describe all quantum mechanical measurements.

A concise form of the Dirac equation is shown in the following diagram. You should recognise the standard form
of the eigenvalue/eigenvector equation as described in the previous chapter. On the left hand side of the equation is
an operator and a eigenvector (the state vector, Ψ, considered in the previous chapter), and on the right hand side of



the equation is an eigenvalue multiplying the same eigenvector:

You will see that the set of the all-important gamma matrices (denoted by the Greek letter "gamma", γ) is
included in the operator.

Paul Dirac died in 1984, and a commemorative plaque was installed on the floor of Westminster Abbey in
London. You can see that the Dirac equation (which we have just derived) is inscribed on the plaque just below
Dirac's name:

So, well done, we have derived the Dirac equation, one of the most important equations in physics. According to



Nobel Prize winning physicist Frank Wilczek: "Of all the equations of physics, perhaps the most magical is the
Dirac equation. It is the most freely invented, the least conditioned by experiment, the one with the strangest and
most startling consequences. It became the fulcrum on which fundamental physics pivoted."

The only question left now is … what does it all mean?

The absolute wonder

So now we have derived the Dirac equation, the relativistic equation for the electron, we have to determine what
are the implications of the equation for the behaviour of the electron. We will find that the many implications are
really quite remarkable, and explain the properties of the matter of which the world is made.

Firstly, if we examine three of the gamma matrices, we find that the 2×2 matrices in the top right segment of the
gamma matrices precisely match the Pauli spin matrices (describing the spin of the electron) which we considered in
the previous chapter:

It appears that the gamma matrices seem to be describing the spin of the electron. Indeed, according to Dirac:
"The gamma matrices are new dynamical variables which it is necessary to introduce in order to satisfy the
conditions of the problem. They may be regarded as describing some internal motions of the electron, which for
most purposes may be taken as the spin of the electron postulated in previous theories."

So this is really something quite remarkable. Dirac derived the need for electron spin purely mathematically! It
is as if mathematics alone is predicting that the electron must be spinning (this derivation is in contrast to how we
derived the Pauli spin matrices merely by observing electron spin and trying to model it mathematically).

This was truly an amazing achievement by Dirac. The physicist John Van Vleck compared Dirac's explanation of
electron spin to "a magician's extraction of rabbits from a silk hat." According to Leon Rosenfeld, "the equation was
immediately seen as the solution. It was regarded really as an absolute wonder."

This was perhaps the first time that mathematics on its own was used to predict the behaviour of Nature. It
revealed the extraordinary power of mathematics as a tool for theoretical physics.

The spinning spinor

So we have now seen that the Dirac equation can be used to give us the Pauli spin matrices which describe the
spin of an electron. And we have also seen that the Pauli spin matrices show that we will only measure an electron
as being in one of two possible states: either "spin up" or "spin down".

Now let us consider what happens when an electron is rotated. We will find that the answer is quite astonishing.
In order to explain this behaviour, remember that in the previous chapter it was explained how the "spin up" and



"spin down" states of the electron can be expressed as vectors. The "spin up" state can be described by the vector [1,
0] and the "spin down" state can be described by the vector [0, 1]. Let us draw those two vectors on a graph:

In the previous graph, you can see that the "spin up" state is denoted by a thick horizontal arrow from the graph
centre to the coordinate [1, 0] (x=1, y=0), thus forming the "spin up" vector. You can also see that the "spin down"
state is denoted by a thick vertical arrow from the graph centre to the coordinate [0, 1] (x=0, y=1), thus forming the
"spin down" vector.

Note that the two vectors are at 90° to each other (for this reason, the two states are said to be orthogonal).
But here is the crucial point: in order to convert a "spin up" electron into a "spin down" electron we have to

physically rotate the electron in real space by 180° (turning something pointing up into something pointing down).
Amazingly, this suggests that if we physically rotate an electron by 180°, its quantum state (described
mathematically by vectors) only gets rotated by 90°.

This reveals that the quantum state of an electron gets rotated by only half the amount that the electron is
physically rotated. It is as if the physical electron is connected to its quantum state by a 2:1 gearing system.
Bizarrely, this reveals that to return the quantum state to its original position (requiring a full spin of the quantum
state by 360°), we have to physically rotate the electron by two full spins: 720°.

This is an amazing and crucial result: an electron must be physically rotated twice, 720°, in order to rotate the
quantum state by 360°, thus bringing the electron back to its original quantum state.

This is really quite an extraordinary claim. Nothing in our everyday experience behaves like this: you don't have
to rotate any ordinary object twice in order to bring it back to its original position — just one full turn is always
enough! However, in the strange world of fundamental particles, we have to forget about our everyday experience
and have an open mind about new modes of behaviour.

Now let us see what happens when we physically rotate our electron by 360°. Intuitively, we would expect a "spin
up" electron to return to its initial "spin up" state when it is rotated by one full turn in physical space. However, we
have just shown that a quantum state is rotated by only half the amount of the rotation of the physical electron. This
means that the quantum state of the "spin up" electron is only rotated by 180°:



In the previous diagram, you will see that the [1, 0] "spin up" electron vector (pointing to the right) has been
rotated around the centre of the graph by 180° so it ends up pointing to the left. This represents the rotation of the
physical electron by one full turn: 360°. But we can see that the coordinates of the resultant vector (pointing to the
left) are [-1, 0]. We can see that these are not the coordinates of the "spin up" electron. In fact, they are the
coordinates of the "spin up" electron multiplied by -1 (because [1, 0] multiplied by -1 gives [-1, 0]). Most
obviously, the vector is multiplied by -1 because it is the same length as the initial vector but points in precisely the
opposite direction. It is the negative of the initial vector.

So, remarkably, this reveals that when we rotate an electron by a full 360° we do not end up with the same
quantum state we started with. Instead we get the original quantum state multiplied by -1. We will see in the next
section that this is a hugely important result.

This is an example of a mathematical object called a spinor (pronounced "spin-or" not "spine-or"). A spinor is an
object which you have to rotate twice in order to return it to its original state. Needless to say, there is nothing in our
everyday experience which behaves like this — we are obviously used to objects returning to their original state
when we turn then by one full rotation. However, if you rotate a spinor by one full revolution, 360°, it is equivalent
to multiplying the spinor by -1. If you then rotate it a further 360° you return the object to its original state (because
-1 multiplied by -1 would give +1). So to return a spinor to its original state you have to rotate it by two full spins:
720°.

A particle (such as an electron) which you have to rotate twice to return to its original state is called a spin-½
particle (you might say a full rotation only gets you halfway!).

Rather wonderfully, this is best illustrated by a practical example. It so happens that the rotation of the elbow and
shoulder in the human arm is a perfect model of a spinor (there are some undoubted evolutionary advantages to this
spinor design, allowing the hand to rotate fully without the arm getting tangled). I have recorded a video showing
me using my arm to rotate a glass of water which represents an electron.

I can recommend you watch the video at http://tinyurl.com/particlerotation.
Here are some still images from the video:

http://tinyurl.com/particlerotation


Though it might sound almost unbelievable that spin-½ particles have to be rotated by 720° to return to their
original state, it has been directly experimentally proved. A stream of neutrons, whose spin was all oriented in the
same direction, was split into two beams. One stream was rotated about an axis along its direction of motion, and
then the two beams were recombined. When the rotation angle was 360°, the two beams cancelled-out. Amazingly,
though, when the particles were rotated twice, through 720°, the two beams combined to produce a stronger signal.
This shows the peculiar rotational behaviour of spin-½ particles is a genuine measurable effect.

The Pauli exclusion principle

All spin-½ particles are called fermions. Fermions are the particles which form atoms, and hence form all the
matter in the universe. But why should spin-½ particles be the matter particles? Well, we will now discover that the
reason that fermions behave like matter particles is directly linked to their peculiar rotation characteristics.

The secret lies in what happens when we exchange two particles. Imagine we have two fermions of the same type:
particle A and particle B (see the following diagram). These might be electrons, for example. We want to exchange
(swap) the two particles. The most obvious way we could do this would be by moving particle A to the position of
particle B while, at the same time, moving particle B to the position of particle A:



However, this is not the only way we could exchange the particles. It is possible to exchange the particles using a
different method while still producing exactly the same result. As shown in the following diagram, we could
translate both particles vertically, and then rotate the whole system around the centre of particle B. This would
produce exactly the same end result, with particle B now above particle A:

But what happens to the quantum state (the wavefunction) of the system when the system is translated and rotated
like this? Well, firstly, the translation has no interesting effect. So that means we have done something extremely
clever here: we have converted the process of particle exchange into a process of simple rotation of particles: we
have shown that the mathematics of particle exchange and particle rotation is essentially the same. And we know
precisely how fermions behave when they are rotated as we worked it out in the previous section. We have seen that
fermions behave quite peculiarly when they are rotated. So we will have to examine the impact of the rotation on the
quantum state of the system.

It can be seen that particle A was rotated by 180°, and particle B was also rotated by 180° (around its centre). The
total rotation as far as the quantum state of the system is concerned is the sum of the rotations of the two particles,
which is therefore 360° (for more details of this approach to particle exchange and rotation, see the footnote [6]).

This is a crucial result. Because, as saw in the previous section, a 360° rotation of a spin-½ particle results in the
quantum state being multiplied by -1. It is said that the wavefunction in that case is antisymmetric (because it does
not join up with itself when it is rotated: it is multiplied by -1). We can now see that particle exchange is also
antisymmetric: if you exchange two fermions, the quantum state is multiplied by -1.

(If you continue and exchange the particles back again, the quantum state is multiplied by -1 again, thus restoring



the original quantum state because -1 multiplied by -1 gives +1).
Now let us consider the situation when two fermions which are in the same state are exchanged. Firstly, we will

have to consider what does it mean for two particles to be in the same state.
As described in Chapter One, all particles of a particular type are identical: every electron is the same as every

other electron. But does this mean that all electrons are indistinguishable from each other? No, of course not. There
are obviously many separate electrons in the universe, and we (and Nature) can distinguish each electron from every
other electron because they are in different positions, or they might be moving at different velocities. So even
though every electron is identical, electrons are not indistinguishable.

There are only a few ways in which particles can be distinguished (e.g., their position, their momentum) and these
distinguishing features are called degrees of freedom (considered in my third book).

For electrons orbiting the same atomic nucleus, there are only a very few ways in which those electrons can be
distinguished from each other (they have very few degrees of freedom). As a result, the possibility arises that two
electrons might be in exactly the same state. If those two electrons are exchanged, there clearly cannot be any
overall change to the quantum state of the system because the electrons are completely indistinguishable. Nature
has fundamentally no way of distinguishing them. If the electrons are exchanged, nothing can possibly change.

However, as we have just seen, if any two fermions are exchanged then the quantum state of the system must be
multiplied by -1. These two results — one saying nothing can possibly change, one saying the quantum state must
change — are clearly contradictory. In fact, the only number which does not change when it is multiplied by -1 is
the number zero. It would appear that the system can only be described by a wavefunction with the value of zero.
We can come to only one conclusion: this contradictory state cannot exist.

We have derived the Pauli exclusion principle: two identical fermions cannot occupy the same quantum state.
As Jim Baggott says in his book Higgs: "The principle derives from the mathematical form of the wavefunction

for any composite state consisting of two or more electrons. If the composite state were assumed to be created with
two electrons which have precisely the same physical characteristics, then the wavefunction has zero amplitude —
such a state could not exist."

Atoms are mainly empty space, so why can't I push my finger through a wooden desk? Isn't there enough empty
space for two atoms to pass through each other? Well, it is the Pauli exclusion principle which brings solidity to
matter. I cannot push my finger through a wooden desk because any penetration of my finger would result in the
electrons in the atoms in my finger being in the same state (same position) as the electrons in the atoms in the wood.
The exclusion principle states that is simply not possible. Hence, the wood appears impenetrable to your finger.

So the Pauli exclusion principle results in fermions taking the role of the matter particles, the particles which
compose all of the objects in the material world. Cars, trees, water, gases, human beings, are all composed of
fermions: protons, neutrons, and electrons.

The root of all chemistry

So, we have now seen that no two fermions can occupy the same state. This is definitely going to have an impact
on electrons in a atom orbiting the atomic nucleus.

If you remember back to the discussion in Chapter One, electrons can orbit the nucleus in only certain quantized
orbits (or shells), the shells being nested around each other like Russian matryoshka dolls. The shell in which an
electron resides is determined by the energy of that electron. It would appear that any two electrons in the same shell
would be in the same state (possessing the same energy). Therefore, according to the Pauli exclusion principle, this
would appear to prohibit each shell from containing more than one electron.

However, there are a few other ways in which the state of orbiting electrons can be distinguished. This is because
the spherical shells are not necessarily completely identical. Essentially, they can wobble in an elliptical manner
(think of a soap bubble wobbling as it rises in the air). These deformations of the shells provide us with a few more
ways to distinguish the states of electrons which possess the same energy (i.e., the electrons have a few additional
degrees of freedom).

In fact, an electron orbiting the nucleus can be defined by three quantum numbers: n (the shell number,
determined by the energy of the electron), l (the shape of the shell), and m (the direction in which the shell is
pointing). There are strict rules as to what values these numbers can take. For a given shell number, n, the rules are:

1. l can take any integer value from 0 to (n-1).

2. m can take any integer value from -l to l.



You will see that these two simple rules can be used to construct the following table (which considers the first
three shells in which n is 1, 2, or 3). What we are interested in is how many unique combinations of the three
numbers there can be, because that tells us how many electrons (each being in a unique state) there can possibly be
in each shell. You can clearly see from the table just how many unique combinations there can be for any value of n:

This table suggests that there is only one unique combination of the three quantum numbers in the first shell, there
are four combinations in the second shell, and nine unique combinations in the third shell. In other words, the
number of combinations is given by n2.

This number should also represent the number of electrons it is possible for a shell to hold (because each of those
electrons would be in a unique state). In other words, the lowest energy shell should be capable of holding just one
electron, the second shell should be capable of holding four electrons, and the third shell should be capable of
holding nine electrons.

However, this is not quite right as there is one additional degree of freedom possessed by each electron, and that
is the value of electron spin. Remember, each electron also has the freedom to be either "spin up" or "spin down".
These two options means that the number of electrons it is possible for each shell to hold must be multiplied by two.
The formula therefore becomes 2n2.

This doubling means we should now expect the first shell to be capable of holding two electrons, the second shell
should be capable of holding eight electrons, and the third shell should be capable of holding eighteen electrons.
And so on.

This, finally, is correct. The number of electrons each shell can hold is 2, 8, 18, 32, 50, …
Let us see what this means in practice by considering the structure of some chemical elements.
Hydrogen is the lightest element, having an atomic number of 1. This means that an atom of hydrogen has just

one proton — and one orbiting electron. However, oxygen has an atomic number of eight, which means it has eight
orbiting electrons. All of these eight electrons cannot fit into the lowest energy shell because we know only a
maximum of two electrons can fit into that shell. Therefore, two electrons go into the lowest shell, and the remaining
six electrons have to go into the next higher shell:



The important factor is now the number of electrons in the outer shell of these atoms. These are called the valence
electrons. We can see that the hydrogen atom has one valence electron, while the oxygen atom has six valence
electrons. This raises the possibility of two hydrogen atoms sharing their valence electrons with one valence electron
of the oxygen atom:

In the diagram above we can see that each of the two hydrogen atoms is sharing its valence electron with one of
the valence electrons of the oxygen atom. In this way, each hydrogen atom effectively gains one more electron in its
outer shell (thus filling its outer shell, which can only contain two electrons), and the oxygen atom effectively gains
two electrons in its outer shell (thus filling its outer shell, which can contain eight electrons).

This forms a molecule of water: H2O (two atoms of hydrogen, one atom of oxygen).
This method of sharing valence electrons is called covalent bonding and is the structural method which forms

molecular compounds such as carbon dioxide, methane, glucose, or even buckminsterfullerene:



Buckminsterfullerene's "bucky ball" structure is an example of an allotrope of carbon, just one example of how
sixty carbon atoms can join together to form a molecule (which resembles a microscopic football). Other allotropes
of carbon (different structural arrangements) are diamond and graphite, and also graphene — hexagons of carbon
atoms which join together to form a layer which is just a single atom thick (an illustration of graphene is shown on
the front cover of this book). Graphene is acclaimed as the new wonder material, 200 times stronger than steel, yet
transparent and flexible.

However, some atoms have full outer shells of electrons. These are the so-called noble gases: helium, neon,
argon, krypton, xenon, and radon. Because they have full outer shells, atoms of these gases do not combine with
other atoms to form molecules. This makes them chemically inert.

We can see that the Pauli exclusion principle — and the numbering of electrons in the shells of atoms — is
therefore responsible for the whole of chemistry. As Jim Baggott says in his book The Quantum Story: "By
preventing the electrons from collapsing or condensing into the lowest-energy orbit, the exclusion principle allows
complex multi-electron atoms to exist in the pattern described by the periodic table. It enables the existence of a
marvellous variety of elements, the multitude of possible chemical combinations, and hence all material substance,
living and non-living. This was a fantastic achievement."

We have covered a great deal of ground in this chapter, and some of the material was challenging, but I hope you
can now see that it was worth it. We have derived the Dirac equation, shown how it predicts the spin of electrons,
shown how the antisymmetric nature of that spin leads to the Pauli exclusion principle, and finally shown how the
Pauli exclusion principle leads to the solidity of matter and prevents all the electrons in an atom collapsing to the
lowest energy shell — thus giving atoms their structure. It is that structure which leads to the whole of chemistry.
The Dirac equation undoubtedly deserves a book all to itself.

And we have not even considered the most extraordinary prediction of the Dirac equation …
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ANTIMATTER
The date is 30th June 1908.
Sergei Semenov had just finished his breakfast and was sitting outside his house, enjoying the cool air before the

summer sun rose in the sky to bring the extreme summer heat. Occasionally, hunters and fishermen would pass by,
but usually his only neighbours in this remote region of Siberia were the bears and deer who roamed the endless
pine forest.

As Sergei peered up into the cloudless sky that morning, suddenly he saw the sky split in two, divided by a
towering wall of flame. The heat was so intense that Sergei felt as though his shirt was on fire. However, before he
could rip his shirt off, a shockwave hit Sergei, blowing him off his feet and sending him sprawling several metres
away.

Sergei's wife ran out of the house, in a state of panic. When she saw her husband virtually unconscious, she
dragged him back into their house. But there was no safety to be found there. The earth shook, and rocks started
falling from the sky like fiery cannon balls. Sergei and his wife cowered on the floor of their home, waiting for what
was surely the end of the world.

Thirteen years passed. World War One, and the 1917 Russian Revolution, all passed without impacting on remote
Siberia in any way. Then, in 1921, a mineralogist Leonid Kulik based in St. Petersburg heard the rumours of the
catastrophic event, apparently centred on the Tunguska river valley, in one of the most remote regions of Siberia.
Kulik believed the event was caused by a meteorite impact, and managed to persuade the Soviet Academy of
Sciences to pay for a mission to recover iron from the meteorite which could be used by Soviet industry.

Kulik's team faced an arduous journey to the site of the explosion, carrying heavy equipment largely by hand as
they fought through uncharted forest and swamp. When Kulik arrived at the site he was amazed to find scorched
trees flattened like matchsticks over an area about the size of Greater London, but he found no impact crater (which
would be expected for a meteorite of that size).

Here is one of Kulik's original photographs:

Kulik drained many of the swamps in the area, but found no evidence that any of them were impact craters. He
plotted the position of every tree, but no evidence of meteorite fragments were found. Kulik continued to investigate
Tunguska for a further 20 years without finding evidence of a meteorite impact. When the Nazis invaded Russia in
1941, Kulik volunteered to fight for the Red Army. He was captured by the Germans, and died a year later.

Asteroid 2794 Kulik was named in honour of Leonid Kulik.
Meteorite impact remains the most likely explanation for the explosion. However, Prof. Frank Close of Oxford

University has another explanation. In his book Antimatter he considered the theory that a block of antimatter might
have been the cause of the explosion. Antimatter is perhaps best known as the power source behind a Star Trek warp



drive, but it is most certainly a real substance possessing incredible power. Antimatter is the precise opposite of
everyday matter which, for example, makes cars and trees. Everyday matter is made of fermions (fermionic matter),
the particles we have already considered. Antimatter is made of antifermions.

When antimatter comes into contact with matter, they annihilate each other in a blinding flash of energy (gamma
rays, high-energy light). Antimatter releases more explosive energy than anything else in existence. An antimatter
bomb would be 1,000 times more efficient (in terms of fuel) than the fission bombs dropped on Hiroshima and
Nagasaki. An antimatter power source would be 100 times more efficient than nuclear fusion.

Undoubtedly, antimatter is being taken seriously by the military as the ultimate weapon of mass destruction. In
2004, Kenneth Edwards, the director of the Munitions Directorate at Eglin Air Force Base in Florida, gave a keynote
speech at the NASA Institute for Advanced Concepts. His speech stressed that even small granules of antimatter —
almost invisible — could possess devastating destructive potential. Just 50 millionths of a gram of antimatter would
generate a blast equal to the explosion at the Federal Building in Oklahoma City in 1995, which killed 168 people.

The theory that a lump of "antirock", one metre across, was the cause of the Tunguska blast is based on the fact
that no solid evidence of a meteorite or its crater has ever been found. Whatever caused the Tunguska blast
disappeared into thin air — just like an antimatter/matter annihilation. The antirock theory might just be one of
many highly speculative suggestions about the source of the Tunguska explosion, suggestions which include the
idea that a missing 1972 atomic bomb might have dropped through a wormhole and travelled backward in time to
1908. However, at the very least, the antimatter theory draws our attention to the undoubted vast power and potential
of the mysterious substance known as antimatter.

Angels and demons

Antimatter also plays a central role in Dan Brown's bestselling book (and movie starring Tom Hanks) Angels and
Demons. Though the plot of Angels and Demons is fairly preposterous, the science related to antimatter is accurate.
Indeed, CERN (the largest particle physics laboratory in the world) has even created its own Angels and Demons
website:

 
http://angelsanddemons.web.cern.ch
 
You will notice the Dirac equation is featured at the top of the following page on the CERN webpage. This is a

clue as to the nature of antimatter:
 
http://angelsanddemons.web.cern.ch/antimatter
 
Warning: spoilers ahead. The plot of Angels and Demons considers a rogue scientist who secretly uses the LHC

(Large Hadron Collider, based in CERN) to create a quarter of a gram of antimatter. The antimatter was suspended
in a vacuum by a magnetic field to stop it annihilating and exploding by touching the sides of the canister (this is all
good science: CERN has trapped antimatter for 57 days using a similar method — a world record).

In the book, the antimatter is used to form a bomb which threatens the Vatican City. The quarter gram of
antimatter is equated to an explosive power of five kilotons of TNT (about a quarter of the power of the Hiroshima
nuclear explosion).

The main character in the book, Robert Langdon (played in the movie by Tom Hanks), then has to pursue many
clues in a frantic chase to discover the antimatter before it destroys the Vatican. In this respect, the task of Robert
Langdon is similar to the task of a physicist: solve a series of puzzles and follow a series of clues to get to the
bottom of things.

As an example, some of the clues which Langdon has to unravel take the form of ambigrams, which are
symmetric words which read the same when they are turned upside down. An example of an ambigram version of
the word "Antimatter" is: [7]

http://angelsanddemons.web.cern.ch
http://angelsanddemons.web.cern.ch/antimatter


Yes, turn the book upside down and you will see that the word is still the same upside down. How remarkable.
So when we do physics we have to think like Robert Langdon. We have to look for clues, and solve mysteries.
As an example, let us consider one of Paul Dirac's gamma matrices. We might stare at it for a while, and wonder

about its significance. We might even turn our book upside down in desperation. In which case we would notice
something highly significant …

… the gamma matrix is an ambigram!

Just like one of Robert Langdon's symmetric words, if you rotate this book 180°, turning this gamma matrix
upside down, then you find the gamma matrix looks the same. All the ones and zeroes appear in the same position.
We have discovered a vital clue. This property of the gamma matrices surely has some deep underlying significance.

We know that one half of a gamma matrix gives us one Pauli spin matrix, and we know that that Pauli spin matrix
describes an electron which is either "spin up" or "spin down". But what does the other half of the gamma matrix
represent?

When the Dirac equation was derived in 1928, it was quickly realised that the "other half" of the gamma matrices
had to represent negative energy states of the electron. If we consider the energy-momentum equation again (which
Dirac used to derive his equation) we see it is a formula for the square of the energy, E2. That meant that the actual
value of E could be a positive value or a negative value, because the square of a negative value also gives a positive
result. However, no negative energy had ever been observed. A stationary object has zero energy of motion, and
once it starts moving its energy only increases. To talk of negative energy seemed absurd.

Many physicists criticised the Dirac equation on the basis of its prediction of negative energy states. In response,
Dirac felt obliged to defend his theory, and presented a possible solution which made use of the Pauli exclusion
principle. Dirac suggested that all of the negative energy states had already been filled by a vast "sea" of electrons.
This is not unreasonable, as electrons would naturally seek the lowest energy state, and a negative energy state is, of
course, lower than any positive energy state. The Pauli exclusion principle then states that no two electrons can be in
precisely the same state, so with all the negative states occupied there would be no more room for other electrons to
enter negative states. The remaining electrons would effectively be forbidden from having negative energy.

Dirac went even further. He suggested that any unoccupied "hole" in the Dirac sea of negative energy states
would effectively represent a positive charge (because it would require a negatively-charged electron to fill the
hole). Hence, Dirac suggested that these "holes" might be positively-charged protons. It was only when it was
realised that a proton is approximately 2,000 times heavier than an electron that Dirac shelved that idea.

By 1931, most physicists had lost interest in the "Dirac sea" proposal, and even Dirac appeared to have lost
confidence in his "hole" theory as well. Instead, Dirac now predicted something much more solid: "A hole, if there
was one, would be a new kind of particle, unknown to experimental physics, having the same mass and opposite
charge to an electron. We may call such a particle an anti-electron."

Paul Dirac had just predicted the existence of antimatter.



The discovery of antimatter

Before the days of particle accelerators, experimental particle physicists used a cloud chamber for discovering
new particles. A cloud chamber is a sealed glass container containing water vapour. Any charged particle which
passes through the cloud chamber leaves a thin trail of condensed water droplets in its wake, like vapour trails
behind a jet aircraft. By measuring the curvature of the trail under the influence of a magnet, it is possible to tell if
the particle is positively or negatively charged (the particles curve in different directions). The paths of lighter
particles are curved by a greater amount.

The Earth is constantly bombarded by cosmic rays, which are high-energy particles from outer space. These are
actually an excellent source of particles for experimental purposes, with some of these particles possessing far
greater energies than can be produced by our largest particle accelerators. Cosmic rays can be detected by cloud
chambers, leaving wispy ghost-like trails as they pass through.

In 1932, a research student at Caltech called Carl Anderson was using a cloud chamber when he noted something
unusual. Electrons are light particles, and leave thin wispy trails through a cloud chamber. Anderson saw several
particles leaving these wispy trails, but they curved in opposite directions. This appeared to indicate that some of the
electrons had positive charge. This is precisely what would be expected of the mirror-image antimatter version of the
electron: the positron.

Antimatter had been detected. Dirac's theory had been confirmed. Carl Anderson received the Nobel Prize in 1936
for his discovery.

Dirac's equation applies to all fermions, not just electrons. So a proton also has an antiparticle, called the
antiproton. And the antiparticle of the neutron is the antineutron. In fact, we now know that every particle has an
antiparticle.

Antimatter can be produced naturally by radioactive sources. Even a banana — which contains potassium-40 —
produces one positron about once every 75 minutes. Antimatter can also be produced in particle accelerators, though
the amounts are extremely small: the total produced by CERN is only about 15 nanograms. If all the antimatter
produced by humans was annihilated at the same time, the energy produced would not be enough to make a cup of
tea.

Because it is produced in such small quantities, antimatter is the most expensive substance in existence. Gold is
worth 56 dollars per gram. Platinum is worth 60 dollars per gram. Rhino horn is worth 110 dollars per gram. Heroin
is worth 130 dollars per gram. All of these substances are expensive, but antimatter is slightly more costly, at 6.25
trillion dollars per gram.

Antimatter has found a use in medical science. In Positron Emission Tomography (PET) scanning, the patient is
injected with a radioactive positron source. When the positrons are emitted, they are immediately annihilated by the
surrounding matter (in the tissue). This annihilation produces gamma rays (high-energy light). The gamma rays are
actually composed of two photons, travelling in precisely opposite directions (due to conservation of momentum). If
the patient is placed inside a circular detector, a line can be drawn between the two detected photons. This allows
very accurate three-dimensional models of the tissues of the body to be constructed on a computer.

 



Backward in time

Richard Feynman is regarded as one of the greatest physicists of the 20th century. He is also regarded as one of
the most flamboyant, with a love of playing the bongo drums, and a gift for explaining complex ideas in an
imaginative and entertaining manner. Feynman worked on the Manhattan Project, developing the atomic bomb, but
it was for his work on developing a quantum explanation of the electromagnetic force that he obtained his Nobel
Prize in 1965 (we will be considering this in detail in Chapter Six).

As part of Feynman's solution, he developed a series of simple diagrams to represent interactions between
particles. These are called Feynman diagrams. As an example, all electromagnetic phenomena can be reduced to the
simple interaction shown in the following Feynman diagram:

The diagram represents a single vertex from a Feynman diagram. In the diagram, you will see that there is a time
axis flowing from left to right. The vertical axis represents space. So this particular Feynman diagram represents an
electron coming in from the left side of the diagram, and emitting a photon (denoted by the wavy line), with the
result that the path of the electron is altered. This is due to conservation of momentum: imagine you are ice skating,
and you throw a heavy object to one side, your path would be modified to the opposite direction.

Back to the diagram, the theory of relativity tells us that we can treat time as just another dimension — just like
the three dimensions of space. So, rather wonderfully, this gives us the freedom to rotate a Feynman diagram to any
orientation (effectively exchanging time and space) and the interactions which result will still be valid.

As an example, the following diagram shows the previous Feynman diagram rotated 90° anticlockwise:



This diagram now reveals something remarkable. Let us analyze it.
We still see the bottom electron entering the diagram from the left, and it is moving in the forward time direction.

But the top electron now appears to be moving in the reverse time direction! Surely that cannot be correct, can it?
Well, let us imagine the top electron is actually an anti-electron: a positron. In that case, we can re-interpret the

diagram as showing an electron and a positron coming in from the left, and annihilating each other releasing energy
(the photon). So the diagram makes sense if we interpret the top electron as a positron.

But the top electron is clearly moving in the backward time direction. Remarkably, what this reveals is that we
can interpret a positron (an anti-electron) as an electron moving in the backward time direction!

It is quite an amazing result, but it is now generally accepted: a positron is an electron which is moving backward
in time. (This ties in nicely with the theme of my third book, which explored the idea of negative energy as motion
in the backward time direction).

The origin of quantum field theory

Let us see what other remarkable things we can discover from this Feynman diagram. Let us continue to rotate
our Feynman diagram, this time by a further 180°:



Again, this is quite remarkable. We now see a photon coming in from the left, and the photon producing a pair of
particles: an electron and a positron (the top electron which is travelling backward in time). The photon is not a
fermion, it is not a matter particle, so we can interpret this diagram as the production of a pair of matter particles
from — essentially — pure energy. It is clear from this that the number of matter particles in the universe is not
fixed.

What is even more remarkable is that — according to the uncertainty principle of quantum mechanics — it is
possible for a small amount of energy to appear essentially "out of nothing" (as long as it is only present for a short
time). You might think of this as a short-term bank loan: you can borrow money from nothing, as long as you pay it
back after a short time. This means that energy (and, therefore, matter particles) can appear essentially "out of
nothing".

This, then, changes the way we have to look at particles — and empty space. Instead of considering particles as
simply wandering around in empty space, we now see that particles are being constantly produced and annihilated in
space. Space is clearly not empty, but is a seething mass of particles appearing and disappearing. Instead of "empty"
space, we now consider space as being the vacuum. The vacuum is far from empty.

In fact, if the number of particles is not fixed, and particles can easily appear and disappear, then this underlying
vacuum or field of space should be considered as being "more fundamental" than the particles themselves. It is the
properties of the vacuum that should be considered, as it is the constant presence of the vacuum which truly controls
the particles. Essentially, this represents a move away from a particle-based theory toward a field-based theory.

As Roger Penrose says in his book The Road to Reality: "The key property of an antiparticle is that the particle
and antiparticle can come together and annihilate one another, their combined mass being converted into energy, in
accordance with Einstein's E=mc2. Conversely, if sufficient energy is introduced into a system then there arises the
strong possibility that this energy might serve to create some particle together with its antiparticle. Thus, our
relativistic theory certainly cannot just be a theory of single particles, nor of any fixed number of particles whatever.
Indeed, according to a common viewpoint, the primary entities in such a theory are taken to be the quantum fields,
the particles themselves arising merely as 'field excitations'."

This reveals a move away from a quantum theory of particles to quantum field theory. Later in this book we will
examine how quantum field theory provides us with an explanation of the fundamental forces between particles.

This brings us to the end of the first part of this book. We have considered the structure of the atom, specifically
"the forces which hold the atom apart". We have seen how energy quantization prevents electrons from spiralling
into the nucleus. We have also seen how the Pauli exclusion principle prevents all the electrons from occupying the
ground state — the lowest energy level — thus giving the electron shells of atoms their characteristic form.

We will now move onto the second part of the book, "the forces which pull the atom together". And we will start
by considering two of the most important principles in physics.



5

SYMMETRY AND CONSERVATION
In this chapter we will be considering some of the most valuable tools in the particle physicist's toolkit: the laws

of conservation, such as the law of conservation of energy. We will also be uncovering a remarkable and surprising
link between conservation and symmetry, a link which has proven to be remarkably fruitful in the attempt to make
sense of the behaviour of elementary particles.

As Paul Davies says in his introduction to Richard Feynman's book The Character of Physical Law: "A great
unifying theme among particle physicists has been the role of symmetry and conservation law in bringing order to
the subatomic zoo."

 
What is a law?
In human terms, we might have laws restricting where we can park our cars, or maybe laws prohibiting us from

stealing from supermarkets. These laws have been developed for the good of all society, and most people abide by
those laws, maybe because of a sense of moral duty, or maybe because of a fear of punishment for any transgression.
However, if we so wished, we could choose to break any of these laws.

In this respect, the laws of Nature are different from human laws. Try breaking the law of conservation of energy!
You will have great difficulty (hint: it's not possible).

And the laws of Nature do not just constrain the behaviour of humans — they constrain the behaviour of
everything in existence. The behaviour of all atoms, all particles, must abide by these fundamentally unbreakable
laws of Nature. As Vincent Icke describes in his book The Force of Symmetry: "The essential uncertainty of
quantum behaviour might create the uneasy suspicion that anything goes in this world. But since the universe has a
very definite structure, it seems very unlikely that everything is allowed. As it happens, there are many things that
are forbidden, and it is the forbidding rules that give structure to the world."

You may well be aware of conservation laws such as the law of conservation of energy, or the law of conservation
of momentum. A conservation law says that some measurable property of a system is maintained at a constant value
over a period of time. For example, consider two objects colliding with each other. If you calculate the total
momentum of both objects before the collision, you will find the total value is the same after the collision. This is an
example of the law of conservation of momentum.

The law of conservation of energy is very similar. If you calculate the total energy before the collision, you will
find that total value is unchanged after the collision. Another way of stating this principle is to say that energy
cannot be either created or destroyed.

However, you might very well discover that the total kinetic energy of the objects (the energy associated with the
movement of the objects) is not maintained after a collision. This is because energy can take different forms. There
is energy associated with heat, and with sound, and with radiation. If the objects produce a tremendous crash when
they collide, then some of the kinetic energy has been converted into sound, and probably into heat as well. The total
kinetic energy might well be reduced, but if you could calculate the total of all forms of energy after the collision
then you would, indeed, find that the total amount of energy had been conserved.

Brian Cox explained this conservation principle in his BBC TV Series Wonders of Life: "Over the years, the
nature of energy has proved notoriously difficult to pin down, not least because it has the seemingly magical
property that it never runs out — it only ever changes from one form to another. The key thing is, energy is
conserved: it is not created or destroyed. The fact that energy is neither created nor destroyed has a profound
implication. It means energy is eternal. The energy that's here now has always been here, and the story of the
evolution of the universe is just the story of the transformation of energy from one form to another. Every single
joule of energy in the universe today was present at the Big Bang 13.7 billion years ago."

Several conservation laws have been discovered, most notably the law of conservation of energy, conservation of
momentum, conservation of angular momentum, and conservation of electric charge. The first three of these
conservation laws demand that a particular quantity (for example, the amount of energy) in a system remains
constant over time. However, the fourth of these laws — the conservation of electric charge — is an example of a
different type of conservation law in that it simply involves the "counting" of objects. Some elementary particles —
for example, electrons — have negative electric charge. Some different elementary particles — for example,



positrons — have positive electric charge. The charge conservation law requires a bit of counting: add up the
number of particles with positive charge, subtract the number with negative charge, and you will find the total
number does not change with time.

(The "counting" conservation laws are perhaps the most intuitive of the conservation laws. Place a number of
balls in a bag. Come back three days later and you will still find the same number of balls in the bag. We take these
things for granted, but that is a conservation law in action! Richard Feynman simply referred to a law of
"conservation of objects", though we might consider it being fundamentally due to a law of conservation of mass
and energy.)

Why are the conservation laws so extremely valuable to particle physicists? Well, if you know that some total
property of a system of particles is going to be conserved, you can use this information to infer which type of
particles can possibly be produced, for example, during a collision. If you find your sums do not add up — for
example, if you have a surplus of energy left over after the collision — you might infer that an additional particle
had been produced to account for the surplus energy.

But bear in mind that any additional particle would have to satisfy all the conservation laws. In other words, it
would have to comply with the law of conservation of energy, and conservation of momentum, and of spin, and of
charge. So all these conservation laws impose considerable constraints on particle production.

Let us examine this more closely by considering an example of particle decay. Particle decay occurs when a
particle spontaneously (and randomly) transforms into other particles. As an example, the process of beta radioactive
decay involves the decay of a neutron — in the nucleus of an atom — into a proton. An electron is also emitted in
the process, and it is this electron which constitutes the beta radiation emitted by the nucleus.

However, when physicists applied the law of conservation of energy to this decay process, they found something
was missing. The energy of the resultant proton and electron did not add up to the energy of the initial neutron. So
where did the excess energy go?

In 1930, Wolfgang Pauli proposed that the excess energy went into creating an additional emitted particle. This
would ensure that the energy of the particle going into the interaction matched the energy of the particles coming out
of the interaction. This gives you an idea of how the conservation laws are a vital tool which can be used to predict
the existence of new particles.

But what else did the conservation laws say about this new particle? Well, let us consider the law of conservation
of electric charge. The neutron going into the interaction did not have any electric charge (hence its name). Coming
out of the interaction, the proton had a positive charge, but this was balanced by the electron coming out of the
interaction which had a negative electric charge. So the law of conservation of electric charge was already correctly
balanced: no charge going in, no net charge coming out. This meant that the hypothetical new particle could have no
electric charge or that would cause an imbalance. For this reason, in 1934 Enrico Fermi gave the new particle the
name neutrino (a "small neutral thing" — in Italian).

The neutrino was eventually discovered in 1956, but its existence and properties had been predicted twenty years
earlier thanks to the conservation laws.

Particle accelerators

In a particle accelerator, electrically-charged particles are accelerated by electric forces (the modern descendent of
Ernest Rutherford's cathode ray tube). A magnetic field is then used to curve the path of those particles, and this can
result in particles travelling around a large loop, accelerating to a speed close to the speed of light. The particles are
then made to collide with a variety of targets. By examining the results, we can learn about the structure of matter.

The Large Hadron Collider (LHC) is the largest particle accelerator ever made. In fact, it is the largest machine
ever made. The LHC is a 27-km circumference loop which straddles the French-Swiss border. It is buried 175
metres deep (not for any scientific reason — only because it was simply cheaper than buying land in Geneva).

The purpose of the LHC is to accelerate beams of protons to nearly the speed of light, and then to collide two
beams and examine the results.

Nothing can move faster than the speed of light, so the speed of light forms the upper speed limit for accelerated
particles. However, the energy of a particle increases sharply as it approaches (but does not exceed) the speed of
light. An accelerated proton in the LHC can move at 99.9999991% of the speed of light, at which point its energy is
7 TeV ("eV" represents "electronvolt" — a small unit of energy which is the standard measure of energy in particle
accelerators, with 1 TeV being equal to a trillion electronvolts). An energy of 1 TeV represents the energy of a
single flying mosquito. So at the LHC, the energy of 7 flying mosquitos is packed into a single proton (about a
million million times smaller than a mosquito). This represents the current world record for particle accelerator



energy.
The two beams of protons travel around the LHC in opposite directions before colliding head-on, giving a total

collision energy of 14 TeV (7 TeV per beam).
The 27-kilometre circumference of the LHC might sound a long way, but a proton accelerated to nearly the speed

of light will make over 11,000 circuits of the loop each second. At this speed, the entire beam of protons has the
same energy as a French TGV train travelling at top speed. In fact, the protons are travelling so fast that in their 10-
hour lifetime in the accelerator they travel 10 billion kilometres: equivalent to the distance to Neptune — and back.
In ten hours!

So what is the purpose of these extraordinary particle accelerators? Why must the collision energies be so large?
There is, perhaps, a general misconception as to the purpose of these machines. It is not helped by the use of the

term "atom smasher" to describe them. The impression is often that these machines need high collision energies to
"break" particles into "smaller and smaller pieces". However, as was described in Chapter One, elementary particles
are believed to be infinitely small points, with no internal structure — no constituent parts. It is simply not possible
to break them down into smaller units.

No, the reasoning behind the construction of these giant accelerators is based on the principle of the conservation
laws we have been considering in this chapter. In order to see why this is the case, we need to introduce the concept
of particle mass.

Mass is a property of particles. In the same way that a particle might have a certain amount of electric charge, a
particle might have a certain amount of mass. A particle's mass determines its resistance to being accelerated, and it
also determines its gravitational attraction.

A particle which has mass is called a massive particle. We use this term "massive" in everyday language, but we
are often rather careless in using the word to describe the size of objects, for example: "The cruise liner is massive".
However, physicists use the term "massive" in the very strict sense of describing an object "which possesses mass"
(there is also the related word "massless" for describing particles which do not possess mass).

As an example, a neutron star can be about the size of a city, but it is much more massive (i.e., it possesses far
more mass). A teaspoon of neutron star material would weigh a billion tons. So "massive" is not a measure of size.
With this in mind, remember that all elementary particles should be considered as being infinitely small points with
no size. So an elementary particle can be "massive", but have no size! Just think of mass as simply a number — a
property — which we assign to a particle.

So a massive particle has a certain amount of mass. And, because of Einstein's famous formula for mass-energy
equivalence, E=mc2, we can therefore think of a particle as being composed of a certain amount of energy. With this
in mind, the purpose of modern particle accelerators is not to split particles, the aim is to concentrate enough energy
into a small volume of space so that a massive particle might be spontaneously created. The more massive the
particle, the more energy is required to create it.

As an example, an electron is a massive particle which has a mass of 9 × 10-31 kg. This is such an awkward,
extremely small value that the mass is more usually given in terms of its energy equivalent: 0.5 MeV (where "MeV"
represents a million electronvolts — remember the electronvolt is a unit of energy which was introduced earlier). So
in order to produce an electron from a collision, particles would have to be accelerated to tremendous speeds, thus
giving them sufficient kinetic energy. The aim is that the act of compressing enough energy into a small volume of
space would allow a massive particle to be spontaneously created from the collision.

So particle accelerators are not "atom smashers" at all — they are particle creators. And the effectiveness of this
approach was clearly demonstrated when the Higgs boson was recently created and detected by the LHC with a
mass of 126 GeV (1 GeV being equal to a billion electronvolts).

(At the time of writing — December 2015 — the latest news from the LHC is that another particle has possibly
been found at 750 GeV, though we will have to wait until summer 2016 for confirmation).

In a BBC documentary entitled Dancing in the Dark, Professor David Charlton who works at the LHC explained
how new massive particles might be created in the LHC: "When the protons collide, most of the particles which are
produced tend to be low-mass particles, such as the familiar protons and neutrons. But sometimes, very rarely, you
produce these much more massive particles, and that is what we are looking for. So we might produce Higgs
particles, or maybe we might produce even more massive particles which are ones we don't know about — they
would be beyond the Standard Model. These are the particles we are really looking for."

David Charlton goes on to explain how these new particles might be detected: "The idea is we are looking for
imbalances of momentum of the event that signifies that there are unobserved particles emitted with high-energy,
carried out of the detector. What we are seeing is an absence of something, an imbalance of something. It is some
particles which we can't observe but we can infer that they are there by looking at the rest of the event."

I want to emphasise Prof. Charlton's use of the word "imbalance". We will return to this concept of balance and



imbalance later in this book as I believe it is the key to obtaining new insights about the behaviour of Nature. The
concept of balance is essential to understanding the universe. Basically, the universe always has to be in balance,
and it resists that balance being upset.

But you will recognise how the techniques described by Prof. Charlton for detecting new particles — detecting
imbalances in the energy in and out of the interaction — is exactly the same technique described earlier in this
chapter which was used to predict the existence of the neutrino, before it was discovered in 1956. And at the core of
this approach lie the crucial laws of conservation: energy and momentum, which must be conserved throughout the
interaction.

Symmetry

So now we have considered the conservation laws, and seen how they provide a valuable tool for the particle
physicist. However, the conservation laws go hand-in-hand with another vitally important principle.

The other great tool has been the discovery of the importance of symmetry. It might come as a surprise to learn
that conservation and symmetry appear to be bound together in a very fundamental way. The connection between
symmetry and the conservation laws is one of the most profound connections in physics.

We all recognise symmetry when we see it. For example, a human face has left/right mirror symmetry. A
snowflake has rotational symmetry:

While we all recognise symmetry when we see it, we will need a more formal definition of symmetry for our
purposes. And that definition is that if you apply a transformation to an object (for example, rotating the snowflake
by sixty degrees) and the transformed object remains identical to the original object then that represents a symmetry.
This definition makes it clear that the snowflake possesses rotational symmetry.

Symmetry plays a remarkable role in physics, at a very fundamental level. In this book, we will be exploring how
symmetry provides not only the conservation laws, but also the properties of particles, and the forces between those
particles. Nobel Prize-winning physicist Phil Anderson has even stated: "It is only slightly overstating the case to
say that physics is the study of symmetry."

In order to explain the importance of symmetry, and the connection with conservation, let us introduce the
construct known as the Lagrangian. The Lagrangian is a hugely important concept in physics, seemingly revealing
something profound about the behaviour of Nature. If we are considering classical mechanics (i.e., the study of the
motion of large objects — not including quantum mechanics) then we can define the Lagrangian as being equal to
the difference between the kinetic energy and the potential energy of an object. In itself, this is not very interesting.
However, it becomes interesting when we consider how the value of the Lagrangian changes when an object moves.

We can calculate the Lagrangian of a moving system throughout its motion to get a series of values. If we then
sum all those values we get what is known as the action. If we consider the action of our moving system over a
period of time, we will find that the value of that action will always be the lowest possible value. This very
important principle is called the principle of least action.

As an example, consider the following image of the trajectory of a ball:



We can calculate the Lagrangian of the motion of the ball (remember: the Lagrangian is the difference between
the kinetic energy and the potential energy) at each point, and then we can sum all of those points to calculate the
action. The principle of least action tells us that the action will be the smallest possible value for the path taken by
the ball. In this case, the smooth path taken by the ball results in the smallest action.

We already know Newton's laws of motion which tell us how an object moves, so why do we need this
Lagrangian approach? Well, firstly it can be shown that we can derive Newton's laws of motion from the
Lagrangian, so both approaches are equivalent. But the Lagrangian approach seems to be revealing a deeper truth
about Nature. Rather than just stating a arbitrary law (e.g., Newton's second law of motion states that the
acceleration of an object is proportional to the applied force), the principle of least action seems to reveal a general
principle, almost a "desire" by Nature to minimise a certain quantity. As Jerry Marion says in his book Classical
Dynamics of Particles and Systems: "In the Newtonian formulation, a certain force on a body is considered to
produce a definite motion; that is, a definite effect is always associated with a certain cause. According to the
principle of least action, however, the motion of a body may be considered to result from the attempt of Nature to
achieve a certain purpose, namely, to minimize the time integral of the difference between the kinetic and potential
energies."

So this underlying purpose appears to provide a rationale as to why objects move the way they do. This generality
— this deep truth — means the Lagrangian approach can also be applied to fields, and general relativity, and even to
quantum mechanics. As Dwight Neuenschwander says in his book Emmy Noether's Wonderful Theorem, the
generalizability of the principle of least action to the widest scope of physics, even far beyond mechanics, gives the
principle "a depth and versatility not shared by the other mechanical principles."

In order to get useful results from the Lagrangian approach we need to introduce the Euler-Lagrange equation:

The equation may look rather daunting but I will attempt to explain it as simply as possible.
The Euler-Lagrange equation is important because it represents the condition when the action is at a minimum

value (remember the principle of least action). So the Euler-Lagrange equation can be used to predict the behaviour
of Nature (as an example, the Euler-Lagrange equation can be used to derive Newton's laws of motion).

So let us analyze this important equation piece-by-piece.
Firstly, on the right-hand side of the equals sign we find an expression which represents the rate at which the

Lagrangian changes when one of the variables describing the motion of the system changes (for example, x might
represent the coordinate of a thrown ball as it flies through the air):



We can make this part of the equation a lot simpler if we only consider situations in which the Lagrangian has a
symmetry. In a symmetrical situation, as was explained earlier, some value remains unchanged when we apply a
transformation. So the rate of change of the Lagrangian in the case of a symmetrical situation would be zero (the
Lagrangian does not change when the coordinates change). And so, for symmetrical situations, we can set the right-
hand side of the Euler-Lagrange equation to zero. This leaves us with a simpler form of the equation:

Now considering the left-hand side of the equals sign, the d/dt part means the differential of an expression "with
respect to time". This means the "rate of change" of an expression, or — more simply — the speed at which some
expression is getting larger or smaller:

Because in this new equation we have set this value equal to zero (on the right-hand side of the equation), this
means that the rate of change of the expression in the brackets is zero. Or, put more simply, the expression in the
brackets is not changing with time, which means the expression in the brackets is conserved.

So, to sum up, this analysis of the Euler-Lagrange equation has shown us that if there is a symmetry in the
Lagrangian (i.e., if the value of the Lagrangian is not changed when one of its coordinates changes) then there will
be a conserved quantity.

As an example, the laws of Nature do not change when we move an object in space. Basically, it does not matter
where in space you perform your experiment — you will always get the same result. This is called space translation
invariance and it was considered in my earlier books. Space translation invariance actually represents a symmetry:
remember, a symmetry occurs when we apply a transformation and nothing changes.

As we have seen, the Euler-Lagrange equation indicates that if the Lagrangian does not change with respect to
one of the variables of the system then we should be able to find some quantity which is conserved over time. In the



particular example of symmetry in space, the conserved quantity (in the brackets) according to the Euler-Lagrange
equation is momentum. [8]

So the Euler-Lagrange equation predicts the law of conservation of momentum because there is a symmetry in
space.

But this is a very mathematical approach. Can we achieve a more intuitive understanding of this principle? Yes,
we can. In his book about the Standard Model of particle physics called The Theory of Almost Everything, Robert
Oerter presents the example of a skateboarder in a half pipe. The following diagram shows the half pipe oriented in
such a way that the skateboarder rolls up and down the pipe, travelling from left to right:

Considering the direction the skateboarder is travelling, there is no symmetry in the half pipe: the pipe drops
down, then rises up the other side. Similarly, the skateboarder's momentum is not constant: he is fastest at the
bottom of the half pipe, but slows to a stop at the top.

Now let us consider a different orientation of the half pipe. Let us rotate the half pipe. In the following case, the
skateboarder again travels from left to right inside the half pipe, but this time the half pipe has symmetry from left to
right: the height does not alter:

In this case, the momentum of the skateboarder is a constant: he travels at the same constant velocity along the
base of the half pipe. In other words, the momentum of the skateboarder is conserved.

So when there is a symmetry in space, momentum is conserved.
The Euler-Lagrange equation can also be used to show that where there is a symmetry in time, energy is

conserved. So in our universe — which has both space translation invariance and time translation invariance — we
find we have a law of conservation of momentum, and a law of conservation of energy.

However, the full connection between symmetry and conservation was revealed in 1915 by the German
mathematician Emmy Noether.



Noether's theorem

Amalie "Emmy" Noether was born in Bavaria, Germany, in 1882. Her father, Max, was a mathematician in the
University of Erlangen, and Emmy decided to follow in her father's footsteps by studying mathematics at the
university. However, life was not easy for a Jewish female in academia at that time. Indeed, the faculty senate at the
university declared that admitting women would "overthrow all academic order". Noether had to work hard
throughout her career to overcome prejudice and establish her reputation as a brilliant mathematician.

After earning her Ph.D., Noether published several impressive papers before applying for an academic
appointment in the renowned mathematics department at the University of Göttingen. The great mathematician,
David Hilbert, who worked at Göttingen, fought for Noether at a faculty meeting: "I do not see that the sex of the
candidate is an argument against her admission as an associate professor. After all, we are a university, not a
bathhouse."

Hilbert managed to skirt the rules by employing Noether as a guest lecturer. It was shortly after arriving at
Göttingen that Noether published the theorem which bears her name.

Noether showed that the previous results from the Euler-Lagrange equation were merely special cases of a more
general result. As we saw earlier, the Euler-Lagrange equation indicates that if the Lagrangian is symmetrical with
respect to one of its spatial coordinates, then there will be a conserved quantity. Emmy Noether generalised this
result by revealing that if there is any symmetry in the Lagrangian at all, then there is always a conserved
quantity. This result is called Noether's theorem.

It is this result of Emmy Noether's which has proven to be of tremendous value for particle physics. If a symmetry
is discovered, there will be an associated conserved quantity. The conserved quantity could be something other than
momentum or energy. And Noether's theorem works the other way round as well: if a conserved quantity is
discovered, there will be an associated symmetry.

So let us end this chapter with a limerick written by David Morin of Harvard University:

As Noether most keenly observed

(And for which much acclaim is deserved),

We can easily see

That for each symmetry,

A quantity must be conserved.
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GAUGE THEORY
At this point, as we continue or quest for "the forces which hold the atom together", we start to consider the force

which holds electrons in their orbit around the atomic nucleus. This is the electromagnetic (or, more simply, the
electric) force. In the 18th century it was discovered that positive electric charge attracts negative electric charge,
while charges of the same sign repel each other. So, at this point, it would be quite possible to simply state that
negatively-charged electrons are held in orbit around the positively-charged nucleus due to the electromagnetic
force. And then consider the matter settled, and move on to the next chapter.

However, we can do better than that. Developments in quantum field theory in the second half of the 20th century
have provided us with great insights into the fundamental nature of the electromagnetic force. It has been discovered
that there is a principle called gauge theory which emerges from symmetry and appears to lie at the heart of the
behaviour of forces. In this chapter we will examine gauge theory, discovering how it generates forces, and how it
predicts the existence of additional fundamental particles.

The electromagnetic force

So electrons are held in their orbit by the electromagnetic force. Electrons have negative electric charge, and are
therefore attracted to the protons which have positive electric charge. But why does this attraction exist? Our task in
this chapter is to try to get to the fundamentals of this force, analysing how it can reach out over space to attract two
objects together.

Crucially, in our attempt to get to the bottom of the electromagnetic force, we have been given a big clue: electric
charge is always conserved. This was first discovered by Benjamin Franklin in 1747. If you have a closed system
(no charge is allowed to enter or leave the system), then the total amount of charge (positive charge minus negative
charge) in the system will not vary with time.

So what can we infer from this conservation of charge? Well, Noether's theorem tells us that whenever we have a
conserved quantity, there will always be an associated symmetry. Now we start to see the value of Noether's
theorem: we have to find the symmetry inherent in electric charge.

Well, fairly obviously, there is a symmetry between positive charge and negative charge: they are just the two flip
sides of the same thing. It appears we have the freedom to instantaneously change every positive charge to a
negative charge — and vice versa — without changing the overall situation. This freedom to apply a sudden reversal
of a property across the entire universe is called a global symmetry.

However, in the mid-1950s, physicists Chen-Ning Yang and Robert Mills realised there was a problem with this
universe-wide transformation. They realised that the theory of special relativity prohibited any such global
instantaneous transformation across space: no signal can propagate faster than the speed of light. Yang and Mills
realised that the change would have to be spread across the universe at the speed of light via a field.

Let's imagine we have an electron and we somehow manage to invert its electric charge by making it positive (this
is called a local symmetry transformation). Essentially, we have taken one corner of the universe and given it a
tweak: we have upset the balance of the universe. Remember, the universe only continues to function normally if
every charge is swapped at the same time. In his book Deep Down Things, Bruce Schumm calls this upsetting "a
delicate and precise balance" (this theme of balance is becoming a recurring theme). It is as if we have turned-over
just one corner of a huge rubber sheet. There will be a ripple of change spreading out across the sheet until the whole
sheet turns over. It is just the same for the universe. Our tweak generates a field of change which has to spread out
across the whole universe.

Hence, we have discovered that the presence of a local symmetry must result in a field. This necessary connection
between symmetry and fields forms the basis of gauge theory which lies at the heart of modern particle physics.[9]
As the idea was developed by Yang and Mills, gauge theories are often called Yang-Mills theories.

For the case of electric charge symmetry, the gauge field is the electromagnetic field which spreads through
space. It is the electromagnetic field which keeps track of charge, responding to any disturbance, and effectively
maintaining the balance of the universe. We will now see how this electromagnetic field is itself formed of



fundamental particles.

Bosons

Earlier in the book, we considered the fermions, which are particles with antisymmetric wavefunctions (if you
rotate a fermion by 360°, we saw that its wavefunction is multiplied by -1). The elementary fermions were therefore
called spin-½ particles. The antisymmetric nature of the fermion wavefunction meant that fermions resisted being
together in the same state.

There is another group of particles called bosons. In many ways, bosons are the opposite of fermions. If you rotate
a boson by 360°, its wavefunction is unchanged (in line with our intuition of how physical rotation should behave).
A photon is an example of a boson which has to be rotated once to return to its original state. For this reason, a
photon is an example of a spin-1 particle.

This symmetric behaviour of the bosons means that — contrary to the behaviour of fermions — they like being in
the same state. The wavefunction of bosons in the same state does not cancel out (as in the case of fermions), instead
it accumulates and becomes larger. This means there is more chance of finding bosons in the same state. Bosons like
to congregate together, which explains why many photons like to congregate together to form a ray of light,
spreading though space.

All particles can be categorised as either fermions or bosons. It is therefore the most important categorisation of
particles.

As was explained in Chapter Three, it is the refusal of fermions to occupy the same state which results in them
taking the role of the matter particles, the particles which compose all of the substance in the material world. Cars,
trees, water, gases, human beings, are all composed of fermions. The bosons, however, have no resistance to being
in the same state, which results in them being intangible and insubstantial. This fact makes it all surprising that — in
the Star Wars universe — the Jedi Knights decided to construct their swords from light. Lightsabers would be
fundamentally incapable of damaging a fermion-based opponent. The moral of this tale is that you should never
construct your swords from bosons.

It was James Clerk Maxwell who showed that light was an electromagnetic wave, a disturbance of the
electromagnetic field. And it was Einstein who showed that we should think of light as a stream of photons. Hence,
we can think of the photon as the boson which forms the electromagnetic field. This makes a lot of sense, as we
have just discussed how bosons like to congregate together in vast numbers, which makes them the ideal particle for
forming an extended field stretching across space.

So what have we discovered so far in this chapter? Well, in the first section we studied gauge theory, and it was
revealed how a local symmetry introduces the necessity for a gauge field which spreads through space. It was stated
that, for electric charge symmetry, the resultant gauge field is the electromagnetic field. Now, in this section, it has
been explained how the electromagnetic field is itself composed of particles: photons.

In fact, every gauge field is composed of bosons, and these are called gauge bosons.
The photon is perfectly suited to the task of being a gauge boson: it is massless and long-range, as suited to the

task of keeping track of electric charge across the universe as it is to bringing us light from the distant stars at —
well — the speed of light (fairly obviously!).

But there is another interpretation of the role of gauge bosons …

Particles of force

We considered the Feynman diagram of an electron emitting a photon in the chapter on antimatter. We can now
consider the diagram of the emitted photon deflecting the path of a second electron:



So what does this interaction appear to represent? Well, clearly we could imagine this interaction as representing
the electric repulsion between two electrons, two particles with the same electric charge repelling each other. This
deflection of electrically-charged particles is the result of the electromagnetic field, which extends through space to
affect the paths of electrically-charged particles. This makes a lot of sense, as we have just discussed how the photon
is the boson which constitutes the electromagnetic field.

But, from the Feynman diagram, we can also see that we can think of the photon as transferring force. We have
two matter particles (the fermions: the electrons), and we have an intangible boson (the photon) transmitting a force
across space between the two electrons. Hence, we can think of gauge bosons as the force particles, responsible for
transmitting forces between two material objects made of fermions.

To sum up, at the start of this chapter we saw how gauge theory connected the symmetry of electric charge with
the necessity for the electromagnetic field. In the next section we saw that the particle which constitutes a field is a
boson, and for the electromagnetic field the boson is the photon. In this section, we have seen that we can think of
these bosons as being the particles which transmit forces. Hence, the photon is the boson which transmits the
electromagnetic force.

But, most importantly, we have discovered a connection between gauge symmetry and forces. In particular, we
have seen how gauge symmetry of electric charge results in the electromagnetic force. This is a hugely important
result as it is now believed that all of the four fundamental forces arise from gauge symmetry. Gauge theory lies at
the heart of the Standard Model of particle physics.

Digging deeper

It is interesting to note that we have not considered the truly fundamental principle underlying the symmetry of
electric charge.

As has been discussed earlier in the book, quantum mechanics predicts that every particle also has a wavelike
nature: a wavefunction. And every wave — even the waves on the sea — has an associated phase. If two waves
meet and they are "in phase" then they will interfere constructively and became larger. Conversely, if they are "out
of phase" they will interfere destructively and the result will be smaller.

Quantum mechanics tells us that if we have a group of particles — and their wavefunctions — then we can
increase or decrease the phase of all the wavefunctions by a constant amount without changing the overall situation.
This is because all that matters is the difference of the phases of the wavefunctions, not the absolute values of the
wavefunctions. The difference between phases is important because it can create interference patterns (as in the
famous double-slit experiment).

So this is the true source of the symmetry which leads to the electromagnetic field. We have the freedom to
increase or decrease the phase of the wavefunctions of particles without changing the overall situation. However,
this transformation has to be applied globally in order not to disturb the overall balance of the universe. In order to



ensure the global balance is not disturbed, this requires the electromagnetic field. Hence, this is the true source of the
gauge field.

If the sign of the phase (not just the amount of the phase) of a wavefunction is completely inverted (positive to
negative, or vice versa, as if it is reflected in a mirror) then this has the effect of changing the sign of the charge of
the particle. So, as was discussed earlier, this is how we have the freedom to completely invert the sign of the
charges of a group of particles without changing the overall situation. [10]

And it is this "gauge symmetry" — this freedom to rotate the phase of a particle's wavefunction — which leads to
the law of conservation of electric charge (remember: Emily Noether said that each symmetry implies a conserved
quantity). [11]

We have now reached the conclusion of an important part of this book. In our discussion of "the forces which
hold the atom apart" and "the forces which pull the atom together", we have now considered all the forces involved
in forming the overall shape of the atom, i.e., the electron shells.

In this chapter, the fundamentals of the electromagnetic force have been described, the force responsible for
holding electrons in orbit. We have seen how gauge theory emerges from the conservation of electric charge, and the
associated symmetry. It is gauge theory which predicts the existence of the photon, the particle which actually
transmits the electromagnetic force.

Hence we have completely examined the forces governing the outer shell of the atom. It is now time to look
inside the atom, and examine the nucleus.

The strong force

In this discussion of electromagnetic attraction and repulsion, a thought might have occurred to you: as protons
have positive charge, how can they be tied together so closely in the nucleus without strongly repelling each other?
It turns out that a different, stronger force is required to hold the protons together in the nucleus, and this is the
strong nuclear force.

However, it turns out that the strong nuclear force does not represent a truly fundamental interaction. The true
force is even stronger, and operates on a smaller scale, operating inside protons and neutrons. The strong nuclear
force is then only a residual force, leaking-out of the protons and neutrons, but still strong enough to hold the
protons and neutrons together to form atomic nuclei. So to understand the truly fundamental interaction, we have to
go inside the protons and neutrons, to uncover the fundamental force known as the strong force.

In our discussion so far, we have only dealt with truly elementary particles, particles which are not composed of
any smaller particles. However, it has been discovered that both protons and neutrons are each composed of three
smaller particles called quarks. Quarks are believed to be truly fundamental particles, i.e., they are not composed of
anything smaller.

Protons and neutrons are composed of two different types of quarks called up quarks and down quarks (there are
four other types of quarks with hugely greater masses which can only be formed in high-energy particle accelerators,
but they all rapidly decay to up and down quarks).

A proton is composed of two up quarks and one down quark. A neutron is composed of one up quark and two
down quarks:



But how can this combination of quarks result in the proton having a +1 electric charge, while the neutron has
neutral electric charge? For this to be the case for the proton, it appears that twice the charge of the up quark plus the
charge of the down quark must equal a +1 electric charge. While for the neutron, it appears that the charge of the up
quark plus twice the charge of the down quark must equal zero electric charge. So you might want to remember your
high school mathematics and try solving the necessary simultaneous equations to find the answer:

2U + D  = 1

 U + 2D = 0

  

where U is the electric charge of the up quark, and D is the electric charge of the down quark.
If you do your sums correctly, you will find that — surprisingly — the quarks must have fractional electric

charge. The up quark must have a positive two thirds electric charge, while the down quark must have a negative
one third electric charge.

However, electric charge is not the charge which holds the quarks together. "Charge" is a generic term which
describes how a particle reacts to a particular field (e.g., the electromagnetic field). Only particles with certain
charge will react to the field, for example, only particles with electric charge will react to the electromagnetic field.
Quarks have a form of charge called colour charge. A quark can have either red, green, or blue colour charge,
named after the primary colours of light (there is no actual colour involved in any of this — it is just a naming
convention).

Just as particles with positive and negative electric charge get attracted together, so quarks with different colour
charge get attracted together. But the rule underlying this attraction is quite unusual: quarks are attracted together so
that the resultant composite particle has no overall colour. How can this be? Well, consider the mixing of light. A
computer (or television) screen is composed of a grid of red, green, and blue dots or stripes, and when all three
colours are illuminated, the result is white light (i.e., no colour). This is called additive colour mixing. So quarks are
attracted together to form composite particles which are white overall, which can be achieved by attaching a red,
green, and blue quark together:



Hence, this explains how three quarks can be grouped together to forms protons and neutrons.
This principle — that composite particles made of quarks are always colourless — does not just apply to protons

and neutrons. For example, we can consider the antiparticle version of a quark (antiquark) as having negative colour
charge. Hence it is possible for a quark to bind with its antiquark equivalent, for example, a red up quark and a red
antidown quark, with the result being colour-neutral. These two-quark particles are called mesons. In theory, it is
even possible for more than three quarks to form composite particles — as long as the overall result is colourless. In
2015, a pentaquark — composed of five quarks — was discovered at the LHC. Again, the pentaquark was an
arrangement of quarks which had no overall colour.

One interesting aspect of the behaviour of the strong force is that the quarks become more strongly attracted the
further apart they are separated, but at small distances (e.g., inside the proton) there is no longer an attraction,
instead the quarks are very loosely bound. This behaviour is called asymptotic freedom. As Robert Oerter explains in
his book The Theory of Almost Everything: "As we go to longer distances, the strength of the color force increases.
Conversely, at shorter distances, the strength of the color force decreases. It's like putting two fingers inside a rubber
band to stretch it. The farther apart you pull your fingers, the larger the force. But if you move your fingers together,
the rubber band goes slack."

We will be returning to consider asymptotic freedom in the next chapter.
Like the electromagnetic force, the strong force emerges as a result of another gauge theory. There is a gauge

theory because there is a conserved quantity (colour charge is conserved throughout all interactions), and there is
therefore an associated symmetry. Robert Oerter describes this colour symmetry in his book: "If we could reach
inside every proton and neutron in the universe and instantaneously replace every red quark with a green quark,
every green quark with a blue quark, and every blue quark with a red quark, there would be no way to tell that we
had done so. The universe would continue on exactly as before the change."

Note the similarity of this description to the symmetry of charges in the electric force. This is just what you would
expect in every gauge theory: if you swap particles in a symmetrical way, you effectively change nothing.

And it is clear we can think of this symmetry transformation as a form of rotation of a quark "colour wheel".
When we rotate the colour wheel, red goes to green, green goes to blue, and blue goes to red. This quark colour
wheel is shown in the following diagram:



The technical name for this symmetry is SU(3), because there are three different quark colours, three different
positions on the colour wheel. [12]

Compare this form of abstract mathematical rotation of particle types on a "symmetry colour wheel" with the
actual physical rotation of the snowflake we considered earlier:

In both cases you can see that it is possible to rotate the object (snowflake, or quark colours) by a certain angle
while leaving the situation unchanged. This shows how the principle of symmetry lies at the heart of particle
physics.

But what is responsible for this rotation? Well, the strong force is another example of gauge theory, and if we
have a gauge theory, we need to have gauge bosons. For the electromagnetic force, the gauge boson was the photon.
In the case of the more complicated strong force, there is a group of gauge bosons called gluons.

The following vertex of a Feynman diagram shows a gluon modifying the path of a quark in much the same way
as we have seen a photon modifying the path of an electron:



(Note that the symbol for the gluon on a Feynman diagram is different from the symbol for a photon. Yes, they
are both gauge bosons, but you can see that the gluon is denoted by a curvy line, whereas the photon was denoted by
a wavy line.)

We know that the gluon is the gauge boson for the strong force, so the gluon forms the gauge field which is
responsible for keeping track of any changes in local symmetry (any rotation of the local colour wheel) and
transmitting those changes across space. We can see in the previous diagram how this is achieved: the gluon has the
ability to change the type of a quark. In the diagram, the gluon changes a green quark into a blue quark. So in this
way, any local changes of a quark type (any local rotation of the colour wheel) can be effectively transmitted by
gluons, changing other quark types accordingly (just like the turning over of a corner of a rubber sheet, described
earlier in this chapter).

How many gluons are required? In other words, how many gauge bosons are needed by the strong force? Well,
the rule for gauge theories is that you have to count each possible position on the symmetry colour wheel, which in
the case of the strong force means we have three different quark colours on the colour wheel. If we call this number
n then the number of gauge bosons which are required is given by n2-1. So, the strong force requires eight gauge
bosons, eight different types of gluon.

The theory we considered earlier which describes the electromagnetic force in terms of the interactions between
electrons and photons is called quantum electrodynamics, or QED. The theory we have just considered which
describes the strong force in terms of the interactions between quarks and gluons is called quantum
chromodynamics, or QCD (where "chromo" means "colour").

The weak force

There are four fundamental forces. So far, we have considered the electromagnetic force, and the strong force.
Gravity will be considered in the later chapters of this book. Which means we can now move on to consider the
weak force.

The weak force is another example of a gauge theory. And if we have a gauge theory, then that means there must
be another symmetry. The weak force is based on the symmetry between a down quark and an up quark: a down
quark can be changed (rotated on the wheel) into an up quark, and vice versa. There is also a similar symmetry
between an electron and a neutrino. When we find two particles connected by a symmetry in this way, they are
called a doublet.

So the symmetry of the weak force is actually rather simpler than that of the strong force. There are three
positions on the "colour wheel" of the strong force, but we see that there are only two positions of symmetry rotation
on the symmetry wheel of the weak force:



Technically, this is called an SU(2) symmetry (because there are only two positions on the symmetry wheel).
How many gauge bosons are required by the weak force? Well, remember the rule: if n is the number of positions

on the symmetry wheel (in this case, n=2) then the number of gauge bosons is given by n2-1. So, the weak force
requires three gauge bosons, and these are called the W+, W-, and Z bosons. The W+ has a positive electric charge,
the W- has a negative electric charge, and the Z is neutral (we will soon see why these bosons must have charge).

The following vertex of a Feynman diagram of the weak force shows a down quark changing to an up quark
(remember: these two particles form a symmetrical doublet according to the weak force), with the emission of a W-

boson:

Note the similarity of this diagram representing a weak force interaction with the earlier diagram showing an
electron deflected by a photon (according to the electromagnetic force), and also the earlier diagram of a quark
deflected by a gluon (according to the strong force). The form of all three diagrams is basically identical, showing
that all three gauge theories work on the same principle.

Let us briefly consider those earlier diagrams. According to the electromagnetic force, when the photon "hits" the
electron, the photon rotates the symmetry wheel of the electron (actually, the wavefunction of the electron gets
rotated — as explained earlier in this chapter). In the diagram of the strong force, when the gluon "hits" the quark,
the gluon rotates the symmetry colour wheel of the quark, changing the colour type of the quark. And in the diagram
of the weak force, when the W boson "hits" the quark, the boson rotates the symmetry wheel of the quark, changing



the down quark into an up quark.
So, for each of the three fundamental forces, we see a gauge boson causing a rotation of a particle's symmetry

wheel, usually causing that particle to change into a different particle (the next position on the symmetry
wheel). [13]

In all three of the Feynman diagrams, we see a fermion (matter particle: electron or quark) being deflected by a
boson. Clearly this, then, is the origin of forces. But we can also see from this discussion that the true root cause of
forces is gauge symmetry.

Now let us return to consider the weak force again. The previous diagram showed a down quark changing into an
up quark (via the weak force). At this point you might realise we have a problem regarding conservation of electric
charge. This is because — if you remember earlier — the down quark has a negative one third electric charge, while
the up quark has a positive two thirds electric charge. This means that the difference in electric charge of the quark
coming out of the interaction and the quark going into the interaction is one positive unit of electric charge.
Essentially, the overall electric charge has increased by one unit — which breaks the law of conservation of electric
charge. The only way in which balance can be restored is if the emitted W- boson possesses one negative unit of
electric charge. This explains why the W- boson has to be negatively-charged (which is why it has a minus sign).
Once again, note the importance of the concept of "balance" in this interaction.

Let us now consider the implication of this conversion of a down quark into an up quark via the weak force.
Earlier in this chapter, it was described how the neutron is composed of two down quarks and one up quark.
Therefore, if one of those down quarks is converted to an up quark, then that neutron is converted into a proton
(remember, a proton is composed of two up quarks and one down quark). This conversion of a neutron into a proton
is what happens during radioactive beta decay.

The following diagram shows beta decay as a result of the weak force:

See if you can identify the position of the earlier Feynman diagram for the weak force in this diagram of beta
decay. Hence, we can see that forces also provide the mechanism of particle decay.

The emitted W- boson rapidly decays into an electron and antineutrino (as explained in the earlier discussion in
Chapter Five of how the neutrino was predicted), and it is the emitted electron which forms the beta radiation.

The Standard Model

With the successful application of gauge theory to particle physics in the 1960s and the 1970s, the field of particle
physics was considered to be so mature and well-established that an accurate orthodox model could be constructed.
This became known as the Standard Model of particle physics (more usually referred to as simply the Standard
Model). The Standard Model was developed by many physicists, and has been described by Sheldon Glashow —
one of the key architects of the Standard Model — as "a tapestry woven by many hands".

The Standard Model contains a listing of all known elementary particles, together with a deep understanding of
their interactions. Experiments have tested the predictions of the Standard Model to great accuracy. The Standard



Model is truly an accurate model of the subatomic world.
Because the Standard Model accurately describes the building blocks of our world, it can be used to derive and

explain almost all other scientific theories. For example, it is possible to use the Standard Model to derive the laws
of electricity and magnetism, thermodynamics, optics, and nuclear energy. It can explain how a star produces
energy, and it can explain the functioning of an ant.

So is the Standard Model truly the long-awaited "theory of everything"? Well, not quite. The biggest omission is
that the Standard Model says nothing at all about the dominant force in the universe: gravity. It also leaves some
other unresolved puzzles, most notably it provides no clue as to the nature of dark matter which supposedly
constitutes over 80% of the matter in the universe.

The Standard Model is usually presented as a listing of seventeen elementary particles. We have considered
almost all of these particles already in this book:

Let us examine the diagram. Firstly, let us consider the twelve fermions in the diagram (the matter particles: the
quarks, electrons, and neutrinos on the left of the diagram). We have considered the quarks in this chapter. Electrons
have been considered throughout this book (the diagram reveals that there are actually three different types of
electron, two of which have vastly greater masses). Neutrinos were considered in Chapter Five (again, the diagram
reveals that there are three types of neutrino).

On the right hand side of the diagram we find the five bosons, of which four are gauge bosons. In this chapter we
have considered the photon's role in the electromagnetic force. We have also considered the role of gluons in
transmitting the strong force (as was explained earlier, there are actually eight gluons in total, but these do not all
feature on the diagram), and we have considered the role of the W and Z gauge bosons in transmitting the weak
force.

So the only particle we have not yet considered is the Higgs boson …

The unification of forces

On the previous diagram of the particles of the Standard Model, you will see that the Higgs boson stands out on
its own. This is because the Higgs boson is not a gauge boson like the other bosons on the diagram — because the
Higgs boson does not arise from gauge theory.

Instead, the Higgs boson is the particle associated with the Higgs field, and the Higgs field is responsible for
giving mass to the elementary particles. Particles which interact more strongly with the Higgs field gain more mass.

We can think of the mass of an object as the object's resistance to being accelerated by a force (or, equivalently,
the amount by which the object feels the strength of gravity). In this respect, it is possible to describe the effect of
the Higgs field as being similar to the effect of a sea of molasses, slowing the particle down. The Higgs field acts to
resist any acceleration of the particle, so the particle gains mass (mass being defined as resistance to acceleration).

What makes the Higgs field interesting from the point of view of the Standard Model is that particle types do not
interact with the Higgs field in a symmetrical manner. We can therefore think of the Higgs field as "breaking the
symmetry" of particles which would otherwise be identical — in effect, producing the different particles of the
Standard Model. As an example, you can see on the previous diagram of the Standard Model that there are three



different types of electron: the electron, the muon, and the tau. The only thing which separates these particles is their
mass (the tau is heavier than the muon, and the muon is heavier than the electron). If the Higgs field had not given
these particles different masses then they would be identical in every way.

Of particular interest is the way the Higgs field appears to have broken the symmetry of four of the gauge bosons:
the photon (of the electromagnetic force), and the three gauge bosons of the weak force. It is believed that these four
gauge bosons were originally the gauge bosons of a single force, called the electroweak force. However, the Higgs
field had an asymmetric effect: the end result was to give mass to the weak force bosons, while the photon emerged
as massless particle. As a result, the weak force — with its massive bosons — remained short-ranged and confined
to the atomic nucleus, while the massless photons were long-ranged and free to roam the universe. This gave an
impression of two separate forces: the long-ranged electromagnetic force, and the short-ranged weak force.

It is believed that this separation of the electroweak force into two separate forces happened in the first moments
after the Big Bang, when the universe cooled from extremely high temperature. Perhaps this suggests that forces
become unified at high energies?

Indeed, one of the most intriguing outcomes of high-energy particle accelerator experiments is an indication that
the effect of the strong force becomes weaker at higher energies, while the strength of the electromagnetic force
increases. This seems to suggest that the strengths of the three forces would be the same at extremely high energies.
These energies would be a thousand million times greater than can be reached by current particle accelerators, but
these conditions would have existed in the first fractions of a second after the Big Bang. Maybe all four fundamental
forces — including gravity — were actually one unified force at the time of the Big Bang. After just a fraction of a
second after the Big Bang, the universe cooled and the four separate forces would have become "frozen out" to
become distinct forces.



7

QUANTUM GRAVITY
Up to this chapter, this book has reflected orthodox physics. The book has been based on the Standard Model of

particle physics, which has been experimentally tested to tremendous accuracy time and again. I would imagine all
professional physicists would agree with the majority of the book so far.

However, as readers of my previous books will know, my books tend to follow a pattern. The majority of the
material presented represents orthodox physics, but I do like to include some original ideas and hypotheses towards
the end of the books. This book is no exception. If you wish, you could certainly stop reading this book at this point
and feel satisfied that you have read a useful primer on particle physics. But if you are feeling adventurous, and
fancy something a bit different (and rather challenging), please press onward. Just bear in mind that much of the
material presented in the remaining chapters (especially the material representing my own ideas) should be
considered speculative.

However, be reassured that I have confidence in everything which follows.
 
The Standard Model is undoubtedly a marvellous achievement, but it is not complete: it says nothing about

gravity. And that is a fairly monumental omission as gravity is the dominant force which essentially rules the
universe.

Einstein's wonderful theory of general relativity is most certainly not the final theory of gravity. General relativity
predicts a universe completely spanned by a gravitational field. The gravitational field determines how objects move
when they are in free-fall, so it effectively defines the force of gravity. However, the gravitational field is a classical
field — just like Maxwell's electromagnetic field — in that it has no reference to quantum mechanics whatsoever.
Einstein's gravitational field is a smooth, continuous surface in all places — not quantized into particles. However,
we know that all particles (and fields) have to comply with the principles of quantum mechanics, so there is a need
to develop a quantum version of general relativity, with a gravitational field quantized into particles (which,
optimistically, have already been given a name: gravitons). This would be the final and correct theory of quantum
gravity.

Quantum gravity is an active research field in fundamental physics, but definite progress has been painfully slow
(non-existent?). The development of a successful theory of quantum gravity is the holy grail of modern fundamental
physics.

The biggest challenge for research into quantum gravity is that the two relevant theories — general relativity and
quantum mechanics — operate on two completely different scales. General relativity (gravity) is the theory which
dominates at large scales, holding stars and galaxies together. Whereas quantum mechanics is the theory which
dominates the atomic world. Gravity becomes an irrelevancy for particle interactions — it is simply too weak a force
for particles with such small masses. But if we are trying to develop a theory of quantum gravity, that will entail
generating equations which describe quantum mechanical behaviour and general relativity in the same equation.
However, there is simply no way of checking such an equation, or basing such a equation on observations, if we
cannot observe anything in the universe for which quantum mechanics and general relativity are both relevant. The
scales of the two phenomena are simply too wide apart: either we observe galaxies and large-scale objects (gravity
only — no quantum effects) or we observe particles (quantum mechanics only). It seems there is nothing in-between
scales for us to base our equation on.

However, there is just one thing suitable: a black hole.
Black holes are such extreme objects that they can only be completely understood by a theory that must combine

both quantum mechanics and general relativity. The event horizon of a black hole is particularly interesting in this
respect. Clearly, general relativity is vital to understand the event horizon as general relativity predicts extreme
curvature of space at the position of the event horizon (the Schwarzschild radius). However, the importance of
quantum effects also cannot be ignored at the event horizon. Most notably, Hawking radiation (considered in my
second book) is predicted to be generated at the event horizon purely by quantum mechanical effects, and Hawking
radiation is vitally important as it is supposed to be the mechanism which eventually results in the evaporation of the
black hole.

So in order to fully understand the behaviour of black holes, we will have to develop an equation which describes



both general relativity and quantum mechanics. Black holes really are quite unique objects.
However, even if we are unable to study a black hole closely, our existing knowledge of general relativity and

quantum mechanics can provide us with clues about the behaviour of quantum gravity. Starting with quantum
mechanics, we know that the uncertainty principle places fundamental limitations of our ability to make accurate
measurements of the width of an object. Specifically, if an object has a mass, m, then we can only accurately
measure the width of that object if its width is no smaller than the object's Compton wavelength:

where h is the Planck constant, and c is the speed of light. If we try to measure any smaller distance than this then
quantum effects — and quantum uncertainty — become dominant.

Remember we are trying to develop a theory of quantum gravity. We have just considered quantum mechanics, so
now let us consider general relativity.

General relativity imposes a similar limit on our ability to measure small objects. We know that if we compress a
mass to a distance smaller than its Schwarzschild radius then it forms a black hole. So the Schwarzschild radius
represents the distance at which general relativity becomes crucial for understanding the behaviour of objects:

where G is the gravitational constant.
Remember, we are interested in developing a theory of quantum gravity, so we want to find objects for which

both quantum mechanics and general relativity are essential. We therefore need an object with a width equal to its
Compton wavelength and its Schwarzschild radius. So let us set the formula for Compton wavelength equal to the

formula for Schwarzschild radius: 
Solving for m, we get:

This is called the Planck mass. Note that the formula for the Planck mass includes the two fundamental constants
of general relativity (G and c), and the fundamental constant of quantum mechanics, h.

Now we will take this formula for the Planck mass and substitute it back into the formula for either the Compton
wavelength or the Schwarzschild radius (it doesn't matter which one we choose — we have set them both equal in
this case). Let's select the Schwarzschild radius:



Square both sides of the equation to get rid of the square root:

Now take the square root of both sides of the equation (to get us back to a formula for distance — not the square
of the distance):

This distance is called the Planck length. Again, note that this formula for the Planck length just includes the two
fundamental constants of general relativity (G and c), and the fundamental constant of quantum mechanics, h. This
is encouraging: it indicates the length is significant for both general relativity and quantum mechanics — just what
we were looking for. The Planck length is considered to be the most important distance in quantum gravity research.
The suggestion is that the laws of physics at distances smaller than the Planck length could only be described by a
joint theory of quantum gravity.

Unfortunately, if you put actual values into the formula you can calculate that the value of the Planck length is an
incredibly small distance: 1.6 × 10-35 metres, which is about 10-20 times the size of a proton. The fact that this is
such a small length is often quoted as the reason why observations of quantum gravity would be so difficult to
obtain (particle accelerators would require astronomical energies to probe such small distances).

Rather disappointingly, this represents pretty much the state-of-the-art of what we know for sure about quantum
gravity (this, Hawking radiation, and the spin value of the graviton). I told you progress has been slow.

The previous calculation shows that if we want to study the behaviour of quantum gravity, we need to obtain a
sample of matter equal to the Planck mass (surprisingly large: about 21 micrograms) and then compress it to its
Schwarzschild radius (which, in the case of the Planck mass, is equivalent to the Planck length). Of course, by doing
this we are effectively creating a black hole (any mass compressed to its Schwarzschild radius forms a black hole).
So what we really need from a theory of quantum gravity is a theory which can describe behaviour at distances
smaller than the Schwarzschild radius of a black hole (to be precise, a Planck mass black hole).

At this point, a novel hypothesis which I presented in my earlier books emerges as a potential theory of quantum
gravity as it clearly fulfils this requirement. The modified gravity hypothesis (MGH) was first presented in my
second book. The whole basis of the MGH is that it predicts novel behaviour inside the Schwarzschild radius. We
also saw earlier that any theory of quantum gravity would have to be a theory which can describe the behaviour of
black holes — and the MGH fulfils that requirement perfectly.

This is encouraging, but it is only half the battle. To get a full theory of quantum gravity we would need to obtain
a quantum version of the MGH, which is what we will consider later in this chapter. But first, please allow me to
briefly recap the modified gravity hypothesis.

The modified gravity hypothesis (MGH)



Gravity still remains something of a mystery. We still do not know what happens at the predicted singularity at
the heart of black holes, or why the expansion of the universe appears to be accelerating. If you read my second
book, you will know that it proposed a simple and ingenious modification to the theory of general relativity which
solved these — and many more — problems. We sorely need some new insights into how gravity operates at the
quantum level, thus providing some pointers to a possible theory of quantum gravity. We will now consider if the
modified gravity hypothesis (MGH) proposed in my second book might provide pointers in this direction.

To start, here is a brief reminder of the motivation behind the MGH, and a list of the quite remarkable predictions
provided by such a simple idea. I will try to keep this brief, so for the details see my second book.

Firstly, the motivation behind the MGH is that the universe has zero total energy. This statement seems to have
become almost accepted as orthodox physics. It is possible for the universe to have zero total energy if gravitational
energy is considered to be negative. Richard Feynman considered the relevant equation in one of his 1960s lectures:
"If now we compare the total gravitational energy to the total rest energy of the universe, lo and behold, we get the
amazing result that the total energy of the universe is zero. Why this should be so is one of the great mysteries —
and therefore one of the most important questions in physics. After all, what would be the use of studying physics if
the mysteries were not the most important things to investigate?"

If we take the implications of Feynman's equation seriously, we find a universe predicted to expand to a certain
equilibrium distance, at which point the gravitational energy of the universe will be in perfect balance with the
energy contained in the mass of the universe:

So, once again, we find the importance of the concept of balance in the universe. We have seen throughout this
book how balance plays a vital role in constraining and determining the laws of Nature. In our earlier discussion of
the conservation laws, we found Professor David Charlton working at the LHC explaining how new particles can be
detected from the requirement that the energy going into a particle interaction must be perfectly balanced with the
energy coming out. Also, in the previous chapter, it was explained how gauge theory arises from any local
disturbance in the balance of the universe, a field being required to correct what Bruce Schumm called "a delicate
and precise balance". And in the MGH we again find a universe fighting to restore a balance of energies. As I
explained in my second book, it is as though the motivation as to why forces exist at all is because they reconfigure
the structure of the universe in order to correct imbalances.

The equilibrium distance, as predicted by the MGH, turns out to be a well-known distance: the Schwarzschild
radius. The Schwarzschild radius is best known as the radius of the event horizon of a black hole (if you compress a
mass to a size smaller than its Schwarzschild radius, it forms a black hole). But every mass has an associated
Schwarzschild radius — not just black holes. What makes the MGH so ingenious is the fact that for almost every
object in the universe its Schwarzschild radius is an almost undetectably small distance (the Schwarzschild radius of
a human being is about a trillionth of the size of an atom). So, crucially, this results in the MGH predicting an
attractive force of gravity which is in agreement with all the well-tested measurements of general relativity.

However, among the remarkable predictions of this simple hypothesis are the following:

A universe which is spatially flat — without inflation (as a universe which expands to its Schwarzschild radius
will be naturally spatially flat).

A universe with an accelerating expansion — without fine-tuned dark energy.

A simple solution to the black hole information loss paradox, and a simple explanation as to why the entropy of



a black hole is proportional to the area of its event horizon.

It is a very elegant solution to some of the most pressing problems in cosmology. However, as explained earlier,
we now want to move on a try to find the implications for quantum gravity.

The asymptotic freedom of gravity

As was explained earlier in this chapter, inside the incredibly small Planck length, it is predicted that the effects of
general relativity and quantum mechanics become equally dominant. We really have no idea what reality is like at
these scales, though there have been some educated guesses. The most famous guess was by John Wheeler in 1955.
Wheeler realised that — at distances smaller than the Planck length — quantum mechanics would play a major role
in shaping the spacetime of general relativity. The Heisenberg uncertainty principle would result in random twisting
turbulence in the structure of space itself. Wheeler gave this the name quantum foam or spacetime foam.
Unfortunately, in the absence of a theory of quantum gravity, we have no way of testing Wheeler's idea.

The major roadblock in the development of a theory of quantum gravity has been the tendency of infinities to
enter candidate theories. The problem in creating a quantum theory of gravity stems from the fact that there is
energy contained in the gravitational field connecting the masses. That field energy increases the effective mass of
the objects (via E=mc2). But if we increase the mass of the objects, then that increases the strength of the
gravitational field, etc. etc. You can imagine how the strength of gravity in this model appears to rapidly shoot off to
infinity. And if we have infinities in a physical theory, it shows the theory is flawed. So any potential theory of
quantum gravity we might construct would have to possess some mechanism for avoiding these infinities.

The MGH suggests that gravity is not a universally attractive force in all circumstances, but in fact acts to move
objects to a certain equilibrium distance (the Schwarzschild radius). Outside the equilibrium distance, gravity acts as
a purely attractive force, but inside the equilibrium distance gravity is no longer attractive and no longer acts to bind
objects closely together.

Now, put your thinking caps on and try and remember where we have encountered a similar phenomenon earlier
in this book.

If you remember back to our discussion of the strong force in the previous chapter, it was explained how quarks
become more strongly attracted the further apart they are separated, but at small distances (e.g., inside the proton)
there is no longer an attraction, instead the quarks are very loosely bound. This was the phenomenon of asymptotic
freedom. A comparison was made to a rubber band being stretched between fingers. It is clear that asymptotic
freedom is a very similar phenomenon to the behaviour of gravity at short distances as predicted by the
MGH. This reveals a possibly intriguing connection between the behaviour of the strong force (QCD) and the
behaviour of gravity.

I can quote the Wikipedia article on the development of the theory of asymptotic freedom: "The discovery was
instrumental in rehabilitating quantum field theory. Prior to 1973, many theorists suspected that field theory was
fundamentally inconsistent because the interactions become infinitely strong at short distances." This sounds
uncannily similar to the current puzzling situation regarding the force of gravity, which is predicted to rise to a huge
force at small distances, and an infinitely strong singularity in the heart of black holes. The MGH predicts that
gravity will no longer be attractive inside the Schwarzschild radius, and I find this similarity to asymptotic freedom
intriguing and suggestive. The MGH appears to predict that gravity becomes asymptotically free inside the
Schwarzschild radius.

Just as the theory of asymptotic freedom rescued the strong force, maybe the MGH can get the current theory of
gravity out of a (very black) hole?

This would maybe suggest that the behaviour of gravitons (the gauge bosons of gravity) has to be similar to the
behaviour of gluons (the gauge bosons of the strong force). This is perhaps not such a surprise. The reason given for
asymptotic freedom in the strong force is that the gluons can interact with other gluons in complicated ways —
giving surprising results. It is known that gravitons must also interact with themselves: gravitons form the
gravitational field, the gravitational field contains energy, and energy has a gravitational pull. So "gravity
gravitates".

In his book The Trouble With Physics, Lee Smolin explains this problem with self-interaction: "Gravitational
waves interact with each other. They interact with anything that has energy, and they themselves carry energy. This
problem does not occur with electromagnetic waves, because though photons interact with electric and magnetic
charges, they are not themselves charged, so they go right through each other."

Just as self-interacting gluons generate asymptotic freedom, perhaps self-interacting gravitons also exhibit



asymptotic freedom?
So the MGH not only explains the universe on the largest scale, but it also points to a new direction for research

on the very smallest scale of quantum gravity.

The modified gravity hypothesis (MGH) makes a wide range of predictions which agree with observation.
It explains why gravity is always seen as an attractive force (in agreement with general relativity), but predicts

repulsive gravity for the universe as a whole — powering an accelerating expansion. It predicts a spatially-flat
universe without inflation. It provides a simple solution to the black hole information loss paradox, and explains the
value of black hole entropy. Finally, an asymptotically-free version of gravity arises naturally from the hypothesis,
suggesting a new direction for quantum gravity research. It even makes predictions about the behaviour of gravitons.

The MGH is clearly extremely wide-ranging, making predictions below the Planck length, and also at
cosmological scales. Hence, the hypothesis starts to resemble a candidate theory of everything (or, perhaps more
accurately, a theory of quite a lot). However, whereas it might require an entire book to describe other theories of
everything — such as string theory or loop quantum gravity — the MGH could be described by just a single
sentence: "If the universe has zero total energy, then that implies gravity acts to move the masses in a system to the
Schwarzschild radius of that system".

We hear a lot about how "string theory predicts gravity". Well, according to the MGH, a zero-energy universe
alone predicts Newtonian gravity (for the equations, see my second book). It's all wonderfully simple. [14]

Nobel Prize winner Sheldon Glashow makes another point about string theory: "Superstring theory does not
follow as a logical consequence of some appealing set of hypotheses about Nature". However, the MGH most
certainly derives from a single logical principle. Indeed, it was built-up from that principle.

While string theory makes few (if any?) firm predictions, the MGH clearly predicts a spatially flat universe. It
also predicts a naturally-occurring accelerating expansion of the universe — which is known to be a problem for
string theory. The hypothesis also provides a simple solution to the black hole information loss paradox.

I am not suggesting that string theory is wrong. But what I am suggesting is that the modified gravity hypothesis
is more predictive, more testable, and is based on a stronger logical foundation.

The MGH requires no external setting of arbitrary parameters, no landscapes of possible solutions, no
multiverses, no hidden dimensions. And unlike other theories — such as string theory, supersymmetry, and loop
quantum gravity — the modified gravity hypothesis does not require us to search deeper to discover new structures
and particles. Instead, the hypothesis suggests we just need to try harder to make sense of what we already know.
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THE GREAT UNIVERSE MANIA
To end this book, here is a very peculiar tale.
In the 1930s, a strange fever afflicted the physics department of Cambridge University. But this was no biological

virus. This was a strange virus of the mind, a contagious idea so apparently compelling but — at the same time — so
cruelly destructive that the reputations of many of the most renowned physicists were permanently damaged.

An article in the journal Nature disparagingly called the Cambridge fever "the great universe mania". In this
chapter we will examine the cause of this mania, seeing why it caused so much uproar in physics, and trying to
understand why so many careers and reputations were damaged. We shall see that among those swept up by the
enthusiasm — and destructiveness — of the movement was none other than the great Paul Dirac. It was to be Dirac
who made some of the wildest pronouncements during the period of the great universe mania.

Although Dirac received heavy criticism at the time, we shall see that it is possible that Dirac was simply a
hundred years ahead of his time.

The numbers of Arthur Eddington

In 1929, the American astronomer Edwin Hubble discovered that the furthest galaxies appeared to be retreating at
a faster rate. This appeared to indicate that the universe was expanding, which, in turn, appeared to imply that the
universe originated from a small region of space. This was the Big Bang theory of the universe, which ushered in a
scientific revolution of our image of the universe. Hubble's discovery kickstarted the area of physics research known
as cosmology, which considers the structure of the entire universe at the largest scales.

The discovery of the Big Bang generated huge ripples of excitement throughout the scientific community. In
Cambridge, some of the most notable physicists started to investigate this fledgling field of cosmology. Arthur
Eddington was a professor who was one of the first physicists at Cambridge to understand the principles of general
relativity. Eddington had created a sensation by showing that light rays bent around the Sun (seen in a photo taken
during a solar eclipse), thus proving Einstein's theory of general relativity to be correct. Eddington also became a
cosmologist, applying the principles of general relativity to create models of the structure of the universe as a whole.

When Eddington became aware of Hubble's discovery of an expanding universe, he immediately suspected that
the cosmological constant in Einstein's general relativity equations was the source of the expansion. He then sought
to find a mechanism by which the value of the constant might be set to a value which would lead to the observed
expansion. But Eddington was also something of a maverick, with an unorthodox style of doing physics. And so the
mechanism which Eddington suggested was unlike anything seen before.

Essentially, Eddington realised that we have to use measurement apparatus made of particles (e.g., protons,
electrons) in order to measure anything at all. So the size of particles inevitably becomes an intrinsic part of the
measurement. According to Eddington, "any apparatus used to measure the world is itself part of the world". So if
we want to measure the size of the universe, then the size of particles will inevitably be involved in the measurement
result in some way. Eddington took this to mean that there would inevitably always be some fixed relationship
between the size of the universe and the size of a particular particle. Hence, although the observed value for the size
of the universe might appear to be set to an arbitrary value, it might be possible to find an analytical relationship
between the size of the universe and the size of a particle.

If this all sounds a bit crazy, bear with me. It gets crazier.
As an example of the type of peculiar calculation performed by Eddington, we find that the value of the ratio of

the strength of the electromagnetic force to the gravitational force is approximately 1040. So what did this value
mean? Eddington had no idea. So he decided to see where else this number appeared in physics.

At this point, Eddington entered dangerous territory. He started to use numerology. Numerology — as far as
physics is concerned — is a largely discredited "science" which essentially involves "working backwards from the
answer". The idea is to take some numerical constant and then try to mathematically construct that constant from
other known constants, such as pi, or the charge of an electron. If you happen to get lucky — hey — it would appear
you have managed to discover some deep secret about Nature. You would have effectively discovered a numerical



answer without knowing the underlying theory.
However, this method of "working backwards from the answer" is clearly not as satisfactory as initially

constructing a well-founded hypothesis which unambiguously predicts the value of the constant, which is the way
good physics is supposed to be done. As John Barrow says in his book The Constants of Nature, such a hypothesis
would "supply a large and consistent theoretical edifice from which the prediction would follow."

Another problem is that it is possible to play around with numerology without having any expertise in physics,
any ability to construct well-founded hypotheses. As a result, numerology has got a bad press as the domain of
untalented amateurs who try to promote their dubious (and usually flawed) hypotheses with relentless zeal. Arthur
Eddington was also a highly-successful populariser of science, and John Barrow had this to say about Eddington's
range of books: "The most interesting thing about Eddington's attempts to explain the constants of Nature by
algebraic and numerical gymnastics is their enduring effects on the readers of his popular science books. He liked to
tell his general readers about his new 'calculations' of the constants of Nature and the overwhelming impression he
conveyed was that it might be possible to unlock some of the most deeply hidden secrets of the universe by a little
bit of inspired guesswork and numerology. If you noticed that some equations had solutions that lay close to the
numbers like 137 and 1840 then you were in business as a rival to Einstein. I believe that Eddington's work, and his
widespread popularisation of it in books that sold in huge quantities and continued to be read for more than 60 years
after they were first published, inspired a generation of amateurs who dreamed of finding the numerological
explanation for the constants of Nature. Every week I receive letters that contain calculations of a sort that owe
much to Eddington's style and approach to Nature. They are characterised by very detailed numerical calculations, a
confinement of interest to a small subset of the constants of Nature, and no desire to predict anything new."

If we return to consider Eddington's interest in the huge number 1040 (the ratio of the strength of the
electromagnetic force to the gravitational force), Eddington realised that this was approximately equal to the square
root of the total number of protons in the observable universe, which is believed to be approximately 1080. This
became known as the Eddington number. However, Eddington was not satisfied by the apparent imprecision in its
value. So during a transatlantic boat crossing, Eddington calculated the number to great precision (by hand),
eventually proclaiming: "I believe that there are
15,747,724,136,275,002,577,605,653,961,181,555,468,044,717,914,527,116,709,366,231,425,076,185,631,031,296
protons in the universe, and the same number of electrons."

Unfortunately, as John Barrow explains in his book, one of the problems with numerology is that "after a while it
starts to become addictive". Eddington certainly seems to have been caught by the bug, and it was this contagion
which spread around Cambridge University. Eddington started applying his dubious methods to an ever-wider range
of constants, often receiving scorn from fellow physicists.

One of Eddington's complicated mathematical formulae supposedly resulted in the value 136, the inverse of the
fine structure constant (which describes the strength of the electromagnetic force). However, when later
measurements placed the value nearer the inverse of 137, Eddington changed his reasoning to suggest that a value of
one should be added to his calculation. At this point, some of his critics suggested he should be called "Arthur
Adding-one".

After one of Eddington's lectures, two physicists were overheard talking. One said "Do all physicists go off on
crazy tangents when they get old?" To which the other physicist replied "Don't worry, you have nothing to worry
about. A genius like Eddington may perhaps go nuts, but people like you just get dumber and dumber."

However, I can't help feeling that — as far as physicists are concerned — the main crime committed by
numerology is that it has never been successful: it has never been used to correctly predict the value of a constant.
Not once. I can't help feeling that if it had ever had any success — however small — then the method would have
been rapidly re-evaluated as a perfectly reasonable approach to doing physics. A rather similar re-evaluation seems
to have recently happened to multiverse theories which used to be regarded as unscientific but are now being sold as
the solution to the current slow progress in physics. If numerology had enjoyed any success then I suspect we would
all now be numerologists instead of string theorists. Even a small success can attract a huge amount of attention and
research effort.

With this in mind, it might be said that there is nothing particularly unreasonable about an intelligent approach to
numerology. As the renowned physicist James Jeans said: "Few, if any, of Eddington's colleagues accepted his
views in their entirety; indeed, few if any claimed to understand them. But his general train of thought does not seem
unreasonable in itself, and it seems likely that some such vast synthesis may in time explain the nature of the world
we live in, even though the time may not be yet."

The return of the amazing Mr. Dirac



In 1937, Paul Dirac was the Lucasian Professor of Mathematics at Cambridge University, one of the most
prestigious academic posts in the world. When Dirac made an announcement, the world listened. So it must have
come as a great surprise when he announced his decision to change his research area from quantum mechanics to
cosmology. As Graham Farmelo says in his biography of Dirac, this involved "refocusing his imagination from
scales of a billionth of a centimetre to thousands of light years."

Dirac's first contribution to the topic was written while he was on his honeymoon. It was a 650-word letter to the
journal Nature. The letter showed that Dirac was not immune to the numerology fervour, as it became clear that
Dirac had been largely influenced by the work of Eddington. When Niels Bohr read the letter, he said "Look what
happens to people when they get married."

Like Eddington, the letter considered the number 1040, the ratio of the strength of the electromagnetic force to the
gravitational force. But Dirac compared this number to the ratio of the radius of the universe to the radius of a
proton. The results were very similar, certainly similar enough to convince Dirac that there was a connection. It is
certainly unusual to find such a huge number in science, and even more surprising to find approximately the same
number arising from two different calculations. As John Barrow said: "There must exist some undiscovered
mathematical formula linking the quantities involved. They must be consequences rather than coincidences."

This is called the Dirac large numbers hypothesis.
However, it was realised that there was a fundamental problem with Dirac's idea: the universe is expanding. If the

universe is expanding, then that suggests that the universe will be larger in the future, and that it was smaller in the
past. But Dirac was only using the current radius of the universe in his formula. How could the formula (radius of
the universe to the radius of a proton) continue to give the vital 1040 number if the radius of the universe was
varying?

Dirac provided a fairly astonishing answer. He realised the 1040 number could not be maintained in an expanding
universe: it was bound to increase. So he suggested that the other magic number — the ratio of the strength of the
electromagnetic force to the gravitational force — was also increasing at the same rate. Dirac suggested this
increasing ratio would be possible if the strength of the gravitational force was steadily decreasing.

This is surely a sign that Dirac's hypothesis was in deep trouble, with an attempt by Dirac to patch over the
problem. If the gravitational force is decreasing, then that suggests the force was much greater in the past. However,
it was realised that this increased gravity would have resulted in increased energy output from the Sun, and the Earth
would have been much hotter in the past. In 1948, the American physicist Edward Teller showed that in the pre-
Cambrian era, 200-300 million years ago, Dirac's workaround would have resulted in the oceans boiling, and life on
Earth could not have survived.

So Dirac's hypothesis was falsified, proved to be untrue. Dirac appears to have rapidly lost interest in his idea. But
is it now possible to revisit the large numbers hypothesis and show that Dirac was correct in believing that there was
a deep underlying connection between the two ratios?

The Dirac connection

The problem with Dirac's approach was that he used the current radius of the universe in order to produce the
magical 1040 value. In an expanding universe, this value was bound to vary accordingly, thus breaking Dirac's
suggested connection.

However, at this point the modified gravity hypothesis (MGH) can step in and provide a solution to Dirac's
problem. If you remember, the MGH suggests that the universe has a certain equilibrium radius, and the universe
will expand until it reaches that radius. The universe may currently be smaller than the equilibrium radius, or it may
currently be larger, but — crucially — the value of the equilibrium radius does not alter with time. It is the
equilibrium radius which reveals deep truths about the universe — not the current value of the radius, which is an
arbitrary value. If we consider the equilibrium radius of the universe then all of a sudden Dirac's hypothesis makes a
lot more sense.

If Dirac had used the equilibrium radius instead of the current radius then he would have got the same numerical
result. If you remember, the MGH predicts an equilibrium radius for the universe equal to:



where Mu is the mass of the universe.
The ratio of this radius of the universe to, say, the radius of an atom is then approximately:

So we get the same magical 1040 value, but, crucially, all the values in this expression are constant values which
do not depend on the current radius of the universe. So this value does not alter with time. And if the value does
not alter then there is no longer any need for Dirac's horrible workarounds such as a varying force of gravity, which
effectively falsified his hypothesis.

It is important to note that this is no longer numerology as practised by Eddington and Dirac. This is a prediction
of a well-founded (though admittedly highly-speculative) hypothesis, constructed from first principles, a hypothesis
which makes predictions and agrees with known measurements. Dirac's large numbers hypothesis was based on his
conviction that these numerical coincidences were revealing some deep — but unknown — truth about the universe.
It is possible that the modified gravity hypothesis is the truth he was seeking.

The universe as an atom

However, of course, this is only half the story. So far, we have calculated the value for the ratio of the size of the
universe to the size of an atom, and found the value equal to 1040. Crucially, we have also just shown that this value
does not necessarily have to alter with time. For the next step, if you remember, Dirac considered this 1040 value and
found it was the same as the ratio of the strength of the electromagnetic force to the gravitational force.

Is this a just a crazy coincidence? Or could the radiuses of the universe and an atom be related to the strengths of
the electromagnetic and gravitational forces in some way?

Firstly, considering the atom. What forces control the size of the atom? Well, the strong force is short range,
confined to the nucleus, and so does not play a role. And gravity is too weak at these scales. So it is the
electromagnetic force which controls the overall shape of the atom, holding electrons in orbit around the nucleus.

Secondly, considering the universe, the electromagnetic force tends to cancel in atoms, positive charge equalling
negative charge, so large objects become electrically neutral. Hence, the electromagnetic force does not play a role
in shaping the universe. It is gravity which is the dominant force in the overall size of the universe, even though it is
by far the weakest of the four forces. Gravity dominates because all mass has the same gravitational charge (there is
no such thing as negative mass). Hence, for very large objects, the force of gravity steadily accumulates until it
becomes the dominant force.

So the strength of the electromagnetic force controls the size of the atom, and the strength of gravity determines
the size of the universe.

Remember we are now dealing with objects which are in an equilibrium state, meaning the forces holding them
together are precisely equal to the forces pulling them apart. This results in an equilibrium radius for the object, and
it is this equilibrium distance which interests us. The MGH suggests the universe has an equilibrium radius in much
the same way that an atom has an equilibrium radius.

Gravity dominates the universe and determines its size in much the same way as the electromagnetic force
determines the overall size of atoms. It is as though the universe is a scaled-up atom!

So, as wild and crazy and randomly unconnected as it may have appeared at first sight, it appears that there might



well be an underlying logic to the Dirac large numbers hypothesis.
At these two extremes of scale — the atom and the universe — we find similar situations. We find objects in

stable, equilibrium situations dominated by a single particular force. This results in simplicity at the two extremes of
scale.

Neil Turok considered this simplicity in his 2015 talk at the Perimeter Institute called The Amazing Simplicity of
Everything (http://tinyurl.com/turoklecture): "The astonishing thing about recent discoveries in physics is that they
tell us the universe is surprisingly simple and regular, on the tiniest scale and on the hugest scale. It's only
complicated in the middle. To first approximation, the universe is absolutely uniform in all directions. The whole
universe is as simple as the simplest atom. If you think about a hydrogen atom, how many numbers do you need to
describe an atom? An atom is a pretty simple thing: you have a nucleus, you have an electron going around it, you
have the force of electrical attraction between the nucleus and the electron. Well, it turns out to describe the universe
you need just one number. That number describes the universe — fewer numbers than you need to describe a single
atom. So the universe turns out to be the simplest thing we know."

The celestial spheres

When we look up at the night sky, we see a number of different celestial objects. Perhaps we see the Moon,
maybe we see planets, we almost certainly see stars. In other words, we see spheres. And this spherical model
applies over the largest range of scales: the largest star has a volume 100 trillion times larger than the Earth, but they
are both spheres.

And this consistency over scales still applies if we look down to the smallest scale, where we find atoms, more
spheres. Even quarks in a proton are distributed in a spherically symmetric way (for this reason, Bruce Schumm
called a proton a "subnuclear atom"). A sphere is an object in perfect balance: the forces which pull the sphere
together are balanced by the forces which push the sphere apart. Nature likes balance. Nature tries to correct
imbalance.

However, our best current theory of gravity predicts two of the most important objects of all are in a state of
raging imbalance. Those two objects are black holes, and the entire universe itself. General relativity predicts that
black holes are so totally imbalanced that they are crushed down to an infinitely-small singularity at their centre. As
far as the entire universe is concerned, general relativity predicts another out-of-control imbalance — this time in the
opposite direction: an ever-increasing expansion of the universe until it is infinitely large.

The modified gravity hypothesis restores balance. It eliminates the infinities.
It predicts spheres.
The modified gravity hypothesis predicts black holes which have their mass smeared around their Schwarzschild

http://tinyurl.com/turoklecture


radius (in practice, the mass would be concentrated in the accretion disk which surrounds every black hole). For the
entire universe, the hypothesis predicts an equilibrium radius, with the universe expanding to that equilibrium like a
soap bubble.

The modified gravity hypothesis reveals a universe which seeks perfect balance, from the scale of atoms and
protons, up to the scale of black holes, galaxies, and the universe itself.

A universe in perfect balance.
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NOTES
[1] For details, see Section 3.4 of Leonard Susskind and Art Friedman's book Quantum Mechanics.
[2] As this is now the square of two identical terms, the square root of this expression is just one of these two

terms. So if we take just one of these terms we will be able to eliminate the square root from the energy-momentum
relation.

[3] Do you recognise these two matrices? They are actually two of the Pauli spin matrices we considered in the
previous chapter. This is a big clue as to what is coming later.

[4] Why should the sign be positive for a, but negative for b, c, and d? This is because distances in space and time
do not work in quite the same way. The further you travel in space, the shorter the distance you travel in time.
Hence, a space-travelling astronaut will age more slowly than his counterpart left on Earth.

[5] Yes, I am aware that the gears in the arrangement shown in the diagram will actually rotate in opposite
directions. Please just ignore that — it is not important.

[6] For more details of this approach, see Chapter Twelve of Quantum Field Theory and the Standard Model by
Matthew D. Schwartz.

[7] Custom ambigram designed specially for this book by FlipScript Corporation.
[8] This is because the formula for kinetic energy (used in the formula for the Lagrangian) is ½mv2, so the partial

differential of the Lagrangian with respect to velocity (the partial differential being the conserved quantity) is mv,
which is the formula for momentum.

[9] "Gauge" means a standard of measurement. Gauge theory is based on the principle that it is possible to choose
a different standard at each point in space.

[10] This is called CP-symmetry, where the "CP" stands for "charge parity". It is known that there are some
violations of this symmetry.

[11] Technically, this type of symmetry, being able to rotate the wavefunction of a particle, is give the term U(1)
symmetry. The term "U(1)" means "rotation in one complex dimension". For more information, see the book Deep
Down Things by Bruce Schumm.

[12] The term "SU(3)" means "rotation in three complex dimensions". For more information, see the book Deep
Down Things by Bruce Schumm.

[13] Positioning different particle types on a symmetrical rotating wheel is described mathematically by group
theory. It is possible to transform any element in the group into any other element of the group merely by rotating
the wheel. For particle physics, the type of continuous groups which interest us are called Lie groups (pronounced
"Lee").

[14] As a purely speculative thought, it is interesting that the principle that the universe has zero total energy
when "viewed from outside" is reminiscent of the colour-neutrality of quark composites produced by the strong
force (e.g., protons have zero colour when "viewed from outside"). We can consider mass/energy to be the charge of
the force of gravity. Hence, it appears that forces create composite objects which are charge-neutral when viewed
from outside: gravity creates objects which are energy-neutral, the strong force creates objects which are colour-
neutral, and the electric force creates objects which are electrically-neutral (such as atoms). Is this significant?
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PREFACE
Why are there only three dimensions? It is surprising just how little research there has been on why there are three

dimensions of space. In fact, I believe this is only the second book dedicated to the precise question which has ever
been written (the first book was written by Ptolemy, two thousand years ago).

You might imagine that the question of why there are three dimensions of space would be one of the most
outstanding and pressing questions facing physics today. But it is rarely mentioned in that respect. Whenever a list is
compiled of the most important questions facing physics, the usual suspects always appear: unifying gravity and
quantum mechanics, dark energy and dark matter, the so-called hierarchy problem in particle physics. But you will
rarely see the question arising of why there are only three dimensions. Is the question considered too difficult, and is
therefore best ignored?

Admittedly, as we shall see later, string theorists might argue that there is plenty of research in string theory to
provide an answer to why we only observe three dimensions — though string theory actually predicts there are ten
dimensions of space! So string theory is not so much a drive to answer the question of why there are only three
dimensions — it is more a drive to answer the question of why we do not observe the troublesome seven dimensions
which are predicted by string theory but do not fit the bill.

This book also contains a description of the very exciting recent discovery of gravitational waves.
I have really enjoyed writing this book, probably my most enjoyable book so far. I have found it to be a

fascinating topic, with lots of interesting side-issues emerging. I hope you enjoy reading it as much as I enjoyed
writing it.

I think the conclusion in the final chapter is particularly convincing.
Once again, thank you for your support.
 
Andrew Thomas
(hiddeninplainsightbook@gmail.com)
Swansea, UK
2016



1

THE MAGIC NUMBER
In 1990, the American hip-hop trio De La Soul had one of their biggest international hit singles. The track was

called The Magic Number, and it reached No. 7 in the UK pop chart. The song emerged at a time when rap music
was dominated by violent and misogynistic themes. In contrast, De La Soul sang about love and peace and harmony,
themes which were more commonly associated with the 1960s hippie community.

In the lyrics of the song, De La Soul appear quite convinced that the "magic number" is the number three. As an
inquisitive physicist, I was intrigued by this apparent certainty as we clearly live in a universe which has three
dimensions. An object can move in three independent directions: left/right, forward/back, and up/down. Perhaps
surprisingly, we simply do not know why it is the case that there are three dimensions. Why is three genuinely a
magic number in this respect?

So I was intrigued by the De La Soul track and decided to investigate the lyrics more closely. Had this talented
but otherwise seemingly unremarkable trio stumbled upon a secret which had so far eluded the best minds of the
scientific community?

Perhaps it was a long shot. And, after reading the lyrics, I must admit I was disappointed.
At the core of De La Soul's thesis seemed to lie the idea that three was a "magic number" purely on the basis that

there were three musicians in their group. Furthermore, they appeared to regard their repeated assertion that "Three
is the magic number" as some sort of substitute for a testable scientific hypothesis.

So what is so special about the number three? This opening chapter will just consider the number three. Is there
anything obviously remarkable about this number? Is it inherently special?

The prime number

After my initial disappointment, I returned to consider the De La Soul track and decided that perhaps there might
be some truth in what they said. I came to this conclusion because, basically, it's a great track. You don't mind that
their argument is unconvincing because the lyrics work in the overall context of the song. What is more, the song
was a big hit, which seems to suggest that a lot of people agreed with De La Soul: the number three certainly seemed



like a plausible contender to be a magic number.
So why did the number three work in the context of the song? That question is equivalent to asking why treating

the number 17, or 54, or 378.25 as the magic number simply would not work as the lyric.
"378.25, and that's the magic number." I don't think so.
Of course, an obvious answer is that the word "three" only has one syllable, whereas the phrase "three hundred

and seventy eight point two five" has eleven syllables, so it simply would not fit into the rhyming structure of the
line. But the word "six" has only one syllable, as does "one", "two", "three", "four", "five", "eight", "nine", "ten", or
"twelve". With all these possible alternatives, why pick three as the magic number? Let us consider the properties of
the number.

Firstly, three is a natural number, which are the numbers used for counting. For example, we might say "There
are six apples on the table". The natural numbers are the non-negative integers. According to the German
mathematician Leopold Kronecker: "God made the first ten numbers; the rest is the work of man." With this quote,
Kronecker emphasized that the whole mighty edifice of mathematics is fundamentally based on simple numbers.

Animal bones dating back to 30,000 BC have been found with scratch marks which seem to indicate some form
of early counting behaviour. This probably indicates a hunter recording his kills, or of early farmers counting
livestock. It is known that shepherds frequently used pebbles to count their sheep (the word "calculate" derives from
the Latin calculus which means "pebble"). Our natural acquaintance and use of the non-negative natural numbers for
counting purposes — a direct connection with the physical world — might provide one explanation for our apparent
affinity with certain natural numbers. For example, De La Soul would have been unlikely to sing "Minus five, that's
the magic number".

Secondly, three is a prime number. It is the smallest odd prime number. A prime number cannot be divided
precisely by any other number (apart from the number one). Other prime numbers include 2, 5, and 7. So clearly
there are plenty of prime numbers distributed among the smaller numbers. However, the prime numbers become
rarer as they get larger (because there is more likelihood of there being a smaller divisor number).

The ancient Greek mathematician Euclid proved that any natural number can be created by multiplying prime
numbers together. This is called the fundamental theorem of arithmetic. For example, 20 = 5 × 2 × 2. The reveals
how the prime numbers might be considered the primordial elements from which all the numbers are constructed.
Indeed, the words "prime" and "primordial" share the same root from the Greek word primus (meaning "first"), as
does the word "primitive". This makes the prime numbers appear as if they are the fundamental building blocks of
mathematics. The close link between mathematics and physics is well established. So, for this reason, we should
perhaps not be surprised to find a prime number of spatial dimensions: we are dealing with one of the fundamental
physical constants — the building blocks of Nature.

The fundamental nature of the primes was considered by Enrique Gracián in his book Prime Numbers: "In the
same way that atoms combine to form molecules, prime numbers combine to form composite numbers."

Is there any reason why we might find the prime numbers intuitively more appealing? In 2014, the Guardian
newspaper ran a poll to discover the "World's Favourite Number". After 44,000 people had voted, it was announced
that the number seven was the most popular number, with the number three in second place. Both seven and three
are prime numbers. Almost half the submissions were for the numbers between one and ten.

The least popular numbers were the numbers which were divisible by ten, i.e., numbers which finished with the
digit zero. Perhaps those composite numbers were unpopular because they seemed rather clinical, calculated, and
sterile. In contrast, the popularity of the prime numbers is possibly because they seem more fundamental, more
"earthy". Indeed, in one of the quotes on the World's Favourite Number website (http://tinyurl.com/numberwebsite),
one of the respondents said she deliberately chose the number seven because it was prime.

According to the mathematician Alex Bellos, who arranged the poll: "The point here is that we are always
sensitive to arithmetical patterns, and this influences our behaviour — even if we are not conscious of it, and
irrespective of our ability at maths."

So maybe that is the reason why De La Soul chose three to be their magic number.

The number of sufficient magnitude

Let us continue this examination of the role of the number three in our culture by examining how we express the
number in our natural languages.

In his book Receiving Aristotle in an Age of Crisis, the professor of philosophy David Roochnik explores what he
calls the "exceptional nature" of the number three: "In ordinary language, both Greek and English at least testify to
the exceptional nature of the three. If my eyes hurt, and you ask me 'Which one hurts?' I will answer 'Both of them'

http://tinyurl.com/numberwebsite


rather than 'All of them'. The word 'all' is first used when I have at least three items to count."
Roochnik is suggesting that three is the first number to be of sufficient magnitude to be considered as representing

a significant number of objects. We find similar differences in terminology when we consider the difference
between the cardinal numbers and the ordinal numbers. A cardinal number is the form of a number which is used
for counting, such as one, two, three, etc. The ordinal version of the number refers to a position in a ranking system,
such as first, second, third, etc. We can see that the cardinal and ordinal versions of the numbers one and two are
very different: "one/first", "two/second". However, the cardinal and ordinal versions of numbers greater than two are
similar: "three/third", "four/fourth", "five/fifth", etc. We find this similarity of cardinal and ordinal for numbers three
(or greater than three) in other languages: French, German, and Italian. So, again, it appears that once we consider
the numbers three and greater, we reach a milestone in that we are now considered to have a large multiplicity of
numbers. The number three is the first number which represents a significant amount, and in language we treat it
differently from the numbers one and two.

The number three certainly seems to play an important role in our culture. When a group photo is being taken, the
photographer will often say "I will count to three and then take the photo", which seems to reinforce the idea that
three is the first number of sufficient magnitude (counting to one or two would not provide enough time for
everyone to get ready).

In baseball, three is the number of strikes before the batter is out, based on the notion that three should be a
sufficiently large number of attempts for any batter. Similarly, the "Three strikes and you're out" principle has also
entered the American legal system. Currently, twenty four states impose harsher sentences for a third offence. As an
example, California requires a criminal who has committed three serious or violent felonies to go to prison for a
minimum of 25 years (and could be as much as a life sentence). The principle behind these Three Strikes laws is that
three chances are deemed to be a sufficiently large number of chances to give to any criminal. Again, we find the
principle of three being a number considered to be of sufficient magnitude.

In association football (soccer) a player who scores three goals is said to have scored a hat trick, one of the most
cherished achievements. The scoring of a hat trick is celebrated much more than the scoring of two goals or four
goals, and the scorer traditionally takes the match ball home as a prize. Again, the hat trick celebration reinforces the
idea of three being the first number of sufficient magnitude, and the achievement of three successes being regarded
as exceptional.

This book is structured rather like a detective whodunnit. We will be considering the evidence, examining various
theories, rejecting some theories while retaining some theories which show promise. And — even at this early stage
— I think we have found a shred of evidence here. In many aspects of life, the number three is the smallest number
which is considered suitable for performing many tasks.

In the final chapter of this book it will be proposed that one and two dimensions of space would not be sufficient
to perform a particular requirement of Nature — and this will emerge as a potential solution to the question of why
there are three dimensions of space.

Occam's razor

William of Ockham (or "Occam") was an 14th century English monk who was one of the major figures of
medieval philosophy.



Surprisingly, one aspect of William of Ockham's work has remained influential even into the modern era. His
modern fame and influence is based entirely on one phrase he wrote in Latin: Entia non sunt multiplicanda praeter
necessitatem, which means "Entities should not be multiplied beyond necessity". This phrase is commonly known as
Occam's razor.

So why is this particularly relevant to our attempt to discover why there are only three spatial dimensions? Well,
it is relevant for the simple reason that three is certainly quite a small number. Out of all the infinity of possible
numbers — some of which are inconceivably huge — why do we end up with just three dimensions? We might
certainly imagine that Nature has applied Occam's razor: "Entities should not be multiplied beyond necessity."

Essentially, Occam's razor is a statement in favour of simplicity. Another translation of the phrase (which is
perhaps more relevant to out discussion) is: "Among competing hypotheses, the one with the fewest assumptions
should be selected." Phrased in this way, Occam's razor becomes a form of guidance for physicists. It is not strictly
scientific, it is not even always correct, but as a general rule it has been repeatedly shown to have value when
judging the value of various hypotheses about Nature. Put simply, the simplest theory (which predicts the same
results) is almost always correct. [1]

In many ways, physics could be seen as a drive towards simplicity. We seek the simplest explanations for the
phenomena we observe. Simpler explanations reveal deeper underlying truth. And physics is (hopefully) a search for
truth.

In his book The Fabric of Reality, David Deutsch describes how theories which are more fundamental can be both
simpler and fewer in number. Deutsch says his motivation in physics is nothing less than the goal of "understanding
everything". This might seem like an impossibly ambitious goal, but, as Deutsch explains, this does not mean he
wants to "know everything" — Deutsch has no interest in memorizing all the facts of the world's encyclopaedias.
Instead, he wants to understand all the reasons why the physical world works the way it does. Understanding a
comparatively simple theory (for example, general relativity) can explain a multitude of facts (the precise motion
and position of the stars and planets, for example). And, while it is certainly not possible to know all the facts about
the world, it might be possible to know a few simple theories which explain those facts. As Deutsch says:
"Confronted with this vast and rapidly growing menu of the collected theories of the human race, one may be
forgiven for doubting that an individual could so much as taste every dish in a lifetime, let alone, as might once have
been possible, appreciate all known recipes. Yet explanation is a strange sort of food — a larger portion is not
necessarily harder to swallow. A theory may be superseded by a new theory which explains more, and is more
accurate, but it is also easier to understand, in which case the old theory becomes redundant, and we gain more
understanding while needing to learn less than before."

Deutsch then presents probably the classic example of this drive toward simpler theories: the move to a



heliocentric (Sun-centred) model of the Solar System. The ancient model developed by Ptolemy placed the Earth at
the centre of the Solar System, and this geocentric model dominated for fifteen centuries. Because it was known that
the motion of the planets was irregular (with the planets sometimes appearing to change direction) it was necessary
to introduce the idea of epicycles, a smaller orbit contained within the planet's usual orbit around the Earth. Here we
see a planet orbiting on its additional smaller epicycle:

The epicycle allowed the planet to sometimes move backwards when viewed from Earth. This geocentric model
of the universe was dominant until the 16th century when the Polish astronomer Nicolaus Copernicus realised that
the model could be greatly simplified by placing the Sun at the centre of the Solar System and having the planets
(including the Earth) orbit the Sun.

Copernicus's model was simpler than the Ptolemaic model, and it not only explained the retrograde motions of the
planets but it also explained why the Earth experienced the seasons as it orbited the Sun once a year. So a simpler
model can explain more.

The adoption of the Copernican model was a classic example of the value of Occam's razor in practice. Its
obvious simplicity when compared to the Ptolemaic model meant it was to be preferred as an explanation.

Theories can have another quality which is similar to "simplicity" and that is "beauty". Beauty is perhaps more
associated with mathematical theorems, and Bertrand Russell once described mathematical beauty in the following
words: "Mathematics, rightly viewed, possesses not only truth, but supreme beauty — a beauty cold and austere, like
that of sculpture, without appeal to any part of our weaker nature, without the gorgeous trappings of painting or
music, yet sublimely pure, and capable of a stern perfection such as only the greatest art can show. The true spirit of
delight, the exaltation, the sense of being more than Man, which is the touchstone of the highest excellence, is to be
found in mathematics as surely as poetry."

The great physicist (and mathematician) Paul Dirac certainly believed in the importance of beauty in physics, as
he wrote in 1939: "The research worker, in his effort to express the fundamental laws of Nature in mathematical
form, should strive mainly for mathematical beauty. It often happens that the requirements of simplicity and beauty
are the same, but where they clash the latter must take precedence."

Nobel Prize-winning physicist Frank Wilczek has recently written a book called A Beautiful Question in which he
wonders why the world is apparently so beautiful.[2] Is there any reason why that should be the case? Wilczek even
compares the world to a work of art, and his lavishly-illustrated book compares human artworks with beautiful
structures from physics.

I was fortunate to meet Frank Wilczek recently. I congratulated him on his excellent book, and I asked him
whether "beauty" was rather a subjective concept. In reply, he felt that there were clear objective standards of
beauty, which had remained consistent down the ages: everyone seems to agree on "great art". He had gained a very
strong appreciation for renaissance art in particular. He felt that the discovery of perspective by renaissance artists



was an example of objectivity in art: "By understanding how the same scene can appear different, depending on the
viewpoint from which it is perceived, we learn to separate the accidents of viewpoint from the properties of the thing
itself. By treating subjectivity objectively, we master it."

Here is a photo of me with Frank Wilczek:

According to Frank Wilczek, Nature's "artistic style" has two obsessions:

Symmetry — a love of harmony, balance, and proportion.

Economy — satisfaction in producing an abundance of effects from very limited means.

The importance of symmetry — and especially balance — in fundamental physics was explored in my previous
book. The importance of economy — "producing an abundance of effects from very limited means" — reflects the
influence of Occam's Razor.

Beauty, however, still seems to me to be rather a subjective notion to evaluate possible theories: what you might
find to be a beautiful theory, I might find ugly. However, that is not the case for simplicity, because, surprisingly, it
is possible to obtain a quantitative measure of the simplicity of a theory.

A measure of simplicity can be found because simplicity is the opposite of complexity, and there is a large body of
science which deals with complexity.

How can we measure complexity (how complicated something is)? Well, consider a pattern, say, a square of
black and white dots, or maybe a binary sequence or zeroes and ones. How complex would you say the pattern is?
How would you measure the complexity of the pattern? Or, imagine you have two patterns, two squares of black and
white dots. Which pattern would you say is the most complex? How could you decide between the two patterns?

Well, it turns out that we can measure the complexity of the patterns quite objectively. There is a measure called
Kolmogorov complexity, which sounds quite complex in itself but is actually quite a simple and clever idea. The
Kolmogorov complexity of a pattern can be found on the basis that a computer program could be used to calculate
the pattern, and print out the black and white dots. As an example, if a pattern of zeroes and ones is a repeating
pattern then the computer program to print the numbers would be quite short: just a few lines, with the code
probably featuring a loop. For example, the repeating pattern:

 
xyxyxyxyxyxyxyxyxyxyxyxyxyxyxyxy
 
which has 32 characters could be represented by the code "xy 16 times", which only has 11 characters. This

shows it is possible to compress the pattern to a smaller length, while still retaining the same amount of information.
Alternatively, if the pattern of zeroes and ones is truly a complex pattern, then the computer program needed to

print the pattern could be very long. In the extreme case — for the most complicated patterns — the computer



program would be as long as the pattern. In that case, it would not be possible to make the computer program any
shorter than the original pattern. The minimum length of the computer program needed to print the pattern is called
the Kolmogorov complexity of the pattern. We can see that the Kolmogorov complexity describes the
compressibility of the pattern: if the pattern can be produced by a computer program which is shorter than the actual
pattern, then we can say that the pattern can be compressed to a shorter length (it can be represented by a computer
program with a shorter length).

So we see we can obtain an objective measure of the complexity — or, inversely, the simplicity — of any pattern.
And that is very useful for our purposes because a physics theory is, after all, nothing more than a pattern of letters
when it is written down. So we can objectively measure the simplicity of any theory. This idea is expressed by the
mathematician Gregory Chaitin: "This idea of program-size complexity is also connected with the philosophy of the
scientific method. You've heard of Occam's razor, of the idea that the simplest theory is best? Well, what's a theory?
It's a computer program for predicting observations. And the idea that the simplest theory is best translates into
saying that a concise computer program is the best theory. What if there is no concise theory, what if the most
concise program or the best theory for reproducing a given set of experimental data is the same size as the data?
Then the theory is no good, it's cooked up, and the data is incomprehensible, it's random. In that case the theory isn't
doing a useful job. A theory is good to the extent that it compresses the data into a much smaller set of theoretical
assumptions. The greater the compression, the better!"

So whereas it is impossible to objectively measure the beauty of a physics theory (your idea of beautiful might be
my idea of ugly), it is possible to objectively measure the simplicity of a theory.

The natural number

There are a many important constants (special numbers) in mathematics, some of which are quite famous. Perhaps
the most famous of the mathematical constants is pi (π) which is the ratio of a circle's circumference to its diameter,
and has the approximate value 3.14159. Other important mathematical constants include Euler's number (e) which
has the approximate value 2.718, and the golden ratio which has the approximate value 1.618. For a full list of these
constants, refer to the Wikipedia page on "Mathematical constants". [3]

If you consider the list of mathematical constants on the Wikipedia page, you might discover something
surprising: almost all of the constants have a value quite close to one. The largest constant listed is the Feigenbaum
constant which has an approximate value of 4.669. So none of the listed constants have large values of the order of
10,000, or several million. This is a known fact about the mathematical constants: they tend to be close to one. This
is a very useful fact as far as physicists are concerned.

These mathematical constants can often be produced by an infinite series of calculations, each calculation
producing a more accurate result. For example, in 250 BC the Greek mathematician Archimedes realised that pi
could be approximated by fitting a regular polygon inside a circle, and then adding up the lengths of all the sides of
the polygon. The more sides the polygon has, the closer to pi the approximation becomes:

So why are the values of these mathematical constants close to one? Well, if you consider the form of these
infinite series used to calculate the mathematical constants, you will find that the first term in many of these series is
the number one. For example, one infinite series which can be used to calculate pi is:



and an infinite series to calculate Euler's number, e, is:

and an infinite series to calculate the golden ratio, φ, is:

You will see that the first term in all of these infinite series is the number one (with the following terms becoming
progressively smaller). So we can see how the mathematical constants are frequently derived from the number one,
and so tend to have low values. This was described by Einstein in a letter to an old student friend, Ilse Rosenthal-
Schneider (you will note how he refers to the calculation of Euler's number, e, using the infinite series we considered
earlier): "I see from your letter that you did not grasp my hint about the universal constants of physics. I will
therefore try to make the matter clearer. Basic numbers are those which, in the logical development of mathematics,
appear by a certain necessity as unique individual formations. For example:

Einstein continues: "It is the same with π, which is closely connected with e. In contrast to such basic numbers are
the remaining numbers which are not derived from 1 by means of a perspicuous construction. It would seem to lie in
the nature of things that such basic numbers do not differ from the number 1 in respect of the order of magnitude, at
least as long as consideration is confined to 'simple' or, as the case may be, 'natural' formations."

There are constants in physics as well, for example, the speed of light, or the gravitational constant. It is clear that
these values can quite possibly have extremely huge (or small) numerical values depending on the units selected to
express the constant. For example, the speed of light is the extremely large value of 3 × 108 m/sec. However, if we
choose a different unit — for example, using kilometres as the unit of length instead of metres — then we get a
smaller number: 3 × 105 km/sec (note the change of unit). So by choosing different units, we change the numerical
value of the physical constant.

However, there are some constants in physics which are just plain numbers, i.e., they have no associated units.



One of the most famous is the fine structure constant, which is related to the strength of the electric charge and has
the numerical value of 1/137 (note: in this case there are no units involved — it is just a number). So these values
always stay the same — irrespective of units (because they have no units). Even a civilisation of aliens in a different
galaxy would calculate exactly the same numerical value for these constants. That makes them particularly
interesting for a physicist as they seem to reflect very deep truths about Nature.

Because mathematical constants tend to be close to one, there is justification to expect the physical constants
(which — at the lowest level — are surely derived from the mathematical constants in some way, via some
mechanism) to also be close to one. (Remember: this is only true for physical constants which are not expressed in
any particular units).

So we are entitled to expect any physical constants (which are not expressed in units) to be close to the number
one. This principle is called naturalness (and the physical constants are then said to be natural).

This insight into the importance of naturalness is generally ascribed to Einstein, and it was described in his only
publication on the subject in the German journal Annalen Der Physik in 1911: "The unit-free numerical factors,
whose magnitude is only given by a more or less detailed mathematical theory, are usually of the order of unity. We
cannot require this rigorously for why shouldn't a numerical factor like (12π)3 appear in a mathematical-physical
deduction? But without doubt such cases are rarities."

This extremely fortuitous principle has proven to be a useful tool for physicists. As John Barrow explains in his
book The Constants of Nature: "In every formula we use to describe the physical world, a numerical factor appears
… which is almost always fairly close in value to 1 and they can be neglected, or approximated by 1, if one is just
interested in getting a fairly good estimate of the result."

Conversely, if we encounter any physical constants which are very far from the value of one, then we should
suspect that we are not at the fundamental level, and we are missing some deeper mechanism. Our formula is not
describing a fundamental process. There is some additional fundamental behaviour which needs explaining because
it is not being captured by our formula. We need to dig deeper.

And, of course, this entire book is based on one particular constant which requires no units, and that is the number
of dimensions of space. The number three, used merely for counting in this way, is just a number. It is not three
metres, or three seconds, or three kilograms. It has no units. It is just three. It is just a number. And, on the basis of
Einstein's insight, this is precisely what we should expect to find. Three is a natural result for the number of
dimensions. It is natural because it is a number close to one. The closer to one, the better, the more in line with our
expectations.

So, by arguments purely based on naturalness, we should not expect there to be 10,000 dimensions of space. We
should not expect there to be 100 dimensions of space. It might be argued that we should not even expect to find ten
dimensions of space.

However, even without knowing the precise underlying mechanism which generates the dimensions, we would
expect there to be (approximately) three dimensions. Certainly, we would expect a number close to one. Our task is
then to discover the fundamental mechanism which naturally produces that result.

The Standard Model of particle physics is our best model of the physical world and has been tested to remarkable
accuracy. However, there remains approximately 20 unit-free constants in the Standard Model which appear to have
arbitrary values which have to be set on the basis of experimental ("empirical") measurement. Einstein believed that
the presence of these arbitrary constants reveals our theory is not truly fundamental: "In a reasonable theory, there
are no unit-free numbers whose values are only empirically determinable. Of course, I cannot prove this. But I
cannot imagine a unified and reasonable theory which explicitly contains a number under which the whim of the
Creator might just as well have chosen differently, whereby a qualitatively different lawfulness of the world would
have resulted."

So, how can these arbitrary constants be eliminated, thus creating a theory which is more fundamental? This is
possible if we strive to create more natural theories. If all arbitrary constants in a theory have a value which is close
to one, then those arbitrary constants effectively disappear (because multiplying by one is equivalent to not
multiplying at all: the original term remains unchanged). So a natural theory is a simpler theory: it would have fewer
arbitrary constants. We can therefore think of naturalness as arising from Occam's razor: the simplest theories are
more natural. [4]

Occam's razor and the principle of naturalness are therefore closely related, and it appears that both act to drive
down the number of spatial dimensions to a low value. Working in the opposite direction, we find the principle that
three is the first "number of sufficient magnitude" to perform a certain task — which acts to drive up the number of
spatial dimensions (as shown in the following diagram).



On that basis, our quest to discover why there are three dimensions becomes a quest to discover why one and two
dimensions of space would not be sufficient to perform a particular requirement of Nature. We will be returning to
this theme in the final chapter of the book.

So is three really a magic number, as De La Soul suggested? Well, it's starting to look like, yes, De La Soul might
have been onto something after all.



2

DIMENSIONS
When we say there are three dimensions of space, what exactly do we mean? What is a dimension? This question

will be answered for the specific case of the spatial dimensions, but then a more general concept of a "dimension"
will be introduced.

Put simply, the three spatial dimensions refer to the usual concepts of depth, width, and height. We can specify a
position in three-dimensional space using three coordinates:

In the previous diagram, you will see that the dashed arrow points to a point in space which is a distance x along
the horizontal axis, and is a distance y along the vertical axis, and a distance z along the axis which is coming out of
the page. We can therefore define the position of the point by a list of its coordinates: (x, y, z).

It is possible to consider spaces which do not have three dimensions. For example, position on a flat plane (such
as graph paper) could be described by just two coordinates: x and y. Hence, a flat plane would represent a two-
dimensional space. Position on a line could be represented by just a single coordinate: the length along the line.
Hence, a line represents a one-dimensional space. We can see that the number of coordinates required to define a
point determines the number of dimensions.

No matter what the number of dimensions, it is important to be able to measure the distance between two points.
A formula which can be used to calculate distances is called a metric. Let us first consider space with just two
dimensions, described by two coordinates: x and y. In that case, the following diagram shows that travelling from
point A to point B necessitates travelling a distance x horizontally, and a distance y vertically:



This forms a right-angled triangle, so from Pythagoras's theorem we could calculate this distance as the square
root of x2 plus y2. So this gives us our metric on a flat two-dimensional plane:

As shown in the earlier diagram of three-dimensional axes, it is easy to extend this metric to three-dimensional
space just by adding the extra z coordinate:

Even though we cannot visualize spaces with more than three spatial dimensions, it is very easy to describe them
mathematically: we simply add extra coordinates to our list which describes a point. For example, a point in a four-
dimensional space might be described by (w, x, y, z). Once, again, the number of coordinates determines the number
of spatial dimensions.

The metric for that four-dimensional space is also easily generated by adding another coordinate:

OK, so that is a basic description of the concepts involved when we describe spatial dimensions. But we have not
yet considered the crucial question …

What is a dimension?

We all have an instinctive understanding of space which allows us to move freely, avoiding obstacles, and
performing everyday tasks such as driving a car. Unfortunately, this very intimate connection we have with space —
acquired over millions of years of evolution — makes it very difficult for us to stand back and be objective about the
nature of space. We all live inside space — we cannot observe it from outside. So we find it very difficult to be
objective when answering the question "What is a spatial dimension?"

However, one of the most important skills of being a good physicist is to be able to ignore our human



preconceptions and intuitions, and to have an open analytical mind, able to consider the data in an objective manner.
And when we apply that objectivity to the subject of space and dimensions, we realise that the spatial coordinates of
an object, (x, y, z), just represent properties of that object, just as the colour of an object is another example of the
property of an object. Each coordinate represents a dimension of space; each coordinate represents a way in which
an object's properties can be modified. We may interpret variation of those spatial coordinates as "an object moving
around in space", but that interpretation gains us nothing more than just considering the variation in the positional
property of an object. If an object moves, its positional property varies. Likewise, if an object changes colour, its
colour property varies.

I particularly like the following quote from the German philosopher Hans Reichenbach which makes it clear how
all an object's properties can be treated as dimensions, with no distinction between space and colour: "Let us assume
that the three dimensions of space are visualized in the customary fashion, and let us substitute a colour for the
fourth dimension. Every physical object is liable to changes in colour as well as position. An object might, for
example, be capable of going through all shades from red through violet to blue. A physical interaction between any
two bodies is possible only if they are close to each other in space as well as in colour. Bodies of different colours
would penetrate each other without interference. If we lock a number of flies into a red glass globe, they may yet
escape: they may change their colour to blue and then be able to penetrate the red globe."

So, if we can treat a dimension as a range of property values, then we can also treat a range of property values as a
dimension. For example, let us continue this theme of treating colour as a property which can be expressed as a
dimension. It is the case that any colour can be generated by mixing together various amounts of red, green, and blue
primary colours (this is how a computer monitor can generate any colour: each point on the screen is composed of
microscopic red, green, and blue dots). So we can represent any single colour — yellow or purple, for example — as
particular combinations of red, green, and blue. Hence, any colour can be represented as a point in a three-
dimensional space, with the three axes of that space representing the three primary colours. As Frank Wilczek says
in his book A Beautiful Question: "We can specify any perceived colour by saying how much red, how much green,
and how much blue it takes to match it. This is completely analogous to how we can specify a place in space by
saying how far it is in the north-south, east-west, and vertical directions. Ordinary space is a three-dimensional
continuum, and so is the space of perceived colours."

Continuing this theme of treating property values as a dimension, Lisa Randall gives several examples in her book
Warped Passages: "When you peg someone down as one-dimensional, you actually have something rather specific
in mind: you mean the person has only a single interest." Lisa Randall presented the example of Sam, who sits at
home all day watching sports on TV. The number of hours Sam watches TV could be represented as a point in a
one-dimensional space.

Let us consider a similar example. Let us consider a book with a certain number of pages. Again, the book can be
represented as a point in a one-dimensional space:

Let us now consider a second book-related property: the colour of a book's cover. This can be represented as a
point in a continuous spectrum of all possible colours. The following diagram shows a book with a green cover
represented by a point in a different one-dimensional space:



There is clearly a unifying theme behind these two one-dimensional properties: they can both refer to a single
book. So let us combine these two properties, forming a two-dimensional space:

From the previous diagram, it can be seen how a book can now be completely described by a single point in a
two-dimensional space (instead of previously being described by two separate points in two different one-
dimensional spaces). From that single point in the previous diagram, you can see that we can determine that the
book has fifty pages, and has a green cover.

So it is possible to unify two different descriptions by creating a higher-dimensional space, and we shall see later
in this book how this method of unification has become very popular in physics.

Considering the book example, this is all well and good: the unification of page count and cover colour was based
on a single underlying entity (a book), and so the unification made good logical sense. However, it is very easy to
apply this technique to any two different descriptions — even if they have nothing in common! Mathematically, we
can combine any two descriptions into a single higher-dimensional space, and the result will be valid. But, in
physics, the big question is whether it is legitimate to perform the unification in this way. Does the unification
represent a true underlying connection? Does there exist an object which logically combines the two descriptions?
Or are we artificially "glueing" the two descriptions together, with no actual basis in reality?

As an example, we might count the number of wings on an animal (for example, a bird has two wings, but a
bumblebee has four wings), and we might count the number of tentacles on an animal (for example, an octopus has
eight tentacles, but a jellyfish can have more than a hundred), and represent these two descriptions (wings and
tentacles) as two points in two different one-dimensional spaces. However, we could then "glue" those two
descriptions together to form a single point in a two-dimensional space. That single point would tell us the number
of wings on a particular animal, and the number of tentacles on that animal — we have unified two apparently
completely different descriptions!



That might appear to be a great achievement, however, this is a totally artificial approach as the combined two-
dimensional object — a "flying octopus" — does not exist in Nature.

As we shall see later, this unification approach in physics using higher dimensions has become very popular. As
we have just seen, it is an easy way of achieving an impressive result — almost too easy. Basically, we can unify
any two properties using higher dimensions. But we have to ask ourselves, while the resultant unification might be
valid mathematically, does it have physical relevance?

Or are we just making flying octopuses?

 

Spacetime

One example of this type of unification is the "glueing" together of three-dimensional space and one-dimensional
time in order to produce a higher-dimensional four-dimensional spacetime. It was actually Einstein's former
mathematics tutor at the Zurich Polytechnic — Hermann Minkowski — who realised that it made sense to combine
space and time to form spacetime. Minkowski realised that his former pupil's theory of special relativity indicated
that time and space were not independent entities, but in fact motion through space could affect motion through time
(famously, the astronaut who flies away from Earth at a speed close to the speed of light will find — when he
returns to Earth — that he has aged less than someone who remained on Earth).



As Hermann Minkowski said: "Henceforth space by itself, and time by itself, are doomed to fade away into mere
shadows, and only a kind of union of the two will preserve an independent reality."

The "glueing" together of the space and time dimensions to form a four-dimensional spacetime is valid because
there exists a physical entity which must be described by both a point in space and a point in time. That physical
entity is the event. We are used to dealing with events in everyday life: a public meeting might be advertised at
occurring at a certain venue at a certain time. The meeting is therefore described by an event incorporating space and
time. But even at the level of fundamental particle physics we have to deal with events: the decay of a particle can
only be described by both the position of the particle and the time at which the particle decay occurred. So the
concept of the event has genuine physical significance. Hence, we are most certainly not creating a "flying octopus"
— a unification with no physical significance — when we glue together space and time.

Absolute space

Let us now consider a concept which was introduced by Isaac Newton in the Principia which has implications for
our quest to determine why there are three dimensions of space (or, equivalently, four dimensions of spacetime). As
described in my first book, Newton was a firm believer in absolute space, the idea that space took the form of a
permanent grid-like background inside which objects could move:

Essentially, absolute space represents a three-dimensional "box". Even if all the matter in the entire physical
universe was removed, Newton believed absolute space would still exist as an entity in its own right. This certainly
has consequences for our quest into the origin of three dimensions: is there a pre-existing three-dimensional "box"?

However, Newton's idea of absolute space has been categorically refuted. Instead, it is now accepted that
individual observers — moving at constant velocity — can define their own inertial frame of reference, essentially
defining their own set of coordinate axes. And the principle of relativity tells us that the laws of physics are the same
for all observers — regardless of their velocity. Hence, every observer's frame of reference is equally valid: there
can be no single definition of absolute space which can apply to all observers. An equivalent argument is that
absolute space could be used to determine if an observer was absolutely stationary, but relativity tells us that there is
no experiment which can distinguish between being stationary and moving at constant velocity.

Instead of absolute space, Newton's great rival Gottfried Leibniz proposed that space must be relative, with spatial
positions emerging from the relationships between the objects within the universe:



In the model of relative space, space emerges from the properties of the objects within the universe. I believe this
is an important clue in our quest to discover why there are three dimensions of space: we should expect three-
dimensional space to emerge from the properties of the objects (fundamental particles) which compose the universe,
rather than expecting the dimensions to already exist as some absolute background three-dimensional axes.

We will be returning to this theme in the final chapter.
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THE GEOMETRY OF THREE DIMENSIONS
In this chapter, we will be considering the geometry of three-dimensional space. Is there anything particularly

special about three-dimensional geometry? Does it possess any particular properties which are not shared by
geometries in other numbers of dimensions?

Let us start by considering polygons. A polygon is simply a shape composed of a connected sequence of straight
lines forming a loop. A rectangle is an example of a polygon with four sides. The simplest polygon which can exist
is the triangle with three sides (again: the magic number). Bearing this in mind, perhaps the number three is the
smallest allowable number which can represent the existence of a physical body? A "number of sufficient
magnitude"? The triangle is also the most stable physical shape which is widely used in construction and design,
perhaps most notably in the geodesic dome. The geodesic dome is the most stable structure which can be produced
from the least amount of materials.

Does Nature take advantage of the strength of this triangle-based design principle? We will find out later.
Of particular interest are the regular polygons. These are polygons which have all sides equal, and all angles

equal. A square is the regular polygon with four sides, and the equilateral triangle is the regular polygon with three
sides.

The following diagram shows the regular polygons with three, four, five, and six sides (including the regular
pentagon and the regular hexagon).



Interestingly, there are only three possible ways to tile a plane using regular polygons. The following diagram
shows how this can only be achieved by using equilateral triangles, squares, and regular hexagons. Any other type of
regular polygon (for example, a regular pentagon or regular octagon) cannot tile the plane.

So there is that magic number again: the number three.

The Platonic solids

Let us now move from two dimensions into three dimensions. A three-dimensional object which is built from
connected polygons is called a polyhedron (plural: polyhedra). As an example of a polyhedron, a cube can be
constructed from six squares, one square on each face. A polyhedron which is constructed purely from regular
polygons is called a regular polyhedron. Only five regular polyhedra exist in three-dimensional space. These are the
tetrahedron, the cube, the octahedron, the dodecahedron, and the icosahedron. These five regular polyhedra are
shown in the following diagram:



These five regular polyhedra — the only regular polyhedra which exist — have been known since antiquity. They
are more commonly known as the Platonic solids, named after the ancient Greek philosopher Plato. Plato considered
these objects to be perfect forms, inhabiting a special realm of mathematical perfection. In contrast, all physical
objects on Earth — such as balls and rough cubes — could only ever be approximations of these perfect
mathematical forms.

Interestingly, Platonic solids appear in the natural world. As an example, the shape of radiolaria — single-celled
marine life — can take the form of a regular icosahedron:



So, in radiolaria, we find an example of Nature taking advantage of the strength of a triangle-based design, just
like the geodesic dome we considered earlier. In his book A Beautiful Question, Frank Wilczek considers the design
of the herpes virus, which is another Platonic solid. He suggests that this is an example of the simplicity of Occam's
razor: "This is a case of simplicity giving the appearance of sophistication, or more precisely of simple rules giving
rise to apparently complex structures that on reflection become ideally simple. The point is that the DNA of viruses,
which must instruct them in all facets of their existence, is very limited in size. To economise on the length of the
construction manual, it helps to make your product from simple, identical parts, identically assembled. Because the
part generates the whole, the virus does not need to know about dodecahedra, or icosahedra — but only about
triangles, and a rule or two for latching them together."

Because all the faces of a Platonic solid are exactly the same, they are often used to make dice. As each face is
identical, there is an equal chance of each face being selected. Hence, the dice are perfectly fair. You have surely
seen a cube used to make dice, but the other four Platonic solids are also used to make dice for role-playing games:



As there are only five Platonic solids, there can only ever be these five fair dice.
In the 16th century, the German astronomer Johannes Kepler created a model of the Solar System in which the

orbits of each of the then-known five planets related to one of the five Platonic solids. In Kepler's model, the
Platonic solids were placed inside each other, and the outer edges of the solids was supposed to provide the correct
orbital distance of the related planet. Again, this is based on Plato's idea of the Platonic solids representing some
ideal form. The following diagram shows Kepler's model:



Kepler abandoned this idea as it was not accurate enough, but he did later calculate the formula for the correct
motion of the planets, which was based on elliptical orbits.

The Platonic solids in higher dimensions

So far, we have considered geometry in two and three dimensions. However, as discussed in the previous chapter,
we can consider the geometry of any number of dimensions. Of particular interest to us is the construction of
Platonic solids in spaces with more than three dimensions. It is impossible to visualise such structures, but their
construction follows the same rules as the construction of the Platonic solids in three dimensions: every side has to
be a regular polygon, and every angle has to be the same.

What is particularly interesting is the number of Platonic solids which can exist in spaces with different numbers
of dimensions. We have seen that only five Platonic solids exist in three-dimensional space. Perhaps it might be
imagined that spaces with higher numbers of dimensions would permit greater numbers of Platonic solids to exist,
but this is not the case.

We have just considered the three-dimensional case, with only five regular polyhedra — the Platonic solids —
being possible in three dimensions.

As we move to consider greater than three dimensions, the polyhedra are now given the name polytopes. In four
dimensions, it turns out that there are six regular polytopes. This is perhaps not very surprising: we have added
another dimension, and discovered one extra regular polytope.

However, as soon as we go beyond four dimensions, the sequence changes completely. In five dimensions, there
are only three possible regular polytopes. In six dimensions, there are — again — only three possible regular
polytopes. In fact, for every number of dimensions greater than four, there are only three possible regular polytopes.

The mathematical physicist John Baez has considered the possible implications of this remarkable fact on his
website: "You might think things would keep getting more complicated in higher dimensions. But it doesn't! Four



dimensional space is the peak of complexity as far as regular polytopes go. From then on, it gets pretty boring. This
is one of many examples of how four dimensional geometry and topology are more complicated, in certain ways,
than geometry and topology in higher dimensions. And the spacetime we live in just happens to be four-
dimensional. Hmm." [5]

In that last sentence you can see that John Baez clearly considers it possible that this result has some significance
as to why there are four spacetime dimensions. I also think this is a significant result, but only in a general sense. As
John Baez says, it shows that the geometry of three and four dimensions has particularly interesting properties which
are not shared by the higher dimensions. Cambridge University physicist John Barrow has published a
comprehensive review paper entitled Dimensionality (a link is in the footnote[6]). In Dimensionality, Barrow
examined the mathematical properties exhibited by the lower numbers of dimensions, "examining whether or not 3
and (3+1) dimensions lead to special results in pure mathematics. Remarkably, it does appear that low dimensional
groups and manifolds do have anomalous properties."

We will be returning to consider the special geometrical properties of three-dimensional space in the final chapter,
where we will be uncovering what I believe to be the truly important unique property possessed by three-
dimensional space, and the reason why space must have three dimensions.

The stability of orbits

It is surprising that the three-dimensional geometry of space plays a central role in many equations in physics, in
ways that are not immediately obvious. As an example, we can consider Newton's formula for the attractive
gravitational force, F, between two masses, m1 and m2:

where G is the gravitational constant.
You will see that the distance between the two masses, r, is on the bottom line of the fraction. This means there is

an inverse relationship between the strength of the gravitational pull between the two objects, and the distance
between the two objects: if the objects are closer (the distance is smaller) then the force of attraction is larger, and if
the objects are further away (the distance is larger) then the attraction is smaller. But what is particularly interesting
is that in the equation, the distance r is squared.

In her book Warped Passages, Lisa Randall describes this effect: "It is known as an inverse square law, which
means that the strength of gravity decreases with distance proportionally to the distance squared. For example, if you
double the distance between two objects, the strength of their gravitational attraction goes down by a factor of four."

Why is the distance squared? In the case of inverse square laws we can see a very clear logic determining why
these formulas have that form, and it is due to the three-dimensionality of space.

We can imagine a mass as being a "source" of a gravitational field, and a second mass will be attracted to that first
mass of the basis of the strength of that field in the immediate locality of the second mass. We can also imagine a
spherical region of space, with the source mass at the centre of that spherical region:



The gravitational attraction from the source mass is clearly going to be distributed evenly around the spherical
region. As we move further away from the source mass, we can see that the spherical region will grow larger (the
sphere will be larger). Hence, the influence of the source mass will become more and more diluted the further the
distance from the source mass. So this is the true reason why gravity becomes increasingly weaker with distance.

The formula for the area of a sphere is 4πr2, where r is the radius of the sphere. So the sphere area — and hence
the rate at which gravity weakens — is proportional to the square of the distance from the source mass (the square of
the radius of the sphere). So now we see the true origin of the inverse square law of the force of gravity: it is caused
by the dilution of the effect of the source as it radiates into three-dimensional space. And because of the purely
geometrical nature of this effect, the inverse square law also applies to many other phenomena such as the
weakening of an electric field, or light, or sound.

As Lisa Randall says in Warped Dimensions: "The way in which the gravitational force law depends on distance,
which is encoded in Newton's inverse square law, is intimately connected to the number of spatial dimensions. This
is because the number of dimensions determines how quickly gravity diffuses as it spreads out into space."

But what if there are more than three dimensions of space? For example, what if there were four dimensions of
space? In that case, gravity would no longer be described by an inverse square law, instead it would be described by
an inverse cube law. This would result in the force of gravity varying with distance at a greater rate: in four
dimensions, gravity would become very much stronger if objects moved closer together, and would become very
much weaker if objects moved further apart. This effect would become even more pronounced if there were more
than four spatial dimensions. [7]

We will now consider the important consequences of this fact for the stability of the planetary orbits (such as the
orbit of the Earth around the Sun).

It was Isaac Newton who first realised that objects could be placed into stable gravitational orbits. Newton came
to this conclusion by considering an ingenious thought experiment which is now known as Newton's cannonball.

Newton imagined an enormous cannon on top of a very high mountain. The cannon is aimed in a direction which
is perfectly parallel to the Earth's surface (see the following diagram). Newton realised that if the cannon fired a
cannonball at a low speed then it would reach the surface of the Earth after having travelled just a few miles,
following trajectory A in the following diagram. Newton also realised that if the cannonball was fired at a
tremendously high speed then it would travel straight into space along trajectory C. Newton's great insight was that
there had to be an intermediate speed between those two velocities which would result in the cannonball following
trajectory B in the following diagram:



You can see from the diagram that if the cannonball follows trajectory B it will travel on a course which will take
it completely around the Earth back to its starting point. Hence, that cannonball could be placed into a perpetual
stable orbit around the Earth.

The speed at which the cannonball (or any object) must be fired to remain in that orbital path is called the orbital
velocity.

Let us now consider the forces involved when an object is in orbit. Let us consider a satellite — for example, the
International Space Station — in orbit around the Earth. I suspect it is generally believed that satellites such as the
International Space Station stay in orbit in space because gravity is virtually non-existent in space, so satellites are
weightless. This is most certainly not the case. The International Space Station is in orbit only 250 miles above the
surface of the Earth. I live in the west of Britain, which is not a large country, but I am frequently nearer the
International Space Station than I am to London. At that low height, the force of gravity is only slightly weaker than
it is on the Earth's surface (the strength is actually 88% of the strength of gravity on the surface of the Earth). If you
dropped an object from that height, it would most certainly fall toward the Earth at great speed.

No, the reason the International Space Station (and all other satellites) stay in orbit is because they are travelling
so fast — as anyone who has seen the International Space Station shooting across the night sky will agree.[8] The
International Space Station is travelling at 17,100 mph. As you know, if you have a heavy bucket attached to a rope,
and you swing the bucket around yourself, it will feel as if the bucket is pulling on the rope. This apparent outward
force is called centrifugal force.[9] It is this force which holds the satellite in orbit above the surface of the Earth.
The formula for the value of the centrifugal force, F, is:

where m is the mass of the orbiting object, v is the velocity of the object, and r is the orbital radius.
Now let us consider the stability of an orbit. What would happen if the International Space Station slowed



slightly, maybe after being hit by a rock? This would result in a considerable reduction of centrifugal force which, as
we see from the formula, is proportional to the square of the velocity of the satellite. Gravity remains as strong as
ever, so would this reduction in centrifugal force result in the satellite rapidly plummeting to the Earth, in an ever-
accelerating descent? In other words, is the orbit unstable?

Well, the quick answer is no. And this is because of the law of conservation of angular momentum. The formula
for angular momentum, L, is given by:

so:

This formula shows that as the radius of the orbit gets smaller, the velocity increases (given that angular
momentum is conserved: the value of the L term stays constant). This is the same principle as an ice skater spinning
on the spot, who brings their arms in closer together in order to spin faster.

The smaller radius brings greater speed, and it is this greater speed which saves the International Space Station
from plummeting to its doom.

Let us substitute this value of v into the earlier formula for centrifugal force to get:

This shows that the value of the centrifugal force varies as the inverse cube of the distance, r. But we know that
gravity only varies as the inverse square of the distance. So as the satellite moves closer to the Earth, gravity



increases — but the centrifugal force increases quicker. Hence, at a certain distance, the value of the centrifugal
force will increase so that it balances gravity again. The International Space Station will be saved!

This analysis has shown that orbits are stable: a slight variation in velocity will not result in a satellite plummeting
downwards.

However, as explained earlier, the strength of gravity is strongly dependent on the number of spatial dimensions.
So this result suggesting the stability of orbits is only applicable in three dimensions. As explained earlier, if there
are more than three dimensions then gravity becomes very much stronger as objects move closer together. This
effect would overwhelm the increase in centrifugal force, so nothing could prevent gravity from pulling the satellite
to its doom.

In other words, orbits are only stable in three dimensions.

Anthropic theories

The stability of orbits might just be regarded as a fortuitous consequence of three-dimensional space. However,
the stability of orbits also has a surprising interpretation: it appears to mean that life can only develop in three-
dimensional space. As John Barrow said in Dimensionality: "If hundreds of millions of years in stable orbit around
the Sun are necessary for planetary life to develop then such life might only develop in a three-dimensional world."

This restriction is also the case for fewer than three dimensions. Max Tegmark, a physicist at MIT, has suggested
that intelligent life could not exist in only two dimensions of space because "two nerves cannot cross."[10] This
theme was continued in John Barrow's book The Constants of the Universe in which he considered the difficulties of
life in two dimensions. For example, a two-dimensional creature would be split into two pieces by its digestive
system:

If you are not convinced that the evolution of intelligent life requires the existence of planets in stable orbits,
perhaps you might be convinced by the fact that the three-dimensional restriction also applies to the orbits of
electrons around the atomic nucleus. Atoms simply could not exist if there were more or less than three dimensions
of space. How could life develop in a universe with no atoms? With no chemistry? As John Barrow says: "If we
assume the structure of the laws of physics to be independent of the dimension, stable atoms, chemistry, and life can
only exist in fewer than four spatial dimensions."

Because of life's apparent requirement for three-dimensional space, in 1955, the English cosmologist Gerald
Whitrow was the first to propose a radical idea.[11] Whitrow considered the stability of orbits and realised that the
evolution of life would have been impossible if the universe had not permitted stable orbits. For this reason,
Whitrow proposed that the universe had to have three dimensions, for the simple reason that life could not have
evolved in any other type of universe, and so we simply would not exist in order to observe the universe. Whitrow's



idea has come to be known as the anthropic principle.
It is the case that several other crucial fundamental constants — most notably the cosmological constant —

appear to be set to life-friendly values. According to the basic form of the anthropic principle, we should not be at all
surprised that that is the case. After all, it could be no other way.

In its most basic sense, the anthropic principle merely states the obvious: the universe clearly has to be amenable
to life (with the fundamental constants set to life-friendly values) or else we simply would not exist, and so would
not be observing the universe. It is virtually impossible to disagree with this form of the anthropic principle, which
should be regarded as a tautology.

However, there is a complicating factor. As it appears to be the case that the fundamental constants could
conceivably possess values which are not life-friendly, then the emergence of a life-friendly universe appears to be
an extremely fortuitous coincidence. And physicists instinctively don't like coincidences. Coincidences appear to
indicate some deeper — or external — unknown mechanism.

In an attempt to explain-away the coincidences, some physicists have proposed a particularly controversial
version of the anthropic principle. It has been suggested that there are many separate universes — forming a
multiverse — with the fundamental constants being set to different values in each individual universe. Hence, we
should not be surprised to observe life-friendly conditions in our universe.

This version of the anthropic principle eliminates the coincidences: we just happen to inhabit one of many
different universes, a universe which must have life-friendly conditions. But there is clearly a price to be paid in
terms of the proposed (and unobserved) multiverse of many (possibly an infinity) different unobserved universes.
For this reason, you might imagine that this strong form of the anthropic principle would be generally unpopular,
generating little interest.

However, for many physicists, and in many particular areas of fundamental research, quite the opposite has
happened. Not only has the strong anthropic principle been welcomed, but it is seen as being capable of providing an
explanation for many intractable problems: "Why are there three dimensions of space? Because there are an infinity
of universes with different numbers of dimensions of space, and humans could have only evolved in one of those
universes which had three dimensions."

On that basis, the anthropic principle solves everything! We might as well retire from physics and spend the rest
of our lives down the beach. There are no more problems to be solved.

However, I hope you realise that this forms a very unsatisfactory form of "explanation". Indeed, it does not really
resemble an explanation at all, not in the true sense of conventional analytical physics. In his book The Trouble with
Physics, Lee Smolin regrets the adoption of the anthropic principle by some physicists: "because it has been
understood for some time that it is a very poor basis for doing science." Joseph Conlon includes a memorable
criticism in his book Why String Theory?: "While the anthropic principle is not vacuous, it can be seductive. It offers
the dangers of the open cookie jar at Fat Camp — the soft route of easy temptation. It also encourages a solipsistic
attitude to science. For example, I could ask why the Cuban missile crisis did not end in mutual assured destruction,
with a nuclear conflagration that destroyed the world. If I felt sufficiently brazen, I could respond that the answer is
the anthropic principle. If a nuclear war had occurred in 1962, my parents are unlikely to have met a decade later,
and I would never have been born in 1981. However, many would feel that the fact that I am right now
contemplating the marvel of my own existence is not a satisfactory explanation for why Kennedy and Khrushchev
managed to avoid taking their respective nations to war."

For this book, I conducted a survey of existing theories as to why there are three dimensions of space. And,
unfortunately, I have to say that the anthropic approach dominates these theories. As well as the previously-
discussed stability of orbits, other examples of these anthropic theories include:

In space with four or more spatial dimensions, all stars either collapse into black holes, or disperse. And no
stars means no people. [12]

Only a three-dimensional universe would expand at a rate which would allow the formation of large-scale
structures such as galaxies. [13]

Waves only travel without distortion or reverberation in three-dimensional space. As John Barrow says in
Dimensionality: "Three-dimensional worlds appear to possess a unique combination of properties which enable
information-processing and signal transmission to occur via electromagnetic wave phenomena … This situation
has led many to suppose that life could only exist in an odd-dimensional world because living organisms
require high-fidelity information transmission at a neurological or mechanical level." In other words, no
information processing means no people.



I get the impression that anthropic theories such as these are invoked when a problem seems so difficult — so
impossibly insurmountable — that it is hard to conceive of any conventional analytical solution. Anthropic theories
could then be thought of as "theories of last resort". However, I would suggest it is best never to resort to such
theories.

Instead, if we really want to solve the problem of why there are three dimensions of space, we are going to need
the highest-quality science. Let us start with our best theory of the geometry of space …



4

GENERAL RELATIVITY
In November 1907, Albert Einstein was sitting in a chair in the patent office in Bern where he worked as an

assistant examiner. According to Einstein: "All of a sudden, a thought occurred to me. If a person falls freely, he will
not feel his own weight." This was the thought which started Einstein on the eight-year road to formulating his great
theory of general relativity. Later, he was to call this the happiest thought of his life.

In this book, we are considering clues as to why there are three dimensions of space. As general relativity remains
our best theory of space and time — a hundred years after it was discovered — in this chapter we will consider
general relativity in some depth.

The idea of a free-falling person not feeling their own weight may not seem to be a particularly surprising or
inspiring thought. Indeed, it is a concept which seems so familiar to us that we would take it for granted, and think
no more of it. However, as Nobel Prize-winning chemist Albert Szent-Györgyi said: "Scientific discovery consists
of seeing what everyone else has seen, but thinking what no one else has thought."

Perhaps we can understand Einstein's insight by considering the modern-day equivalent of his falling man thought
experiment, which would be a reduced-gravity aircraft flight. A reduced gravity flight gives its occupants
(sometimes prospective astronauts, but more often simple thrillseekers willing to pay the $5000 price) a brief
experience of genuine weightlessness (approximate duration of 25 seconds). The flight involves a steep climb and
then a rapid descent.

The force of gravity at the bottom of the hump is roughly twice as large as normally experienced. The plane then
starts to climb and the sequence starts over again. There are typically 40-60 manoeuvres in a flight. This results in
approximately two thirds of the passengers feeling nauseous. Hence, these aircraft have been nicknamed the "vomit
comets".

The following NASA photograph shows Stephen Hawking's zero-g flight in 2007.



What the vomit comet (and Einstein's thought experiment) reveals is that it is possible to eliminate the force of
gravity purely by placing objects in an accelerated environment. This appears to reveal a fundamental equivalence
between gravity and acceleration. This so-called equivalence principle means that a passenger in a spaceship in a
weightless environment in deep space will feel the force of gravity if the spaceship is accelerated (the passenger will
be pushed into their chair).

NASA are considering building a spaceship which generates its own artificial gravity by continuously rotating,
rotation being a form of acceleration. However, the equivalence principle tells us that this is no "artificial" gravity —
no, gravity and acceleration are precisely the same thing. There is nothing "artificial" about this artificial gravity
— it genuinely is the force of gravity.

Einstein stated this equivalence principle in 1907: "We assume the complete physical equivalence of a
gravitational field and a corresponding acceleration of the reference system."

The curvature of space

The equivalence principle means that if we consider a spaceship in deep space in a weightless environment, and if
we then consider that spaceship being accelerated, then the effect on the objects inside that spaceship will be
precisely equivalent to the force of gravity. So let us imagine that there is a small window in the side of the
spaceship through which light from a nearby star is entering the spaceship. According to the point-of-view of a
passenger in the spaceship, the beam of light entering through the window appears to curve to the floor as the
spaceship accelerates (as the light crosses the spaceship, it moves closer to the floor as the spaceship accelerates
upward).

The following image shows this curved beam of light inside the spaceship:



We know from the equivalence principle that this accelerated spaceship is effectively experiencing the force of
gravity. So the light appears to be dropping to the floor under the influence of gravity. This is quite a revelation: the
path of light is affected by the force of gravity. Indeed, it was the observed deflection of starlight around the Sun
during a solar eclipse which provided the first confirmation of the accuracy of general relativity.

But we know that light always tends to travel in a straight line through space (in fact, as we shall shortly see, light
is actually travelling the shortest distance between two points — which usually happens to be a straight line). So if
light truly is continuing to travel in a straight line through space under the influence of gravity, then this implies that
space itself must be curved.

This is the main message of general relativity: the effect of gravity is caused by the curvature of space
(actually, the curvature of spacetime). We will see later in this chapter precisely how this curvature of space causes
the forces we associate with gravity.

In the later years of his life, Einstein explained his thought processes to his youngest son Eduard. Describing his
insight that gravity was the curving of spacetime, he said: "When a blind beetle crawls over the surface of a curved
branch, it doesn't notice that the track it has covered is indeed curved. I was lucky enough to notice what the beetle
didn't notice."

Tensors

Once Einstein realised that gravity was caused by the curvature of space, he was faced with the task of expressing
that curvature mathematically (so it could be included in the eventual final equation). Einstein's mathematical skills
were good, but he was not a professional mathematician, and he realised he needed help. So, in 1912, Einstein called
on his old friend Marcel Grossman.

Grossman had taken the class notes when Einstein had missed the mathematics lectures at the Zurich Polytechnic.
According to Walter Isaacson in his biography of Einstein, Einstein had scored 4.25 out of 6 in his geometry class at
the polytechnic, while Grossman had scored a perfect 6.

Grossman was very excited when Einstein asked for his help to describe the curvature of space in a mathematical
form. Grossman consulted the literature, and discovered that Einstein required non-Euclidean geometry to describe
the curvature. Euclidean geometry is the conventional geometry taught in schools based on lines, squares, circles,
etc. drawn on a flat plane. However, non-Euclidean geometry extends this geometry to consider shapes drawn on
curved surfaces. The resultant geometry can appear very counter-intuitive. For example, the interior angles of a
triangle can sum to more or less than 180° when drawn on a curved surface, and parallel lines can eventually meet.



In the previous diagram, we might imagine the sphere as representing the Earth. We can then imagine two
explorers at different positions on the Equator, and they both decide to walk in a straight line in a precisely northerly
direction (along the lines shown in the diagram). The paths they take will gradually become closer together until
they eventually meet at the North Pole. We might interpret this apparent attraction between the explorers as being
due to the force of gravity, but really they are just following straight lines along curved space. It is the curvature of
space which introduces gravity.

As we move off the two-dimensional plane and consider the possibility of non-Euclidean geometry in higher
dimensions, the important factor for describing those spaces mathematically is how we measure the distance
between two points. As we shall see, this is because — in curved space — the shortest distance between two points
can be different from the distance in flat space.

As was described in Chapter Two, the mathematical formula for the shortest distance between two points is called
the metric. Firstly, let us see recap how this metric is defined on a two-dimensional flat surface.

In the following diagram, imagine we want to travel from point A to point B via the shortest possible route (the
shortest possible route between two points in geometry is called a geodesic). The shortest distance between the two
points is shown by the dotted line. You will see that travelling from point A to point B necessitates travelling a
distance x horizontally, and a distance y vertically:

This forms a right-angled triangle, so from Pythagoras's theorem we could calculate this distance as the square
root of x2 plus y2. So this gives us our metric on a flat two-dimensional plane:

However, this metric is not necessarily the same for curved surfaces. In order to see why that can be the case,
consider an aircraft flying from Seattle to Zurich (see the following diagram). Clearly, the airline will want the



aircraft to take the shortest possible route (to save fuel). It so happens that Seattle and Zurich both lie at the same
latitude (47° North), which implies that Zurich is precisely east of Seattle. We might therefore expect the aircraft to
fly in a precisely easterly direction (which we might consider to be the horizontal x direction). On flat space, this
would be correct: in the following diagram we would expect the aircraft to follow one of the many circular lines of
latitude which are drawn in light grey around the globe:

However, because the surface of the Earth is curved, you will see on the diagram that the route the aircraft takes is
not the easterly route along one of the lines of latitude. Instead, the aircraft takes a more northerly route, as far north
as Greenland (the route is shown by the curved black line on the diagram). [14]

So, whereas on a flat surface, the shortest distance between Seattle and Zurich would simply have been the
distance in the easterly (x) direction, the situation is more complicated for curved surfaces. On a curved surface, the
shortest route might be very different.

Grossman realised that Einstein would need to use tensors to describe curvature in his eventual equation for
general relativity. A tensor is similar to a vector, and vectors were introduced in my previous book. A vector is a
column matrix — a matrix (a rectangular array of numbers) which has just one column:



In my previous book, we saw how vectors can be used for representing points in space. For example, the vector
shown above could be used to represent the point with the coordinates (x, y, z).

A tensor is the more general case of the vector. For our purposes, we can consider a tensor as being a two-
dimensional array of numbers. For example, a flat surface is represented by the following metric tensor:

A metric tensor allows us to compute the distance between two points in any space.
So why is this the metric tensor which describes a flat surface? Well, let us imagine you are an aircraft pilot, and

you want to know how far you will actually travel (and therefore how much fuel you will use) if you travel a certain
distance in the easterly (x) direction, and a certain distance in the northerly (y) direction. On a flat surface, the
formula which calculates the distance you will actually travel — the metric — is given by:

This formula is in the form of a matrix multiplication (a tensor multiplying a column matrix), so let us perform the
matrix multiplication and see what we get (the technique of matrix multiplication was described in my previous
book).

When we multiply the matrices, we get:

which means:

which, as we saw previously is the metric for a flat two-dimensional plane (which we calculated previously from
Pythagoras's theorem).

So we have, indeed, discovered the metric tensor for a flat surface, and it is:



But space has three dimensions. What if we want to calculate the distance travelled (and the fuel used) by the
aircraft as it not only moves along the surface, but also flies up into the air? In that case, we have to consider a third
(z) dimension, and our metric tensor becomes a 3×3 matrix:

You will see the metric tensor for three-dimensional flat space has a similar form to the two-dimensional case (a
diagonal matrix: all the elements which are not on the main diagonal are set to zero).

But Einstein knew that special relativity implied that the universe is not built on just the three dimensions of space
— it is built on the four dimensions of spacetime. So Einstein knew that the metric tensor describing the curvature of
four-dimensional spacetime would have to be a 4×4 matrix.

But, before we consider the necessary matrix, we have to ask the question: how do we actually measure distance
in spacetime? Well, the distance travelled by an observer in spacetime can be measured simply as the elapsed time
measured on a clock carried by that observer (this is called proper time).

This has an interesting consequence: even for an observer who is stationary in space, the clock will continue to
show the passing of time, meaning that the observer is actually travelling in spacetime. As explained in my third
book, even a stationary observer is actually moving at the speed of light in spacetime. This means that, if the clock
of a stationary observer shows that a time t has passed, the observer will actually have travelled a distance ct in
spacetime (where c is the speed of light).

There is an additional factor we have to consider. According to special relativity, an observer who travels at high
speed (for example, close to the speed of light) will experience less time passing than an observer who remains
stationary. This is the principle of time dilation. For example, consider an astronaut who flies off from Earth
reaching nearly the speed of light. When that astronaut returns to Earth, he will have aged less than an observer who
has remained on Earth. Special relativity has therefore revealed that the greater the distance you travel through
space, the less distance you will travel through time — and vice versa. As far as the metric tensor is concerned, this
means the element of the tensor which multiplies the time component must be the opposite sign (positive or
negative) to the sign of the element which multiplies the space component.

To see this, the following diagram shows the metric tensor needed to describe flat (uncurved) spacetime. You will
see that the single element in the tensor which multiplies the time component is positive (+1), whereas the three
elements which multiply the space components are negative (-1): [15]



When we perform the matrix multiplication, we get:

which is the correct formula for distance in a flat (uncurved) spacetime. For a curved spacetime, the metric tensor
would be different and so the formula for spacetime distance would also be different. [16]

What is more, all observers — no matter how they are moving — will agree on the same measured spacetime
distance, d. Einstein realised this property was essential: relativity tells us that all frames of reference should be
considered equally valid. No observer can claim that his frame of reference (and any single set of coordinate axes)
are preferred over any other observer's frame of reference (in Chapter Two it was explained how there can be no
absolute time and space in the universe, no single reference for time and space). By using this tensor formulation,
the equation would apply to all observers — no matter how they were moving. As we have just seen, it is possible
for tensors to produce invariant values on which all observers can agree. Therefore, no single observer — and no
single set of coordinate axes — is special or preferred in any way.

Einstein called this invariant property of tensors general covariance. Much of the eight years Einstein spent
developing general relativity was spent ensuring his equation had this property of general covariance.

Tidal forces

As we saw earlier in our discussion of the equivalence principle and the "vomit comet", it is possible to virtually
eliminate the effect of gravity if an object is in free-fall. However, it is actually quite difficult (effectively
impossible) to completely eliminate the effect of gravity. That is because space possesses curvature, and that
curvature means objects never fall in precisely the same direction — even in a vomit comet. In other words, the
geodesic lines of objects never point in exactly the same direction. It is very difficult to choose a region in which
space is completely flat (uncurved). But by choosing a very small region — for example, the interior of a vomit
comet — space will be approximately flat. To see why, consider a very small region on the surface of a sphere. A
small region will be approximately flat (for example, we feel the Earth is flat when we inhabit just a small region of
its surface), but there will still be a small degree of curvature present in that small region which can never be
completely eliminated.

This ever-present curvature of space can never be completely eliminated in an accelerated frame. The



gravitational effects of this curvature are, therefore, the true effects of gravity, and it is these effects we want to
consider. These effects are called tidal forces.

These tidal forces emerge when objects fall along lines (geodesics) which point in different directions — not the
same direction. Hence the saying "gravity is caused by the curvature of spacetime".

In the following explanation of tidal forces, we will be considering the movement of a number of footballs (soccer
balls) as they each follow their geodesic lines through space. The resultant deformation in the arrangement of the
footballs will reveal the action of gravity on structures.

To see the effect of these tidal forces (due to curvature), we need to consider a larger region of space. So consider
an observer inside an extremely large elevator, floating freely in space a few hundred miles above the surface of the
Earth. Not only will the observer be floating in a weightless situation, but any objects with him in the elevator will
also be floating. Imagine there are two footballs in the elevator with the observer. These are floating by the side of
the observer, with the balls separated by a certain distance. As was explained earlier, by considering the motion of
these footballs in free-fall, we can learn about the behaviour of gravity.

As the elevator continues on its free-fall journey toward the Earth's surface, both the observer and the footballs
will be attracted toward the precise centre of the Earth. The footballs follow their geodesics towards the centre of the
Earth. This will inevitably result in the paths of the balls slowly converging (see the following diagram — the
geodesics of the footballs are denoted by dashed lines). From the point of view of the observer, he will see the balls
floating on either side of him, and then he will see those balls slowly drifting together as they follow the converging
geodesics:



As well as the balls slowly drifting together, there is also a stretching of the observer in the vertical direction (also
shown on the diagram). This is due to the difference in the strength of gravity in the vertical direction. This
stretching effect is called spaghettification and is the effect which will kill you if you are unlucky enough to fall into
a black hole. Remember: in free-fall (falling into a black hole, for example) you do not feel the effect of gravity —
you only feel the tidal forces, and it is those tidal forces which will rip you to shreds.

In order to discover the effects of these tidal forces on three-dimensional objects, let us replace our observer in the
elevator with a very large rubber weather balloon. The footballs are now glued around the edge of the balloon, so
that the movement of the footballs (in free-fall along their geodesics) controls the shape of the balloon.

As in the previous example with the observer, the effect of the tidal forces is to squeeze the balloon horizontally,
while stretching it vertically. The balloon therefore forms an elliptical shape:



Crucially, even though the balloon forms this elliptical shape, the volume of the balloon does not change. Even
though the balloon is squeezed around the middle, it is stretched at its ends, and the end result is a volume which is
unchanged. Another crucial point is that there is nothing — no mass — inside the balloon (apart from air). So in this
situation in which the balloon is empty, the volume of the balloon does not change due to the tidal forces.

Now let us put some mass in the balloon. In fact, we will put a lot of mass in the balloon. Imagine a balloon
considerably larger than the Earth, and let us put the Earth inside the balloon. Again, some footballs are glued
around the edge of the balloon so that — as the footballs fall along their geodesics — we can observe the effect on
the shape of the balloon.

As you can see from the previous diagram, the footballs all fall along their geodesics (straight lines directed to the
centre of the Earth). So, in this case, there is a volume reduction in the size of the weather balloon.



Einstein realised he would have to capture this volume-reducing effect of gravity (due to the presence of mass) in
his equation for general relativity. The tensor which can be used to describe volume reduction of an element of
space is called the Ricci tensor (pronounced "Reechy") which we will denote by Rμν.

The rate of volume reduction (described by the Ricci tensor) is then proportional to the mass inside that volume.
The distribution of mass (and therefore also the distribution of energy via the conversion equation E=mc2) is
described by the energy-momentum tensor, Tμν. This gives us the following equation:

where k is some proportionality factor. It turns out that k must be equal to 8πG (in order to agree with Newtonian
gravity). So the equation then becomes:

This equation was Einstein's initial proposal for the general relativity equation. Essentially, what it is telling us is
something quite simple: it is telling us that the curvature of space (spacetime) is proportional to the mass (and
energy) contained within that volume of space.

However, Einstein realised there was a problem with this initial proposal for a general relativity equation. The
problem was due to the law of conservation of energy. Let us first consider the right hand side of the equation,
which deals with the distribution of mass and energy. The law of conservation of energy states that the amount of
energy in a closed volume of space must remain constant over time. The right hand side of the equation satisfies this
law because if we consider the derivative of the energy-momentum tensor (the derivative is the rate of change of a
value over time) then we find that it is equal to zero: the amount of energy in the volume does not change over time,
i.e., energy is conserved. We can express this as:

where the ∇ symbol represents the derivative. [17]
However, the derivative of the Ricci tensor is not zero, so Einstein's equation could not be correct (the derivative

of the right hand side of the equation was zero, but the derivative of the left hand side of the equation was not equal
to zero). Instead, the derivative of the Ricci tensor, is:

where R on the right hand side is called the Ricci scalar (it is derived from the Ricci tensor, and it is just a number
which is not zero if the surface is not flat), and gμν is the metric tensor which we considered in the previous section.

Einstein realised he could take the right hand side of the equation over to the left hand side, changing its sign in
the process, and taking the derivative outside the bracket (as it was a factor which was common to both terms):

We see we are now taking the derivative of the expression inside the bracket, and the result of that derivative is
zero. We saw earlier that the derivative of the energy-momentum tensor is also equal to zero. So Einstein realised
that these two terms (on which the derivative was being applied) were equivalent. This meant:



We also need to include the previous 8πG proportionality factor:

And that's it! That is Einstein's equation for general relativity, the derivation of which is generally considered to
be the greatest scientific achievement in the history of humanity. It is called simply the Einstein equation (yes, that's
correct, E=mc2 is not the "Einstein equation").

So, although the equation looks rather daunting and mathematical, we can see from our earlier analysis that it is
actually telling us something which is really quite simple. In a simplified form, it is telling us that an amount of mass
(on the right hand side of the equation) will result in curvature of spacetime (the left hand side of the equation)
around that mass. And that, basically, is the essence of gravity.

In his biography of Einstein, Water Isaacson put Einstein's achievement into perspective: "Einstein had shown
that the fabric of spacetime became not merely a container for objects and events. Instead, it had its own dynamics
that were determined by, and in turn helped to determine, the motion of the objects within it. The curving and
rippling fabric of spacetime explained gravity, its equivalence to acceleration, and, Einstein asserted, the general
relativity of all forms of motion. In the opinion of Paul Dirac, the Nobel laureate pioneer of quantum mechanics, it
was 'probably the greatest scientific discovery ever made'. Another of the great giants of twentieth century physics,
Max Born, called it 'the greatest feat of human thinking about nature, the most amazing combination of
philosophical penetration, physical intuition and mathematical skill.'"

On the largest of scales (which is where general relativity's modification of Newton's law becomes measureable),
general relativity correctly predicted gravitational lensing (light bent around stars and galaxies), black holes, and the
expanding universe.

The final confirmation of general relativity made global headlines recently. General relativity states that
gravitational effects are not transmitted instantaneously (after all, nothing travels faster than light). Instead, gravity is
transmitted across the universe in the form of gravitational waves. As an example, if the Sun disappeared
instantaneously, the Earth would continue to orbit the position of the Sun for seven minutes until the bad news
reached us in the form of gravitational waves.

Gravitational waves are predicted to carry energy, just like any other form of wave (you may have felt the force of
waves in a rough sea). Unfortunately, gravitational waves are also predicted to be extremely weak and very difficult
to detect. As an example of the weakness of gravitational waves, the largest source of gravitational waves in the
Solar System is due to the orbit of Jupiter around the Sun, but the amount of energy emitted by Jupiter in the form of
gravitational waves is only about that of a 40-watt light bulb.

However, despite their weakness, several teams of researchers have spent decades searching for gravitational
waves using highly inventive experiments and sensitive detectors. The most sensitive is the Advanced LIGO project
(Laser Interferometer Gravitational Wave Observatory) which consists of two observatories based in Livingston in
Louisiana and Hanford in Washington State. The experimental equipment at the two sites consists of two four-
kilometre long tubes oriented at ninety degrees. Laser beams are shone down both tubes, reflected at the ends 280
times (giving a combined distance of over 1,000 kilometres), before being combined back at the base station. As a
gravitational wave passes, it is predicted to slightly shorten the length of one of the tubes while slightly lengthening
the other (because the tubes are at ninety degrees). The difference in the path length of the laser beams would then
result in an interference pattern when the two laser beams are recombined at the base station.

The following picture shows the LIGO observatory in Hanford. You can see the two tubes oriented at ninety
degrees:



The search bore fruit at 9:50 a.m. on the 14th September 2015 when the two Advanced LIGO observatories
independently detected a brief burst of gravitational waves from the collision and merger of two black holes. As the
gravitational wave passed through the Earth, it changed the length of the four-kilometre LIGO tube by just ten
thousandth of the width of a proton, equivalent to detecting a change in the distance to the nearest star by the width
of a hair.

At its peak, the energy of the gravitational waves produced by this cataclysmic event was 50 times greater than
the combined power of all the light radiated by all the stars in the observable universe. Effectively, the mass of three
Suns was converted into raw energy.

If the energies involved were so huge, then why was the signal detected on Earth so weak? To put it simply, the
black hole merger happened in a galaxy far, far away and a long time ago. The merger actually happened 1.3 billion
years ago (in a galaxy 1.3 billion light years away, logically). At that time, the only life on Earth was composed of
simple single cells floating in the oceans. The gravitational wave started its journey across space to be intercepted —
1.3 billion years later — by multi-cellular human beings which had fortunately evolved over that period.

The following graphs show the "chirp" signal received from the black hole merger which lasted just 0.2 seconds
— approximately the same time as the blink of an eye. The first column shows the signal received in Livingston, the
second column shows the signal received in Hanford just seven milliseconds later (the time it takes for light to travel
across the USA).

The lower graphs show how the signal was predicted to appear (including the so-called black hole "ringdown"
after the merger), showing how well general relativity correctly predicted the nature of the event.

The following diagram shows how the merger of the two black holes related to the detected "chirp". Remember,



this whole process took just 200 milliseconds to complete. The black holes were orbiting each other at a distance at
which they were only 350 km apart. Over the 200 millisecond period, the orbital velocity of the black holes
increased from 30% of the speed of light to 60% of the speed of light.

This represented the first direct detection of gravitational waves, and is regarded as one of the most important
discoveries in the history of science.
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INTO THE FIFTH DIMENSION
When you have made the greatest scientific discovery of all time, the question then becomes: "How do I follow

that?" That was surely the challenge facing Einstein after he discovered general relativity in 1915. However, his
course of action probably appeared quite clear. Just as is the case today, there were a few fairly clear problems in
fundamental physics which cried out for solutions. And, just as is the case today, these questions tended to revolve
around the problem of unification.

As described in my first book, if we find we have two theories which explain two apparently different behaviours
of Nature, we might find it possible to replace both those theories with a single theory which still manages to explain
both of those behaviours. When this happens, the process is called unification. The resultant unified theory will be
simpler than either of the two previous theories.

As was described in Chapter Two of this book, one way of combining two apparently different behaviours is to
introduce extra dimensions (remember the "flying octopus"?). In this chapter we will be examining the first attempt
at unification using extra dimensions.

Today, one of the greatest quests in physics is to find a unification between general relativity and quantum
mechanics. These are the two dominant theories of the physical world, and the unification of these theories stands
out quite clearly as a problem in urgent need of a solution.

In Einstein's time, there was also a very clear need for a unification, a unification between the theory of
electromagnetism and Einstein's own theory of general relativity. In order to understand why this was such an
important quest, we need to imagine travelling back in time to the early decades of the 20th century, and putting
ourselves into the mindset of the physicists of that period.

In the 19th century, the greatest advance in physics since the time of Newton was achieved. This was the
development of the theory of classical (i.e., non-quantum) electromagnetism. In 1820, French physicist Andre-
Marie Ampère had shown that wires carrying electric current generated a magnetic field, and those wires were either
attracted or repelled by the magnetic force between them, depending on the direction of the electric current. In 1831,
Michael Faraday discovered the inverse of this result by demonstrating that a magnet moving through a coil of wire
produces an electric current in that wire. So there was clearly a symmetry between electricity and magnetism. It was
then left to the great Scottish physicist James Clerk Maxwell who, in 1862, formalised this unification between
electricity and magnetism in mathematical form. Maxwell published four equations, now simply known as
Maxwell's equations.

Of particular interest to Einstein had been the form of Maxwell's equations in a vacuum (empty space containing
no electric charges or current). Maxwell had shown that his equations made the symmetry between electricity and
magnetism clear:

A changing magnetic field creates an electric field.

A changing electric field creates a magnetic field.

Hence, the magnetic field can generate an electric field, and the electric field can generate a magnetic field. The
result is a self-sustaining wave of alternating electric and magnetic fields called an electromagnetic wave. This wave
was capable of traversing the vacuum, and the equations implied that the wave would travel at precisely the speed of
light. From this, Maxwell deduced that light was a form of electromagnetic wave. What is more, the equations
seemed to indicate that the speed of light would be independent of the speed of the observer. Einstein took this result
as the basis for his theory of special relativity, with his landmark 1905 paper being called "On the electrodynamics
of moving bodies". Hence, with special relativity Einstein was unifying Maxwell's new electromagnetic theory with
the existing theories of mechanics at speeds close to the speed of light. This was a clear first sign of the need to
unify the new results from electromagnetism with existing theory, a situation which only became more pronounced
with the discovery of general relativity ten years later.

What is more, we have to realise that in 1915 the secrets of the atom (specifically, the forces contained within the
nucleus of the atom) had not yet been revealed. So the electromagnetic and gravitational forces were the only two



forces known. The clear challenge was to unify electromagnetism with general relativity.
Einstein was particularly drawn to the idea of finding a geometrical explanation of the electromagnetic force. If

gravity was simply the result of curvature of spacetime, might it be possible that the electromagnetic force also had a
similar explanation? Einstein might even have suspected that the solution would be rather simple and intuitive
(remember his simple idea of a free-falling person not experiencing the force of gravity?). Einstein explained his
goal in his Nobel Prize acceptance speech: "The mind striving after unification cannot be satisfied that two fields
should exist which, by their nature, are quite independent. We seek a mathematically unified field theory in which
the gravitational field and the electromagnetic field are interpreted only as different components or manifestations of
the same uniform field."

Unfortunately, Einstein's efforts were to end in failure. However, the effort to produce a unified theory introduced
some new ideas which resonate to this day. One of those ideas has emerged as the dominant theme in fundamental
theoretical physics over the last thirty years: the introduction of extra spatial dimensions. We will now consider the
revolutionary theory which has formed the template for these higher-dimensional theories.

In other words, we will now consider the theory which formed the template for string theory.

Kaluza-Klein theory

In 1919, Einstein received a letter from an obscure German mathematician named Theodor Kaluza. In today's
world, the letter would probably have been dismissed as the ramblings of a "crackpot" — the central idea was so
bizarre and apparently nonsensical. However, Einstein had a more open mind, and he gave serious consideration to
the contents of the letter.

According to Brian Greene in his book The Elegant Universe: "Kaluza's suggestion has revolutionized our
formulation of physical law. We are still feeling the aftershocks of his astonishingly prescient insight."

In the letter, Kaluza described an approach for unifying the gravitational force and the electromagnetic force. In
order to achieve this, Kaluza had considered how gravity would behave if there were five spacetime dimensions
instead of four dimensions. Yes, it sounds like a crazy idea — the universe surely only has four spacetime
dimensions? However, the additional dimension seemed to introduce behaviour which was identical to the behaviour
of electromagnetism. Could this really be the solution to unification? Does the universe really have five spacetime
dimensions?

In order to achieve this apparent miracle, Kaluza did nothing particularly remarkable: he simply considered what
would happen if another spatial dimension was added to Einstein's equation for general relativity. As we have seen
in the last chapter, the metric tensor used in general relativity is a 4×4 matrix. With the addition of an extra space
dimension, Kaluza, therefore, had to increase the size of the metric tensor to a 5×5 matrix (which could now be used
for calculating distances in five dimensions):



You will see in the previous diagram that the old 4×4 matrix of Einstein's general relativity is retained (in the top
left). However, the larger size of the new metric has introduced two new vectors containing four elements (a metric
tensor is actually symmetrical, so these two new vectors are actually identical). [18]

Crucially, Kaluza discovered that this new vector represented the laws of electromagnetism. So it appeared that by
expanding general relativity to four space dimensions, electromagnetism was automatically incorporated. Hence, the
gravitational and electromagnetic forces would be unified if there were four spatial dimensions (five dimensions in
total, when the time dimension is also included).

So where does this connection with electromagnetism come from? Well, let us consider what we have done. We
have extended Einstein's metric tensor by adding an extra space dimension. We know that Einstein's metric tensor
for general relativity described a universe with one dimension of time and three dimensions of space. We have
added an additional dimension of space, and produced a vector with four elements. We would therefore expect just
one of the elements in this new vector to be a time component (as was the case in the old metric tensor). And this is
the case. The new vector has one time component, and three space components:

The structure (and behaviour) of this vector is well-known in electromagnetic theory and is called the
electromagnetic vector potential (alternatively called the electromagnetic four-potential). The single time



component is a single number and this is called the electric potential. The three remaining components form a vector
which is called the magnetic vector potential.

So clearly this vector combines both electric and magnetic behaviour in a single vector. In other words, it
describes a combined electromagnetism. So we appear to have obtained a description of electromagnetism purely
by extending general relativity to five dimensions.

And that, basically, is the principle behind Theodor Kaluza's unification of electromagnetism and gravity.
Can we get a deeper understanding of this connection between electromagnetism and gravity? Well, the

connection appears to rely on the vector which was produced: the electromagnetic vector potential. That vector
included the electric potential, and the magnetic vector potential. I hope you can see a common theme here: it is this
property called potential, which keeps appearing.

It would appear that in order to obtain a deeper understanding of the connection between gravity and
electromagnetism we will have to explore this property called "potential". In particular, we have to examine why it
appears to suggest the existence of an extra dimension of space.

Potential

As a first step toward unification of electromagnetism and gravity, we might ask what they have in common.
Well, both forces are transmitted via fields. It was Michael Faraday in 1849 who first suggested that the magnetic
and electric fields were independent entities which spread through space. The movement of an object was then
determined by the local magnitude and direction of the field at any point in space. Einstein applied similar reasoning
in general relativity. Gravitational effects could not be transmitted instantaneously (as suggested by Newton).
Instead, objects responded to the local strength of the gravitational field, and gravitational effects were transmitted
through the field at the speed of light (gravitational waves).

So what determines the strength and direction of the field (electromagnetic or gravitational) at any particular point
in space? To answer that question we need to consider energy.

If we move an object against the natural direction of a field (for example, pushing two electrically-charged
particles together, pushing two north poles of two magnets together, or lifting an object against the force of gravity)
then we increase the potential energy of the object. If you then release the object (for example, dropping a rock you
have lifted off the floor), the force will act to move the object back to its initial position. The potential energy of the
object will then decrease. Because of the law of conservation of energy, energy can never be created or destroyed: it
can only be converted into a different form of energy. Hence, the kinetic energy of the object will increase
accordingly: the motion of the object will accelerate.

We can think of potential energy as being an energy difference between the current position of the object and the
position the object would attain if it was released. The greater the difference, the greater the potential energy. For
example, the gravitational potential energy of an object is proportional to the height the object is lifted off the
ground. So potential energy is clearly an energy associated with the position of an object. And if an object is in a
force field (gravitational or electric) then the potential energy of the object is related to the position of the object in
that field.

We can therefore consider the field independently and say that a particular point in the field represents a certain
amount of potential energy. We have to consider the potential energy which would be possessed by an object with a
mass of just one unit (or electric charge of just one unit) at that particular position in the field. We can then say that a
particular point in the field has a certain potential.

But we want to discover what determines the strength and direction of the force experienced by the object. We
will now show that objects will tend to move from points in the field which have high potential to points which have
low potential.

To illustrate this, we shall consider a very useful analogy between the flow of electricity and the flow of water
under the influence of gravity. Let us consider the potential energy of water in a hydroelectric plant. Water from a
reservoir or river flows down a tube to a lower height, until it hits a turbine at the bottom of the tube. The force
exerted by the water is sufficient to turn the turbine and generate electricity.



As any civil engineer will know, the force (pressure) exerted by the water on the turbine is proportional to the
height difference between the top surface of the water in the lake and the height of the turbine. This is called
hydraulic head. Hydraulic head is equivalent to the potential energy of the water. And, as we have just discussed,
there is a direct connection between potential energy and the potential of the underlying field (in this case, the
gravitational field). We can see that water will flow from points with high gravitational potential to points with low
potential.

In this respect, there is a perfect analogy with electricity. This is because another name for electrical potential
difference is voltage. Electricity flows from high potential to low potential, from high voltage to low voltage. So, in
our quest to unify electromagnetism with gravity, here we have another similarity between the electromagnetic force
and the gravitational force: both forces tend to move objects from high potential to low potential.

In our discussion of the hydroelectric plant, we can see that the only important factor which determines the
strength of the force is the potential difference (the difference in the height of the water). This seems to indicate that
it is the relative change in potential which is important — not the absolute value of the potential.

As an example, it has been mentioned that another name for a difference in electrical potential is voltage. So let
us consider a typical 1.5 volt battery:

When you buy a battery you are, of course, buying a battery with two terminals: a positive terminal and a negative
terminal (shown in the previous diagram). The 1.5 volts refers to the potential difference between the two terminals.

So let me ask you a question: what is the voltage of the positive terminal? You might say, "positive 1.5 volts". Are
you sure? Well, if you're sure then I will just remove the negative terminal altogether and sell you a battery with
only the positive terminal. After all, the 1.5 volts of electricity provided from the positive terminal should be enough
to power your device:

I hope you will be very happy with your new battery. I will even sell it to you for half price.
Of course, this is a nonsense. Your new battery with its "1.5 volt terminal" is now incapable of powering

anything. A battery with one terminal is useless — it no longer has a voltage. Remember, a voltage is a potential
difference. When you buy your battery, you are buying a potential difference, and a difference requires two
terminals.



If the only important factor is the potential difference then that implies that the absolute value of the potential
does not matter. To return to our water analogy, it implies that the absolute height of our hydroelectric power station
is irrelevant: the only important factor is the difference in the height of the water, not the absolute value of the height
of the water. Hence, we could locate our hydroelectric power station at ground level, or at the top of a mountain, or
at any height in between: the potential difference of the power station would be unchanged, and hence the output of
the power station would be unchanged.

As that is the case, then imagine you are provided with the value of the output from a particular power station on
the mountain. It is clear that there is no clue in the output value as to the absolute height of the station which
provided the power. In fact, if the only information available to us is the power output of the station, then this
freedom of motion of the station in the vertical direction would be effectively hidden from us. In other words, there
is a freedom of motion of the absolute value of the potential: the absolute value of the potential is hidden from us.

Similarly, because the electromagnetic force is also dependent on potential difference (voltage) there is also a
freedom of the absolute electromagnetic potential which is fundamentally hidden from our eyes: it is unobservable.

As was discussed in Chapter Two, it is possible to express the variation of any property value as movement in a
dimension. On that basis, it is possible to describe the freedom of variation of absolute electromagnetic potential as
movement in a dimension. And, as variation in the absolute value of potential is fundamentally hidden from our
eyes, this has to be movement in a hidden dimension.

So now we can see the connection between potential and motion in a fourth dimension of space, which was
revealed by Kaluza's theory. If you remember back to the discussion earlier in the chapter, Kaluza made the radical
suggestion that this motion of absolute electromagnetic potential in a hidden dimension actually represented motion
is a real dimension of space! Kaluza showed that it was possible to extend general relativity to five spacetime
dimensions, in which case the extra dimension of space behaved like electromagnetic potential. We can now see that
this additional fourth dimension of space would be hidden from our eyes.

But what form might this dimension take? How can there be an extra dimension of space which we are
fundamentally unable to observe?

The circular dimension

Remember that even though Kaluza's theory was intriguing, there was still absolutely no evidence of a fourth
spatial dimension. Theodor Kaluza was a firm believer in the power of theory (he taught himself to swim by reading
a manual and jumping into the sea), but in this case theory did not appear to match reality.

However, in 1926 Felix Klein came up with a proposal which not only described the shape of the additional
spatial dimension, but also explained why it was hidden from our eyes.

What Klein managed to do was identify the true nature of the connection between the gravitational force and the
electromagnetic force indicated in Kaluza's theory. They are both an example of a gauge theory. Those of you who
read my previous book will already be aware of gauge theory. It is currently believed that all four fundamental
forces (gravity, electromagnetic, and the weak and strong nuclear forces) are examples of gauge theory.

Gauge theories arise from symmetry in Nature. A symmetry occurs when you transform an object in some way,
but the transformation leaves the original object unchanged. For example, a snowflake has rotational symmetry: if
you rotate a snowflake by sixty degrees then the transformed snowflake remains identical to the original snowflake,
and that represents a symmetry. The gravitational force is the force which describes the behaviour of space and time,
and we find symmetries in both space and time: if we move an experiment to a different location in the universe, we
find we get the same result. This is called space translation invariance (it is the freedom we have to locate our
power station anywhere in the vertical direction). And if we perform an experiment at a different time, we also find
we get the same result (this is called time translation invariance). [19]

But what symmetry does the electromagnetic force represent? Well, once again the answer was described in my
previous book. We will now discover that the symmetry represented by the electromagnetic force is the rotational
symmetry of a circle.[20] To understand why this is the case, we need to consider quantum mechanics.

Quantum mechanics tells us that an electrically-charged particle (such as an electron) is described by a
wavefunction. A wavefunction — as the name implies — has a shape like a wave. And, like any wave, the
wavefunction has an associated phase. The phase of a wave determines where the peaks and troughs of the wave lie.

As you can see in the following image, we can imagine a wave being created by a point on a revolving wheel (the
revolving wheel is shown on the left in the following image):



The phase of the wave is then defined as the angle of the wheel when time (on the horizontal axis) equals zero, as
shown in the previous diagram.

You will see that the last two waves, waves C and D, have phases of 90° and 270° respectively. Hence, there is a
180° difference in their phases. If these two waves were to combine then they would cancel each other out
(destructive interference) because the peaks and troughs of one wave would be precisely the opposite of the other
wave.

Quantum mechanics tells us that if we have a group of particles — and their wavefunctions — then we can
increase or decrease the phase of all the wavefunctions by a constant angle without changing the overall situation.
This is because all that matters is the difference of the phases of the wavefunctions, not the absolute values of the
wavefunctions. The difference between phases is important because it can create interference patterns (as in the
double-slit experiment in which two particles create an interference pattern). So the absolute value of the phase is
effectively unobservable — the only thing we can observe is the difference between the phases. [21]

So all we can measure is a difference — the absolute value is unobservable. This is therefore very similar to the
earlier discussion of electromagnetic potential (voltage). In our discussion of electromagnetic potential, we saw that
it was only the difference of the potential that mattered — the absolute value of the potential was irrelevant (in fact,
it was unobservable). We have therefore now made a remarkable connection between electromagnetic potential
(voltage) and the phase of the wavefunction of a charged particle: only differences matter — absolute values are
unobservable.

This connection is not a coincidence. Instead, this reveals the very deep connection between the phase of the
wavefunction of a charged particle (such as an electron) and the absolute value of the electromagnetic potential of
the underlying field. As Bruce Schumm says in his book Deep Down Things: "The quantum-mechanical requirement



of local phase invariance, miraculously, just matches the freedom of choice one has in specifying the
electromagnetic potential function for those fields."

Now remember that we considered the unobservable motion of the electromagnetic potential as being motion in a
hidden dimension, the hidden fifth dimension in Kaluza's theory. So Felix Klein now made the connection between
the varying phase of the wavefunction (motion around a circle) and the motion in Kaluza's hidden fifth dimension.
Hence, Klein came to a remarkable conclusion: the fifth dimension must be in the form of a circle. According to
Klein, electromagnetism — as experienced in our four dimensions of spacetime — came from motion around this
hidden circular fifth dimension.

But can we really make the leap from rotational gauge symmetry of the electromagnetic force to the suggestion
that this represents an additional dimension of space? The physicist Juan Maldacena appears dubious: "In physics,
we do not know whether this circle is real. We do not know if indeed there is an extra dimension. All we know is
that the symmetry is similar to the symmetry we would have if there was an extra dimension. In physics we like to
make as few assumptions as possible. An extra dimension is not a necessary assumption, only the symmetry is." [22]

Remember back to the discussion in Chapter Two of how unification can be achieved by "glueing" together two
different dimensions into a higher-dimensional space. Well, Maldacena's quote is suggesting that this is a classic
example of that approach. The two dimensions being "glued" together is four-dimensional spacetime and the one-
dimensional symmetry of the electromagnetic force. Yes, as Maldacena suggests, there is a common element: they
both exhibit symmetries. However, does the combined higher-dimensional space represent an actual physical entity,
or are we merely creating another "flying octopus"?

Microscopic dimensions

Nothing in our discussion so far has explained why we are unable to detect this supposed circular fifth dimension.
We can clearly detect motion in the three dimensions of space, and we can also detect motion in time, which is the
fourth dimension (we can detect motion in time simply by using a clock). So how can this circular fifth dimension
be hidden? Where is it?

To explain the missing dimension, Klein came up with a bold and — as it turns out — extremely influential idea.
Remember, this was 1926, and Klein decided to incorporate some of the ideas from the newly-discovered quantum
mechanics. In particular, he used the result discovered by Louis de Broglie which stated that a particle also acts like
a wave (this was the complementary result to Einstein's discovery of the photon: Einstein showed that a wave could
act like a particle, de Broglie showed that a particle could act like a wave). If you read my previous book you will
know that Niels Bohr used this result of de Broglie to suggest that only a whole number of electron wavelengths
could fit in an orbit around the nucleus of an atom:

Klein did a very similar thing to Bohr, but instead of suggesting that only a whole number of wavelengths could
fit around the nucleus of an atom, Klein suggested that only a whole number of particle wavelengths could wrap
around the circular fifth dimension. So how long would those wavelengths be? Well, Klein used de Broglie's
formula for the wavelength of a particle:



where λ is the particle wavelength, p is the momentum of the particle, and h is Planck's constant. Because h is
such a small value (6.63 × 10-34 joule seconds) the formula predicts an extremely small value for particle
wavelength (which explains why we never normally see particles — or matter — acting like a wave). In fact,
because of the small value of h, de Broglie's formula predicts a wavelength for the fifth dimension which is an
extraordinarily small distance — close to the Planck length, which is the smallest distance we can meaningfully
measure (the Planck length is a thousandth of a millionth of a billionth of a billionth of a billionth of a metre).

So this provided an explanation of why the circular fifth dimension was hidden from our eyes: it was wrapped in
incredibly small circles, a smaller distance than any current instrument can probe.

This implies that each point in our four-dimensional spacetime is actually represented by a circle, or loop, in the
microscopic fifth dimension. Another way of looking at it is that a one-dimensional line is actually a cylinder (a
series of loops). The following diagram shows a section of an apparently one-dimensional line being magnified to
reveal it is actually a microscopic cylinder (being formed of a series of loops):

So, if we were sufficiently small, then as well as travelling up and down the line (in one dimension), we could
also travel in a circular direction around the cylinder (adding another dimension).

This process — by which higher-dimensions are looped and are too small for us to detect — is called
compactification.

These two combined theories of Theodor Kaluza and Felix Klein — suggesting that electromagnetism is a result
of a microscopic circular fifth dimension of space — is called Kaluza-Klein theory.

And, if you are a regular reader of popular science books, you might now be suspecting that this idea of Kaluza-
Klein — microscopic loops in higher dimensions — sounds strikingly similar to string theory. In that case, you
would be absolutely correct: Kaluza-Klein theory is now recognised as an important precursor to string theory.
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STRING THEORY
The last thirty years of fundamental physics research has been highly unusual in its nature. It has been dominated

by a single theory — string theory — which was conceived in the early 1970s. The theory is particularly relevant to
this book as it predicts a universe with a large number of hidden compactified dimensions.

In our study of string theory, let us first return to consider an implication of Kaluza-Klein theory. We have seen
that the fifth dimension is proposed to be circular and microscopic. We have also seen how the addition of a fifth
dimension has the effect of introducing the electromagnetic field in four-dimensional spacetime. But we know that
the electromagnetic field is composed of billions of photons (the particles of electromagnetic radiation — such as
light). So let us now imagine that the fifth dimension is completely empty of all matter. If that is the case, then it
appears that a photon (a field particle) has been produced purely by a loop of fifth-dimensional space. In other
words, a particle has been produced purely by a loop in space: a particle purely from geometry!

String theory generalises this result. String theory says that a particle is not produced by an empty loop of a
higher-dimensional space, but there is actually a physical object which loops around in that higher dimension. Fairly
obviously, this is called a string, and it gives the name to string theory. The string is not "made" of anything else —
it is fundamental.

By introducing a physical object, this introduces the possibility of new structures and modes of behaviour — we
are no longer restricted to considering just a simple closed loop. As an example of this, some string theories allow
the possibility of open strings as well as closed strings:

In string theory, therefore, particles are considered as being strings in higher dimensions. Because these higher
dimensions are so small, the strings actually appear like microscopic particles. So, according to string theory,
elementary particles such as electrons and quarks are not pointlike particles at all but are actually microscopic
strings. These strings are so small that they even appear like pointlike particles under the highest magnification
currently available: we would need accelerator energies a million billion times more powerful than our current
particle accelerators to be able to observe these strings.

There are some theoretical advantages from considering particles as being strings. In order to understand why, we



need to consider how particles exist in spacetime. As a particle naturally moves forward in time (time passes), it is
clearly able to move in space as well over that period. The following diagram shows both space and time plotted in a
diagram — a spacetime diagram. Note that only one dimension of space is shown along the vertical axis (it is not
possible to plot more than one dimension of space in these diagrams as the other axis represents the time
dimension). In the diagram on the left you can see how a particle plots a curved line in a spacetime diagram as it
moves in space (on the vertical axis) as time progresses (along the horizontal axis). This traces the position of the
particle at each moment in time. For a particle, this line is called a worldline:

Strings, however, are clearly not infinitely small point-particles. We have seen how strings can be looped
structures, so as these loops move through time they actually plot a two-dimensional worldsheet (as shown on the
right in the previous diagram).

So, bearing in mind that a particle plots a worldline whereas a string plots a worldsheet, let us now examine the
spacetime diagram for particle interactions. In the following diagram, the diagram on the left shows two particles
colliding to produce a third particle (for example, this might be an electron and a positron annihilating to produce a
photon):

You will see there is a clearly-defined interaction point where the two particles meet. Having such a clearly-
defined infinitely small interaction point for the two particles introduces problems: unavoidable infinities enter the
equations describing this interaction, and infinities must be avoided in any accurate model of the natural world (it is
the apparently zero distance between the particles at the interaction point which leads to the infinities).

However, the diagram on the right in the previous diagram shows the same interaction but this time the particles
are represented by string loops. So instead of the particles plotting a one-dimensional worldline on the spacetime
diagram, the strings now plot two-dimensional worldsheets. As you can see on the diagram, this now avoids there
being any clearly-defined interaction point — the strings have the effect of spreading the interaction. The zero-
distance problem — and hence the undesirable infinities in the equations — can be avoided.

By taking slices through the worldsheet at different instances of time we can see how the worldsheet represents
two string loops (two particles) interacting to produce a third particle. In the following diagram, you can see the
interactions of the string loops underneath the worldsheet. You can see that two string loops (coming in from the
left) representing two different particles interact to produce a single string loop (a single particle). Notice how
smooth the interaction has become:



 

The music of strings

One of the most surprising features of string theory is that the strings are modelled very much as if they were
everyday strings — in fact, just like a guitar string. Yes, string theory really is a theory of physical strings! And, just
like a guitar string, a string in string theory can oscillate at a certain frequency. If we imagine a guitar string fixed at
both ends, we can see that only particular frequencies are possible:



Considering the diagram above, you can see that it is possible for the two ends of the guitar string to loop back
round and connect to each other, thus forming a closed loop with a discrete (integer) number of wavelengths
allowed:

(This might remind you of the whole number of electron wavelengths fitting in orbit around the Bohr model of an
atom).

Just as with a guitar string, we can think of these different modes of vibration as representing different musical
"notes". So what do these different vibrational modes represent? Well, intuitively, we can think of the shorter
wavelengths as representing more energetic motion, so the higher the wavelength, the greater the energy of the
string. You might also be reminded of Planck's result which linked the energy of a photon to the frequency of the
electromagnetic radiation carried by that photon in which, again, higher frequencies (shorter wavelengths) mean
more energy. And, through E=mc2, if a string has more energy then that means it must have more mass. So the
pattern of vibrations of a string determines the mass of that string and, therefore, the mass of the elementary particle
which the string represents.

This is a major departure from the usual way in which we think about the mass of particles. We usually think of
particles as being fundamentally different, made of different "stuff", so to speak. However, if string theory is correct,
then all particles are made of exactly the same thing: a string, and the only thing which differentiates the particles is



the particular mode of vibration of that string. The mass of the particle is determined by the vibration of the string.
Let us now consider the lowest mode of string vibration, with the lowest possible frequency and therefore the

lowest possible mass:

If the value n=1 is entered into the formula for string mass, then the formula gives a value of zero, which means
the associated string would have no mass. This appears to indicate the presence of an unknown massless particle,
and this was initially considered to be a failed prediction of string theory. However, in 1974, Joel Scherk and John
Schwarz suggested that this massless particle might well be the graviton, the particle which is proposed to carry the
force of gravity (the graviton would have to be massless to transmit the force of gravity across the entire universe
via gravitational waves).

We have already seen that string theory can predict the photon, the particle which transmits the electromagnetic
force. String theory now appeared to predict gravity, another of the fundamental forces. At a stroke, string theory
changed from a theory with limited interest to potentially being able to unify the four fundamental forces. From this
point on, string theory emerged as the leading contender to be a potential "theory of everything".

The best-kept secret in mathematics

I hope you have enjoyed this gentle introduction to string theory. Unfortunately, nothing so far in this chapter on
string theory has been directly relevant to this book and its central theme of the number of spatial dimensions, which
is what we will consider in this section.

In this discussion of the basic principles of string theory I hope the theory has appeared reasonable, with nothing
remotely astonishing or bizarre. This has been quite a deliberate approach on my part, because things are about to
get seriously weird!

We are about to derive the number of spacetime dimensions predicted by string theory.
If someone was to tell you that the sum of all the numbers was minus one twelfth I suspect you might imagine the

person was mildly crazy. Well, this is actually an established mathematical fact: the sum of all the numbers is minus
one twelfth (or, in decimals, -0.083). Let me be more precise about what, specifically, is being stated here. We are
actually referring to the sum total of all the natural numbers. We discussed the natural numbers in Chapter One: they
are the numbers used for counting: 1, 2, 3, etc. So what is actually being stated here is that the infinite sum of
1+2+3+4 … comes to minus one twelfth.

Let's write that out:

We can express this infinite sum in mathematical notation by the following mathematical expression, which is
taken directly from Joseph Polchinski's popular and authoritative textbook on string theory which is called, simply,
String Theory:



On the left hand side of the expression, you will see the Greek letter sigma (Σ) which represents a sum. You will
see that in this case it represents a sum of the variable n as n takes all the values from 1 to infinity (so this is just a
mathematical way of representing the infinite series 1+2+3+4 …). The right hand side of the expression shows that
this series will indeed eventually take the value minus one twelfth.

You might not believe this is true: how can an infinite sum of positive numbers ever result in a finite negative
value? I'll admit, this is a difficult result to understand, but I can only repeat that this is a generally-accepted
important result in mathematics and physics, and is absolutely central to string theory. It is central to string theory
because this result is used by string theory to predict the number of spatial dimensions.

We will now derive this result. I have to say that this derivation can also be found in an excellent video on
YouTube in which two physicists from the University of Nottingham explain it in a very entertaining manner. I can
highly recommend you watch the video:

 
http://tinyurl.com/sumofallnumbers
 
The video went viral and currently has four million views on YouTube, which I am sure is a record for a video

about string theory. Well done to those physicists.
There is also a New York Times article which considers the result: http://tinyurl.com/timesinfinity
In that New York Times article, Edward Frenkel, a mathematics professor from Berkeley, says: "This calculation is

one of the best-kept secrets in mathematics. No one on the outside knows about it."
I would suggest that four million YouTube viewers might now disagree with the professor.
OK, so now let us proceed with this amazing derivation (as I said, the YouTube video of the Nottingham

physicists is perhaps a clearer version of this). Let us start by writing out that infinite sum of natural numbers, and
let us call the result of the infinite sum S:

Remember, we want to calculate the value of S.
Now let us consider a second infinite sum. Let us define the sequence S1 as:

Note that the signs alternate from minus to plus on each number. What is the total value of S1? Well, you will see
that if we stop the sequence after a +1 then the sequence S1 will have the value +1. Alternatively, if we stop the
sequence after a -1 then the sequence S1 will have the value 0. So what possible single numeric value can we give
the sequence if the sequence extends to infinity? The only value which makes any sense is an average of +1 and 0,
which means the value of the infinite sum S1 must be 0.5.

Now let us consider a third infinite sum, S2:

Let us now calculate the value of the sum S2 multiplied by two. We can do this by adding S2 with itself, but we
will shift this second version of S2 by one place to the right:

http://tinyurl.com/sumofallnumbers
http://tinyurl.com/timesinfinity


If you consider the sums of each number vertically you can see that the result of this addition is the infinite sum of
1-1+1-1+1-1+1-1 which is just the sequence S1. And we already know that S1 has the value 0.5. Therefore:

which means that S2 has the value 0.25.
Now let us consider what we get when we subtract the sequence S2 from sequence S (in the following subtraction,

remember that subtracting a negative number turns it into a positive number):

so we get the infinite sum 4+8+12+16… which is the series S multiplied by four. Therefore:

We already know that S2 has the value 0.25, so this means:

Subtracting S from both sides gives:

so therefore:

and that's it! The sum of the infinite sequence S, which is 1+2+3+4… is minus one twelfth!
You might find this hard to believe, but I can assure you that this is an established and accepted result in

mathematics, and it was rigorously proved by the great mathematician Leonhard Euler in 1749. The result is also
used in physics in a formula which is completely unconnected with string theory and gives completely accurate
experimentally-verified predictions about the behaviour of Nature.[23] So this is a correct result!

The recently-released film The Man Who Knew Infinity tells the story of the Indian mathematician Srinivasa
Ramanujan. Ramanujan was born in 1887. He came from a background of extreme poverty and had no formal



training in mathematics, but he had a tremendous natural talent and instinct for the subject, with a particular talent
for constructing infinite series. Ramanujan sent some of his original work to the mathematician G.H. Hardy at
Cambridge University. Hardy was amazed at Ramanujan's skill and original methods. Hardy invited Ramanujan to
study at Cambridge, and Ramanujan eventually became a Fellow of the Royal Society.

Ramanujan's story is relevant to this chapter because he also derived the result that the infinite sum of the natural
numbers is equal to minus one twelfth. Ramanujan's method was very similar to the method described earlier and
shown on YouTube. After calculating this amazing result, Ramanujan wrote to Hardy: "Dear Sir, I am very much
gratified on perusing your letter of the 8th February 1913. I was expecting a reply from you similar to the one which
a mathematics professor at London wrote. I told him that the sum of an infinite number of terms of the series
1+2+3+4…= -1/12 under my theory. If I tell you this you will at once point out to me the lunatic asylum as my
goal."

Ramanujan's derivation is shown below in his own handwriting:

I would suggest that this is one of the most remarkable results in the whole of science.
So what has this got to do with string theory? Well, we have already seen that there are an effectively infinite

number of modes of oscillation for a string (n=1, n=2, etc.). So the total number of modes in which a string can
oscillate will be an infinite sum of all these modes:

So the infinite sum of all the natural numbers appears in the equation giving us the number of modes in which a
string can oscillate. We now see that our earlier apparently crazy piece of infinite arithmetic has relevance to string
theory. What is more, our crazy piece of arithmetic has tamed the infinities! As was explained earlier, the mass of a
string (and, therefore, its energy) depends on all the modes of vibration. If the sum of all the modes of vibration had
been an infinite number, then the energy of a string would be infinite and string theory could not possibly be a
correct theory of reality (we do not see infinities in the physical world). However, our apparently crazy arithmetic
has produced a finite result, so string theory can be a finite theory. This is a vital feature of any theory.

For the next part, we need to consider the number of directions in which a string can oscillate. This is described
by Joseph Conlon in his book Why String Theory?: "A string can be plucked, and can oscillate, in every direction
transverse to its length. A string living in two spatial dimensions has one direction it can oscillate in; a string in three
spatial dimensions has two directions it can oscillate in; a string in twenty-five spatial dimensions has twenty-four
dimensions it can oscillate in."

On that basis, a string in three dimensions of space (four dimensions of spacetime) can oscillate in two
perpendicular directions — transverse to its length — and this is shown in the following diagram:



This reasoning implies that, in D dimensions of spacetime, a string is able to oscillate in (D-2) directions.
To calculate the total energy of a string, we have to consider the infinite sum of all the modes in which a string

can vibrate, and multiply that sum by the number of directions in which the string can vibrate. Hence, the sum of all
energies of the string is given by:

Using this result, we are now in a position to calculate the number of dimensions, D, predicted by string theory.
Without going into details, the actual equation we need to solve to find D is: [24]

We have just shown that the infinite sum in this equation is equal to minus one twelfth. So let us replace the sigma
term in the equation with the value minus one twelfth, which results in:

Multiplying both sides of the equation by -24 gives:



which means D=26. Therefore, string theory predicts 26 dimensions of spacetime! In other words, string theory
predicts one dimension of time, and 25 dimensions of space.

I think the immediate response of most people on discovering a theory predicts 25 dimensions of space would be
a feeling of disappointment shortly followed by a rejection of the theory for being incorrect. As Lee Smolin says in
his book The Trouble with Physics: "The world does not appear to have twenty-five dimensions of space. Why it is
that the theory was not just abandoned then and there is one of the great mysteries of science." However, the theory
was most certainly not abandoned. With string theory, I think the phrase "putting a positive spin on things" takes on
a whole new meaning. A direct quote from one of my string theory textbooks provides an example of how this
apparently negative outcome is frequently presented as a positive feature: "Since the dimension of spacetime is
uniquely selected by the requirement of consistency, we can say that string theory predicts the dimension of
spacetime!" [25]

Well, I suppose that predicting a finite integer number of spacetime dimensions must be considered some kind of
an achievement. It is just a shame that it is the wrong finite integer number of spacetime dimensions.

The hidden dimensions of string theory

So far we have seen that string theory is able to predict the existence of the photon and the graviton, in other
words string theory can predict the particles which transmit the forces. If you read my previous book, you will know
that these intangible particles are called bosons. For this reason, the version of string theory we have considered so
far is called bosonic string theory.

Bosonic string theory was the original version of the theory developed in the early 1970s and might be considered
to be the core of string theory. However, if you read my previous book you will know that all particles are divided
into one of two groups: they are either bosons, or they are fermions. Whereas bosons are the intangible particles
(which form a light beam, for example), fermions are the particles which make matter. So fermions are the particles
which form a chair, a car, a human, for example. And the trouble with bosonic string theory is that it cannot be used
to produce fermions. Hence, bosonic string theory on its own cannot be a realistic theory.

A solution to this problem emerged in the 1970s in the form of supersymmetry. Supersymmetry predicts a
symmetry in which bosons can be exchanged for fermions. So incorporating supersymmetry into string theory
produced a complete theory which could now predict the existence of fermions.

String theory which incorporates supersymmetry is called superstring theory. One attractive side-effect of
superstring theory is that the predicted number of spacetime dimensions was reduced to ten. It is clearly still not
correct, but it might be regarded as a step in the right direction.

Supersymmetry also predicts the existence of a huge range of additional undiscovered particles called
superpartners. By incorporating supersymmetry, superstring theory has made itself something of a hostage-to-
fortune to the discovery of these additional particles. If the superpartner particles are not discovered, then it would
deal a fatal blow to superstring theory. So far, the Large Hadron Collider at CERN has not discovered any
supersymmetric particles. This is bad news for supersymmetry and, therefore, bad news for superstring theory.

By the late 90s, string theory was not in the best of shape having splintered into five variations. However, in 1998,
Ed Witten (the effective leader of the superstring theory field) announced that it might be possible to unify these five
theories into a single theory (which he called M-theory). Unfortunately, this unification was achieved by the usual
method of introducing an additional dimension of space. String theorists greeted the M-theory proposal with great
excitement — despite the newly-predicted eleven dimensions of spacetime being even more inaccurate than the
previous ten-dimensional prediction.

Whichever variation of string theory you consider, one feature is clear: the theory will predict considerably more
than four spacetime dimensions. The problem then arises: where are these extra dimensions, and why do we not see
them? The proposed solution is based on the Kaluza-Klein idea that the extra dimensions are compactified — too
small to detect. A particular structure — called the Calabi-Yau space — has been suggested as a way in which six
spatial dimensions might be compactified (much like the single spatial dimension is compactified into a circle in
Kaluza-Klein theory). The following diagram shows a projection (in two-dimensions, obviously) of the six-
dimensional Calabi-Yau space:



Unfortunately, it appears there are many tens of thousands of different Calabi-Yau spaces, and string theory does
not indicate which is the correct one. What is more, each different Calabi-Yau space — each different folding of the
extra dimensions — would result in different laws of physics, and a different set of elementary particles. If string
theory is unable to select one particular Calabi-Yau space then it would appear that string theory is unable to predict
a unique set of laws of Nature.

It has even been suggested that there might be a vast "landscape" of possible universes with different Calabi-Yau
foldings in each universe. This represents another form of the anthropic argument in which virtually any outcome is
possible. As a result, sting theory has been criticised as being untestable and potentially unscientific.

For these reasons, it appears that string theory research is moving away from an attempt to find a fundamental
theory of quantum gravity. Instead, the field appears to be splintering, with some researchers more interested in
string theory purely because of the new mathematical techniques that have been developed.
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WHY THREE DIMENSIONS?
OK, this is the last chapter, so let's have a bit of fun.
If you have read my previous books, you will know I like to include some of my own original ideas in the later

stages of my books, and this book is no exception. So far, we have considered several of the main hypotheses as to
why there are three spatial dimensions, and in this chapter I will present my own idea. So bear in mind that the
material presented in this chapter should be considered speculative (however, all the material in this book — with
the exception of the chapter on general relativity — should be considered speculative as absolutely no one knows
the real reason why there are three dimensions of space).

The solution which will be presented here is particularly appealing because it includes principles from almost
every area of fundamental physics: relativity, quantum mechanics, particle physics, and thermodynamics. It will also
include several of the "fundamental principles" which have been considered in my previous books.

I had several guidelines in mind when I developed this theory:

The theory would have nothing to do with anthropic reasoning. Therefore, it could include no reliance on
unseen parallel universes. Instead, a unique solution would have to emerge from clear logical reasoning. As
Joseph Conlon says about anthropic theories in his book Why String Theory?: "The argument lacks the
redeeming precision of cut-and-dried mathematical argument." We will be searching precisely for a cut-and-
dried argument, and we will even be ending up with a simple equation which gives us the answer we seek: the
number three.

The theory would clearly and unambiguously have to predict three spatial dimensions. Not ten dimensions —
three dimensions. This is in line with the naturalness argument (considered in Chapter One) which suggests a
number of dimensions close to the value of one, and it is also in agreement with every observation which has
ever involved counting the number of spatial dimensions.

As explained at the end of Chapter Two, we should not expect to find three-dimensional space as a pre-existing
absolute background. Instead, we should expect three-dimensional space to emerge from the properties of the
fundamental particles which compose the universe. This principle was described by Einstein in the New York
Times in 1919: "Till now it was believed that time and space existed by themselves, even if there was nothing
— no Sun, no Earth, no stars — while now we know that time and space are not the vessel for the universe, but
could not exist at all if there were no contents, namely no Sun, no Earth, and other celestial bodies." Einstein
repeated this insight that time and space emerged from the behaviour of matter in the New York Times in 1921:
"Up to this time the conceptions of time of time and space have been such that if everything in the universe
were taken away, if there were nothing left, there would still be left to man time and space." Einstein had
realised that if there is no matter, there is no space. To find our solution, we need to consider the behaviour of
matter.

The theory would have to be simple. We are dealing with the most fundamental of physical entities: the number
of dimensions of space. It is a firm belief of all my books that, as we approach the fundamental level, our
theories should get simpler — not more complicated.

The proposed solution presented in this chapter will be composed of five simple parts:

1. A bit of relativity.

2. A bit of thermodynamics.

3. A bit of particle physics.

4. A bit of quantum mechanics.

5. Why three dimensions?



OK, let's get started …

Part 1: A bit of relativity

As explained earlier in this book, Hermann Minkowski realised that special relativity suggested that time and
space should be combined into a higher-dimensional combined spacetime. And it is this spacetime model which
provides us with a simpler way of looking at special relativity. This simplification is described by Brian Greene in
his excellent book The Fabric of the Cosmos: "The combined speed of any object's motion through space and its
motion through time is always precisely equal to the speed of light." In other words, it can be considered that all
objects travel through spacetime at the speed of light. As mentioned in Chapter Four earlier in this book, even an
object which is stationary, i.e., is not moving in space, is clearly still moving through time (a watch, for example,
clearly shows the passage of time). For the complete details of why this speed through spacetime is necessarily the
speed of light, see my third book.

This principle allows us to understand special relativity in a simpler form. As Brian Cox and Jeff Forshaw explain
in their book Why Does E = mc2: "This newfound way of thinking about how things move through spacetime can
help us get a different handle on why moving clocks run slow. In this spacetime way of thinking, a moving clock
uses up some of its fixed quota of spacetime speed because of its motion through space and that leaves less for its
motion through time."

This interpretation of special relativity provides us with a simpler way of understanding the time-travelling
astronaut. An astronaut who flies away from the Earth at nearly the speed of light before returning to the Earth will
have travelled a greater distance through space than his friend who stayed on Earth. However, because the astronaut
will have travelled a greater distance through space, he will have travelled a smaller distance through time (as
everything travels at the same speed in spacetime). In other words, he will have aged less.

So special relativity provides us with the first principle we need on our quest to understand why there are three
dimensions of space: everything travels through spacetime at the speed of light.

Part 2: A bit of thermodynamics

The nature of time still remains something of a mystery to us. This is because — certainly down to the atomic
level — all physical processes appear to be reversible with time.[26] For an example from Newtonian mechanics,
consider a movie of a moving ball colliding with a stationary ball. The first ball would stop and the second ball
would move off at speed. If the movie was played backwards, the events would still make sense according to the
laws of physics. This time, though, the second ball would come in reverse, strike the stationary first ball, and the
first ball would then move off in reverse. Everything would happen perfectly in reverse, and it would look as though
it was happening in the forward time direction.

So if the laws of physics are time-symmetrical, why do so many processes exhibit a so-called arrow of time in the
forward time direction? For example, we might see an egg breaking (in the forward time direction), but we never see
a broken egg reforming itself — so clearly that is not a process which is time-symmetrical. The answer as to why
there is an arrow of time comes from the increase in entropy, which can be regarded as the amount of disorder in a
system. It is known that the amount of entropy in a system will always tend to increase with time, in other words a
system will become more disordered over time. Hence, we see cars rusting (their molecules becoming more
disordered), but we do not see rusting cars becoming new again. This principle that the entropy of a closed system
increases with time is called the second law of thermodynamics.

But entropy is a statistical property which can only be measured from a group of particles. It therefore makes no
sense to talk about the entropy of a single particle — a single elementary particle has no internal parts, so it can
never get disordered, or fall to bits over time. In a similar fashion, it makes no sense to talk about the temperature or
pressure of a single particle (temperature and pressure are also statistical properties of a group of particles). As
Joseph Conlon says in his book Why String Theory?: "The concept of temperature requires many particles."

So — if this is the case — then how does a single elementary particle experience time? If it is not subject to
increasing entropy then it is not subject to the usual arrow of time. However, we know that elementary particles do
experience time because of experimental observations. For example, when protons from space hit the upper
atmosphere of the Earth, they produce muons, which are a heavier form of electron. Because the muons are heavy,
that means they rapidly decay to lighter particles: the average lifetime of a muon is 2.2 microseconds. In that very



short period of time, even muons travelling at close to the speed of light will only travel 660 metres before they
decay. This means very few muons should actually reach the surface of the Earth. However, in practice, many more
muons reach the Earth's surface. This is because of time dilation predicted by special relativity: the particles are
travelling at close to the speed of light, so time passes slower for the muons. Hence the muons "age slower" and it
takes them longer to decay.

It is also well known from particle accelerator experiments that elementary particles take longer to decay when
they are moving close to the speed of light. This was described by Luboš Motl in a blog posting entitled The world
as seen by the LHC protons: "All the processes occurring 'inside' the moving particle are slowed down due to time
dilation. That's true for the 'ageing process' of the particle, too." [27]

But if an elementary particle has no internal structure, it can have no internal clock. And if it has no internal parts
then it has no entropy and is therefore not subject to the usual entropy-based arrow of time. So how do elementary
particles experience time? How do elementary particles "age"? This is a very fundamental question.

We will shortly be returning to this question as we shall see it possibly holds the key as to why there are three
dimensions of space.

Bear with me … we are getting there!

Part 3: A bit of particle physics

The world of particle physics can seem a very confusing place. However, if you read my previous book you will
know that all particles can be placed in one of two simple categories: a particle is either a fermion or it is a boson.

Fermions resist being in the same state as other fermions. It is this tendency which causes fermions to be the
particles which form atoms. Electrons are fermions, and they orbit the atomic nucleus (composed of quarks, which
are also fermions) in clearly-defined shells. The clearly-defined electron shells prevent two electrons from being in
identical states.

Because fermions resist being in the same state, an object composed of fermions will resist our touch, feeling
solid. Hence, fermions are the particles which form matter: trees, cars, gases, tables, and humans.

The other category of particles are the bosons. A photon (a particle of light) is an example of a boson. In contrast
to the behaviour of fermions, bosons like to be in the same state. Hence, billions of photons will congregate to
produce a beam of light. Because photons do not mind being in the same state, bosons feel intangible: a light beam
does not resist our touch. Hence, bosons are not suitable particles for forming matter.

This distinction between fermions and bosons is vital for our quest to determine why there are three dimensions of
space. This is because of our human bias when considering questions about space (considered in Chapter Two). We
are made of fermions. The objects we manipulate are made of fermions. The objects we have to avoid when we
navigate space are made of fermions (we generally don't have to avoid a beam of light). Atoms are made of
fermions, and galaxies are made of fermions. In fact, it could be said that we define space in terms of fermionic
matter.

This is important for our quest to understand why there are three dimensions of space. To see why, let us ask the
hypothetical question: how many dimensions would we experience if we were made of light? Special relativity tells
us that an object ages slower as its speed approaches the speed of light. An object made of fermions has mass, and
can never reach the speed of light. However, light is composed of massless bosons and is therefore able to travel at
… well … the speed of light. Light, therefore, does not experience time. Harry McLaughlin, one of the top
contributors on the Quora website, describes the experience of light quite beautifully: "Imagine watching a sunset. A
photon is emitted from an atom in the solar photosphere and journeys across space until it reaches your eye and is
absorbed by a molecule in your retina. From your point-of-view, this photon had a lifespan of about eight minutes.
However, for the photon, its own emission and absorption is a single event. There are no defined notions such as
'happening', 'process', or 'experience'. For a photon, time is non-existent and meaningless."

With this in mind, let us return to our hypothetical question: how many dimensions would we experience if we
were made of light? From the previous discussion it is clear that if we were made of light we would not even be
asking the question "Why does the universe have four spacetime dimensions?" because we would not experience
four spacetime dimensions. Just like light, we would not experience the time dimension. In other words, we would
have lost a dimension!

And I think this is a vital point: the number of dimensions of the universe depends on your viewpoint. Is your
universe defined by bosons or fermions? This makes it very clear that — to repeat a point made in Chapter Two —
the dimensions emerge from the behaviour of matter in the universe. The spatial dimensions do not form a pre-
existing system of axes. Newton's idea of absolute space has been refuted. There is no absolute "box" of spatial axes



"outside the universe" which would remain if all the matter in the universe was removed. Instead, the dimensions
come from the behaviour of that matter: the dimensions emerge from the behaviour of particles.

So, if we truly want to understand why there are three spatial dimensions, we need to consider the behaviour of
particles. Specifically, we need to consider the behaviour of fermions, because that is how we define our space.

Part 4: A bit of quantum mechanics

In the first two decades of the 20th century, physics was rocked by the two major developments of quantum
mechanics and relativity. However, the incompatibility of these two developments posed (and still does pose) a
major challenge for physicists.

If you read my previous book, you will know that in 1928 the British physicist Paul Dirac made a major
breakthrough by successfully combining quantum mechanics with special relativity for the first time. In his famous
Dirac equation, he managed to accurately describe the quantum mechanical behaviour of an electron which
incorporated the rules of special relativity. He achieved this by using a matrix. A matrix is a rectangular array of
numbers which can be used to transform one set of coordinates into another set of coordinates (for example, a
rotation of an object can be described by a matrix). So, in his equation, Dirac used a matrix to transform spatial
coordinates into time coordinates — according to the rules of special relativity. This resulted in a description of how
the electron behaved in combined spacetime. [28]

So, what did the Dirac equation reveal about the electron? Amazingly, it revealed the electron had to spin. It was
already known that an electron possessed the property of spin, but for the Dirac equation to predict the necessity for
spin was an extraordinary achievement.

How are we to interpret this necessity for electron spin? Well, perhaps we should not be too surprised. Paul Dirac
introduced the rules of special relativity into quantum mechanics, and we know from our earlier discussion that
special relativity has a simple interpretation: everything travels at the speed of light in spacetime. If we consider a
stationary electron, how can it possibly continue to move through spacetime at the speed of light? The simple
answer is: it has to spin. Remember in our earlier discussion of entropy, the question was asked how can an
elementary particle move through time? An elementary particle has no internal parts, so increasing entropy cannot
explain the arrow of time for a single particle. Instead, perhaps we can consider the necessity for a particle to spin as
representing the only way a stationary elementary particle can continue to travel through spacetime. How does a
stationary elementary particle travel through time? The only way it can: it spins. [29]

But if particle spin represents a particle's speed through spacetime, at what speed should we expect it to spin? You
might be able to guess: we would expect it to spin at the speed of light — the same speed that everything travels
through spacetime. This was suggested by Paul Dirac in his Nobel Prize-winning lecture in 1933: "It is found that an
electron, which seems to us to be moving very slowly, must actually have a very high frequency oscillatory motion
of small amplitude superposed on the regular motion which appears to us. As a result of this oscillatory motion, the
velocity of the electron at any time equals the velocity of light. This is a prediction which cannot be directly
verified by experiment, since the frequency of the oscillatory motion is so high and its amplitude is so small."

However, even though it is impossible to experimentally measure the electron spinning at the speed of light, it is
possible to perform a simple calculation to show that this is likely to be the case (the calculation is included in the
Appendix).

But, really, the details of this are irrelevant. The only two things we need to know are that our reality is defined in
terms of fermions, and that a fermion must spin. Those two facts alone are enough to determine that space must have
three dimensions — as we shall now see …

Part 5: Why three dimensions?

Congratulations — we have made it! This is the last step on our quest to discover why space has three
dimensions.

On the basis of what we have just discovered, the solution is very simple. Because of our human bias, our space is
defined in terms of fermions. A fermion with mass, travelling slower than the speed of light in the x direction, needs
to spin. Spin requires a plane in two dimensions, so an additional two dimensions — y and z, shown in the following
diagram — perpendicular to the direction of motion are required:



So three dimensions arise from the fermion's need to satisfy the rules of special relativity. And, as we define our
reality in terms of fermions, our space therefore must have three dimensions, three degrees of freedom.

Referring back to Chapter One, the idea of three being a "number of sufficient magnitude" was introduced. We
can now see how that principle is applicable: one or two dimensions of space would not be enough as the fermion
would not be able to spin. Three dimensions is the smallest number of dimensions which allows spin perpendicular
to motion, thus allowing the fermion to satisfy special relativity.

But, you might protest, this still does not specifically identify three dimensions of space. OK, one or two
dimensions would not be enough, but surely this would still be possible in four dimensions of space, or five or six or
any other large number of dimensions? Well, rather wonderfully, it turns out that three-dimensional space has a
unique characteristic in this regard (as described in the discussion of three-dimensional geometry in Chapter Two, it
is often the case that spaces with low number of dimensions can possess unique characteristics which are not shared
by higher-dimensional space). John Barrow explains this unique characteristic in Dimensionality: "There is one
simple geometrical property unique to three dimensions that plays an important role in physics: universes with three
spatial dimensions possess a unique correspondence between rotational and translational degrees of freedom. Both
are defined by only three components."

This is going to require some explanation.
Imagine a two-dimensional plane: a flat desert. And on that flat desert there is a car. The car is free to drive

anywhere on the desert, so the car can move anywhere across that two-dimensional space. In other words, the car
has two translational degrees of freedom. But how free is the car to rotate? The car rotates around the vertical axis
when it turns left and right — when the driver turns the steering wheel. So the car has only one rotational degree of
freedom (hence, the car has only one steering wheel — a steering wheel being required for each rotational degree of
freedom).

To sum up, in two-dimensional space there are two degrees of translational freedom, but only one degree of
rotational freedom. So, in two dimensions, the number of translational degrees of freedom is not equal to the number
of rotational degrees of freedom.

Now let us consider the situation in three-dimensional space.
Unlike a car — which is restricted to movement in two dimensions — an aeroplane is free to move in a straight

line in any direction in three-dimensional space: forward/back, up/down, left/right. So an aeroplane has three
translational degrees of freedom. But how free is the aeroplane to rotate? It turns out that there are also three



rotational degrees of rotation available to the aeroplane, and these are called roll, pitch, and yaw:

So an aeroplane has three rotational degrees of freedom. For this reason, an aeroplane effectively needs three
steering wheels — one for each rotational degree of freedom — and these are incorporated into a joystick:



Just to make it clear, a car or boat is able to move in two dimensions, but only needs one steering wheel (it is only
able to rotate around one axis). An aeroplane can move in three dimensions and needs three steering wheels (it is
able to rotate around three axes). As John Barrow said, in three dimensions — and three dimensions only — the
number of rotational degrees of freedom is equal to the number of translational degrees of freedom.

There is a formula which gives the number of "steering wheels" (number of rotational degrees of freedom) in n
dimensions of space, and that formula is:

Try calculating the result of this formula for various values of n, such as n=1 or n=2.

For n=1 (one-dimensional space — a line) you will find the formula gives the value 0. This is because you
cannot rotate in one-dimensional space, you can only move forwards and backwards along the line, so no
"steering wheels" are required. So, in the case of one-dimensional space, the number of steering wheels, 0, is
clearly not equal to 1, the number of dimensions.

For n=2 (two-dimensional space — a plane) you will find the formula gives the value 1. This is the case of the
car or the boat which can travel in two dimensions but are only able to rotate about a single axis — so only
have one steering wheel. So, once again, the number of steering wheels is clearly not equal to the



dimensionality of the space.

For n=4 you will find the formula gives the value 6, which is clearly not equal to 4.

However, for n=3 you will find the formula gives the value 3. So three steering wheels are required to navigate
three-dimensional space. And, crucially, it can be shown that this is only true for n=3. No other number of
dimensions will satisfy this formula.

Effectively, we are solving the magic equation:

You might like to use a bit of high-school algebra to calculate the value of n from that equation yourself. You will
find that putting n=3 satisfies the equation, which is clearly the correct answer for the number of spatial dimensions.
[30] This makes it clear what an important role is played by spin (rotation) in defining the number of spatial
dimensions.

 
So that is my proposal for why there are three dimensions of space.
To recap, we define our space in terms of fermions, which are the matter particles such as electrons. A fermion

has to comply with the rules of special relativity (is said to be Lorentz invariant) and hence requires a plane of
rotation in order to spin. But only in three-dimensional space is a single plane of rotation uniquely specified which is
perpendicular to the particle's direction of motion.

And that is why I believe three is the magic number.
Thank you.



APPENDIX
This appendix presents a simple calculation to show that a particle spins at the speed of light (a similar calculation

was performed in the early days of quantum mechanics).
In my previous book, it was stated that elementary particles are considered as being infinitely-small pointlike

particles. But if the radius of a particle is truly zero, then how can we measure the speed at which a point on the
surface of the particle spins? Well, quantum mechanics introduces an element of uncertainty into all measurements
due to the Heisenberg uncertainty principle. Because of wave/particle duality, every particle can be thought of as
having a wavelength as well. In the following calculation, the radius of the particle will be given by this wavelength,
the Compton wavelength, which is equal to:

where m is the mass of the particle, c is the speed of light, and h is Planck's constant. We will be modelling a
particle by a spinning disk which has an angular momentum, L, equal to:

where v is the velocity with which the particle is spinning.
Replacing the value of r in this equation with the value of the Compton wavelength gives:

Replacing the value of angular momentum with the spin angular momentum, h/2, gives:

You will see that the h, and the m, and the 2 all cancel, leaving us with v=c. In other words, the particle spins at
the speed of light.
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NOTES
[1] I have often wondered why Occam's razor is called a "razor". Surely it does not have anything to do with

shaving? Well, in the true spirit of Occam's razor, the simplest solution (and our first guess) is correct: it does indeed
have something to do with shaving. Occam's razor is said to "shave" away unnecessary assumptions, cutting away
the complexity.

[2] Frank Wilczek was the joint-discover of asymptotic freedom in the strong force.
[3] http://en.wikipedia.org/wiki/Mathematical_constant
[4] I believe this apparent connection between naturalness and simplicity is the reason for the current popularity

of naturalness as a guiding principle in developing new theories — even though it might not always be applicable to
all areas, such as particle physics. See Sabine Hossenfelder for a discussion: http://tinyurl.com/sabinenaturalness

[5] John Baez, Platonic Solids in All Dimensions, http://tinyurl.com/johnbaez
[6] J.D. Barrow, Dimensionality, http://tinyurl.com/barrowdimensionality
[7] So here we find a reason for the mysterious naturalness of the physical constants (discussed in Chapter

One).The value of the numerical constants in our formulas is heavily-dependent on the dimensionality of space (see
Chapter Ten of John Barrow's book The Constants of Nature). So because the number of dimensions of space is
natural (three is a small dimensionless constant) this ensures that the other constants are also natural: the physical
constants are natural because space is natural.

[8] It is quite easy to see the International Space Station at night: it is the third brightest object in the sky and it is
amazing to see it passing overhead at great speed. There is a website which tells you when you can see the station:
http://iss.astroviewer.net/observation.php

[9] The tendency of the bucket is to fly off in a straight line. So the only force actually acting on the bucket is the
tension in the rope (this inward force is called the centripetal force). So the apparent outward centrifugal force you
feel is considered to be a fictitious force.

[10] Max Tegmark, On the dimensionality of spacetime, http://arxiv.org/pdf/gr-qc/9702052v2.pdf
[11] Gerald Whitrow, Why Physical Space Has Three Dimensions, British Journal for the Philosophy of Science,

vol. 6, No. 21, 1955.
[12] John Bechhoefer and Giles Chabrier, On the fate of stars in high spatial dimensions, American Journal of

Physics 61, 460 (1993).
[13] M. Gasperini, The cosmological constant and the dimensionality of space-time, Physics Letters B, Volume

224, June 1989, pp. 49-52.
[14] This flight pattern — which goes so far North — is called a great circle. Unfortunately, the Titanic hit an

iceberg because it was following a northerly great circle route (the fastest route to New York) which took it into an
ice field.

[15] This sign convention (+---) is sometimes called the West Coast metric. This is to distinguish it from the (-
+++) sign convention which is sometimes called the East Coast metric. Some would say either convention is equally
valid, but the West Coast metric clearly makes more sense to me as it applies to objects with a timelike world line,
i.e., objects which cannot move faster than light (which is the case for all objects). In contrast, the East Coast metric
applies to events with spacelike separation.

[16] Actually, this formula — which measures spacetime distance as the time measured by a travelling clock —
means that objects move so as to maximise their distance through spacetime, not minimise their distance. This is
because objects moving along a geodesic will show the maximum time on their clock (whereas as astronaut who
deviates from the geodesic — by travelling to Jupiter and back, for example — will show less time passing, less
spacetime distance, on his clock when he returns). But the end result is the same: objects tend to travel along
geodesics.

[17] More precisely, this represents the divergence, which is a measure of how quickly a property "spreads out"
from a point in space.

[18] You will also notice a g55 element in the bottom right corner. This represents an undiscovered particle called
a dilaton and is a known problem with Kaluza's theory. Theodor Kaluza ignored it, and so shall we.

[19] These are examples of global symmetries because the same symmetry transformation is applied at every
point in the universe. Gauge theory arises from local symmetry in which different transformations can be applied at
each point in the universe.

[20] Technically, this is called U(1) symmetry, which means "rotation in one complex dimension". For more

http://en.wikipedia.org/wiki/Mathematical_constant
http://tinyurl.com/sabinenaturalness
http://tinyurl.com/johnbaez
http://tinyurl.com/barrowdimensionality
http://iss.astroviewer.net/observation.php
http://arxiv.org/pdf/gr-qc/9702052v2.pdf


information, see the book Deep Down Things by Bruce Schumm.
[21] Why is the phase of a wavefunction unobservable? Because quantum mechanics can only tell us the

probability of an event occurring, for example, the probability that a particle will be at a certain position. If you read
my fourth book you will know that the German physicist Max Born showed that the value of the square of the
wavefunction represented the probability that the electron is found at a particular location. But when we square the
wavefunction, we lose all the phase information (the phase being represented by a complex number). So the phase
information is fundamentally unobservable — we can only measure the probabilities.

[22] Juan Maldacena, The symmetry and simplicity of the laws of physics and the Higgs boson,
http://arxiv.org/abs/1410.6753

[23] It is used in the calculation of the Casimir effect. If two plates are placed just a few nanometres apart in a
vacuum, there will be a small attractive force between the plates due to the vacuum energy of the electromagnetic
field. The -1/12 value explains why summing over all the possible vacuum energy states does not result in an infinite
value. The minus sign explains why the Casimir force is attractive.

[24] The expression on the left-hand side actually represents the sum of the lowest energies of each oscillator
mode (the so-called zero-point energies). The ½ term comes from the standard result for the lowest energy of a
quantized harmonic oscillator (a vibrating string is a harmonic oscillator). The -1 term on the right-hand side
represents the fact that the ground state energy is not zero, but has a small negative value called the Casimir energy
(the value is the negative of the n=1 lowest-energy state).

[25] Chapter 12 of A First Course in String Theory by Barton Zwiebach.
[26] At the level of individual particles, the interactions of the weak force do not appear to be completely

symmetric with respect to time. However, according to CPT symmetry, if the charge of a particle (C) and the parity
of a particle (P) and time (T) are all reversed then all physical interactions are indeed reversible — even interactions
due to the weak force.

[27] http://tinyurl.com/lhcprotons
[28] The resulting description of the electron is said to be Lorentz invariant, meaning that the description of the

electron does not depend on how the observer is moving, i.e., the description conforms to the rules of special
relativity.

[29] In accordance with the energy-momentum relation in special relativity, translational momentum in the space
dimension transforms into angular momentum — spin — in the time dimension (if you are protesting that the
intrinsic spin of a particle does not represent actual rotation, please refer to my previous book in which it is argued
that it does, indeed, represent actual physical rotation).

[30] n=0 is the other — not very interesting — solution.

http://arxiv.org/abs/1410.6753
http://tinyurl.com/lhcprotons
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EPILOGUE



PREFACE
I am pleased to say that the subject of this book is the hottest topic in fundamental physics research today. Physics

blogs and forums are buzzing with discussions about "fine-tuning" and the related subject of "naturalness".
These questions have taken increased priority after experiments at the Large Hadron Collider did not reveal any of

the "Beyond the Standard Model" (BSM) physics which many particle physicists hoped would appear. With little
new data to analyse, many particle physicists fear for their jobs. Does this represent the beginning of the end of
fundamental physics research?

The LHC discovered the Higgs boson, but the mass of the Higgs boson has emerged as something of a puzzle in
its own right. As we shall see later in this book, we have no idea why the Higgs mass is so small. Is the value
"natural", or is it "fine-tuned"? Is the universe itself fine-tuned for life?

As you can see, these are seriously big questions. Though I have also included several side-stories to keep you
entertained.

Once again, thank you for your support.
 
Andrew Thomas
(hiddeninplainsightbook@gmail.com)
Swansea, UK
2017
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THE ANTHROPIC PRINCIPLE
In 1973, Brandon Carter, an Australian-born theoretical physicist, had just written a scientific research paper

containing an idea which he knew was potentially explosive. Carter, who was studying at Cambridge University at
the time, was unsure about the wisdom of publishing such a controversial paper. However, a young Stephen
Hawking was intrigued by Carter's work and encouraged him to present his idea to the world.

By one of those strange twists of fate which sometimes occur, 1973 also happened to mark the 500th anniversary
of the birth of Nicolaus Copernicus, the great Polish mathematician and astronomer. It was Copernicus who first
proposed the theory that the Earth was not the centre of the universe, but, in fact, the Earth orbited the Sun.
Previously it had been believed that the Earth held a very special position in the universe. But according to the
Copernican principle, the Earth was nothing more than just another mediocre planet, and humanity was nothing
more than some unremarkable chemical compound smeared over the face of the planet.

But now, for the first time in 500 years, the science of Brandon Carter was about to challenge Copernicus.
To mark the anniversary of the birth of Copernicus, a conference was being held in the Polish town of Krakow

where Copernicus had studied. The timing was perfect for Carter. If Carter wanted to create a big stir in the
audience, he certainly managed it. He picked just the right occasion to maximise the impact of his paper.

Carter's important and influential paper is available here:
 
http://tinyurl.com/carterpaper
 
Carter agreed with Copernicus that our position in the universe was not special or central in every way. However,

Carter realised that this did not mean that our position could not be special in any way. Indeed, in some ways it was
clear that our position was privileged. As an example, the Earth orbits the Sun at a comfortable distance so that its
surface is not boiling hot like Venus, or freezing like Neptune. As another example, the strength of the Earth's
gravity has the perfect value to retain a thick atmosphere, while not being too strong to crush any complex lifeforms
which might emerge. It does seem fairly inarguable that our position — as far as the emergence of life is concerned
— does appear to be privileged to some extent. Take a trip to Venus if you don't believe me.

But Carter went even further.
Carter had realised that not only was the Earth uncannily suited for life, but also that the laws of physics and the

values of the fundamental constants seemed to have forms and values which appeared particularly suited for the
emergence of life. If some of the values were only slightly different then it appears that the emergence of life in the
universe might well have been impossible. It was almost as if the universe was "fine-tuned" for life.

As the great physicist John Wheeler said: "It is not only that man is adapted to the universe, the universe is
adapted to man. Imagine a universe in which one or another of the fundamental dimensionless constants of physics
is altered by a few percent one way or another. Man could never come into being in such a universe."

The six numbers of Martin Rees

It turns out that there is quite an extraordinary number of these "life-friendly" coincidences. Martin Rees has
written a book called Just Six Numbers in which he considers just six of these remarkable numbers. According to
Martin Rees: "The nature of our universe is remarkably sensitive to these numbers. If you can imagine setting up a
universe by adjusting six dials, then the tuning must be precise in order to yield a universe that could harbour life."

Here are the six numbers of Martin Rees:

1. The value of N, which is the ratio of the strength of the electromagnetic force to the gravitational force. N has
the value approximately equal to 1040, which is 10,000,000,000,000,000,000,000,000,000,000,000,000,000.

Put simply, this means that the force of gravity is extraordinarily weaker than the electric force. However,
unlike the electric force — which can be either attractive or repulsive — gravity is always attractive. So, even
though gravity is extremely weak, the attractive force accumulates and becomes dominant for large masses. In

http://tinyurl.com/carterpaper


fact, gravity becomes so strong that any planet larger than Jupiter would become crushed by gravity — so the
Earth is very lucky that gravity is not stronger. Not only would the Earth be crushed, but all life on Earth would
be crushed as well.

Similarly, as gravity becomes stronger for larger masses, this means that stars must necessarily be huge in
order to overcome the tremendous outward pressure generated by the fusion reactors in their core. It was the
American physicist, Robert Dicke, who first realised that stars are so big because gravity is so weak. If gravity
was stronger then stars would be very much smaller, and their lifetimes would then be too short to allow the
evolution of complex life.

The strength of gravity will be considered in detail in the final chapter of this book.

2. The value of ε, the Greek letter epsilon, which represents the amount of energy released by the nuclear fusion
reaction inside stars. The main fusion reaction combines hydrogen atoms to form helium atoms. The nucleus of
a hydrogen atom is formed of a single proton, whereas the nucleus of a helium atom is formed out of two
protons and two neutrons. But the nucleus of a helium atom weighs only 99.3% as much as the two protons and
the two neutrons out of which it is made. The remaining 0.7% is released as energy during the fusion reaction,
the energy coming from the loss of that small amount of mass according to E=mc2. Hence, the value of epsilon
is 0.7%, or 0.007.

Martin Rees then considers the case if the value of epsilon was 0.006 instead of 0.007. This would be the
case if the strong nuclear force holding the protons and neutrons together was slightly weaker. As a result of
this weakening of the force, protons could not be bound together during fusion and we would be left with a
universe composed entirely of hydrogen. There would be no chemistry in such a universe — and no life.

Rees then considers the alternative situation in which epsilon was 0.008 instead of 0.007. This would
represent a strengthening of the strong nuclear force. In that case, all the hydrogen would have disappeared
from the universe shortly after the Big Bang, quickly fused into helium. There would then have been no fuel for
stars, no water, and no life.

So, according to Martin Rees: "If epsilon were 0.006 or 0.008, we could not exist."

3. The value of Ω, the Greek letter omega, which represents the ratio between the total amount of mass and
energy in the universe, and the critical density of the universe (the formula for the critical density was derived
in my second book). The value of omega determines the eventual fate of the universe. If the total mass and
energy contained within the universe is too small (less than the critical density), then the force of gravity will
be too small to pull the universe back together again, and the universe will expand forever (this situation is
called an open universe). Conversely, if the total mass and energy contained within the universe is larger than
the critical density, the universe will eventually get pulled back together again by gravity (this situation is
called a closed universe).

Observations of the universe indicate that the value of omega is close to one (indicating a flat universe, rather
than open or closed). This appears to represent another case of fine-tuning of the value of omega: if the value of
omega was much less than one, the universe would have expanded too fast to allow galaxies and stars to
condense, and there would be no chance of life. Conversely, if the value of omega was much greater than one,
the universe would have collapsed into a "Big Crunch" too quickly for stars to form. According to Martin Rees:
"It looks surprising that our universe was initiated with a very finely-tuned impetus, almost exactly enough to
balance the decelerating tendency of gravity. It's like sitting at the bottom of a well and throwing a stone up so
that it comes to a halt exactly at the top — the required precision is astonishing."

There are, however, a couple of caveats to this apparent fine-tuning coincidence. Firstly, the popular inflation
hypothesis predicts a flat universe — without the need for fine-tuning (though it has been suggested that
inflation itself requires additional fine-tuning[1]).

Secondly, this entire discussion is based on the behaviour of gravity at the largest of scales: will gravity pull
the universe back together, or will gravity be too weak to prevent continual expansion? If our knowledge of
gravity at the scale of the entire universe is wrong then it will have to be replaced by a theory of modified
gravity. In that case, the fine-tuning requirement might be avoided. This possibility will be considered later in
this book.

4. The value of Λ, the Greek letter lambda, which represents the cosmological constant.
We now know that the expansion of the universe is accelerating. This is due to a phenomenon which has

been called dark energy. Dark energy is often suspected to be the vacuum energy present in empty space.
However, our best estimate of the value of the vacuum energy is wildly inaccurate, and it appears that the



actual value must be fine-tuned to an incredibly small value.
We will see later how Leonard Susskind has described the apparent fine-tuning of the cosmological constant

as a "cataclysm" for physics. The cosmological constant will be considered in detail in Chapter Four of this
book.

5. The value of Q, the size of the initial "ripples" in the structure of the universe which seed the growth of all
cosmic structures.

Martin Rees explains the importance of these initial irregularities being sufficiently large: "If the universe
had started off completely smooth and uniform, it would have remained so throughout its expansion. It would
be cold and dull: no galaxies, therefore no stars, no periodic table, no complexity, certainly no people."
However, if the ripples had been too large then massive chunks of matter would have congealed into vast black
holes. There seems to be some conflicting opinion over the problems introduced by a large Q, though there
seems to be agreement over the necessity that Q should not be too small.

6. The value of D, the number of spatial dimensions of the universe — which is obviously set to three
dimensions.

The number of spatial dimensions was the subject of my previous book. As I explained there, life could not
exist if D was equal to two or four. However, in my book I came to the conclusion that this number was
unlikely to be a fine-tuned coincidence. Any integer value close to one is likely to have a "natural" explanation
(we shall be considering naturalness again later in this book). There is likely to be a simple mechanism which
generates the number of dimensions, such as the simple mechanism which was proposed in my previous book.

With his listing of six arbitrary numbers, Martin Rees presented an analogy of six dials which have to be turned to
particular values. As Martin Rees said: "The nature of our universe is remarkably sensitive to these numbers. If you
imagine setting up a universe by adjusting six dials, then the tuning must be precise in order to yield a universe that
could harbour life."

Here are Martin Rees's six numbers represented as dials:

There are more than just six arbitrary numbers, however. The Standard Model of particle physics requires the
setting of the value of 25 fundamental constants — which would require a lot of dials! [2]

So Brandon Carter's 1973 paper really did cause a stir, the implications of which are still being felt to this day.
But what made Carter's paper so controversial was that he also proposed an explanation for the fine-tuning
coincidences.

To understand Carter's explanation, we will need to spend a day at the races …



How to predict the winner of every horse race

Derren Brown is one of the most impressive performers currently on British television. His main act is that he is a
mentalist, which means he appears to read people's minds. His mind reading act is so impressive that you become
convinced he must have special powers. Brown can also get people to perform crazy feats through mind control. For
example, he once convinced a group of old age pensioners to commit an art robbery — purely by mind control (the
gallery was made aware of the impending theft).

What makes Brown's act so appealing is that he obviously has a good grasp of the science behind his technique,
and he mixes scientific and mathematical techniques in with his magic. Sometimes it is difficult to tell where the
science ends and the magic begins.

On British television in February 2008, Brown presented what is often regarded as his masterpiece. It was, quite
simply, a way of predicting the winner of every horse race.

The show was called The System. Here is a description of the system in Brown's own words as he stands in the
crowds of Sandown Park Racecourse at the start of the programme: "I have developed a guaranteed system for
winning at the horses. This system allows me to predict — 24 hours in advance — which horse will win in big,
high-profile races. Now, to prove this, six weeks ago I took a woman — a random member of the public — and I
told her which horse was going to win in a certain race. It did win. She was intrigued. I then did it again, and again,
and again. She started to bet larger and larger amounts of money. Now today, that woman has scraped together
every last penny that she can find, and she is risking it all on one final race."

Ok, to clarify: this was a woman who was genuinely selected as a random member of the public. This was a single
mother, a charming lady called Khadisha, who was working two jobs and who Derren Brown thought could most
benefit from the winning money. Brown sent her a series of anonymous tips via email for several weeks. Because of
Brown's apparent infallibility at picking winners, Khadisha was persuaded to bet large amounts of her own money
on high-profile races. On the first race, Khadisha won £28. The second race went to a photo finish and there were a
few tense minutes before it was announced that Khadisha's horse had won again. This time Khadisha won £360.

The fifth race proved particularly exciting with the predicted winner lying a long way back in third place going
into the final jump fence. However, at the final fence the two leading horses both fell, so Khadisha's horse was then
able to stroll through to an easy victory. Khadisha won just under a thousand pounds. Her only regret was that she
had not betted more money so that she could have retired on the winnings.

So Derren Brown persuaded Khadisha to raise £4,000 (including £1,000 borrowed from her father) to bet on the
sixth and final race. In the final race, the predicted horse won again (after a bit of classic showmanship from Brown)
and Khadisha took home £13,000.

The entire video of The System is available on YouTube at the following link:
 
http://tinyurl.com/derrenbrownsystem
 
If all else fails, the following link to the video should always work:
 
http://tinyurl.com/derrenbrownbackup
 
At this point, it might be a good idea to put down this book and go and watch the video, and try to work out how

http://tinyurl.com/derrenbrownsystem
http://tinyurl.com/derrenbrownbackup


such a remarkable feat could have been achieved. I guess the solution would be called an example of lateral thinking
— it is quite ingenious. I can tell you that I managed to work out the secret before Brown explained how he did it at
the end of the video. See if you can do the same.

At about the nine-minute mark of the video, Brown announces that he is going to perform another seemingly
impossible feat: "Part of what makes the System seem so impossible is that it defies our understanding of
probability. I'm going to show you something now which is impossible in exactly the same way. I am going to toss a
coin, fairly, ten times in a row and have it come up heads every time."

As Brown said, this was to be filmed under controlled conditions with multiple cameras running continuously
which would not cut away, and it was a genuine coin with heads on one side and tails on the other. But then Brown
said something more: "I want you to watch this (the coin tossing) and try and work out how it can be possible.
Because the key to understanding this is the key to understanding the System."

Indeed, it was after Brown had performed this second seemingly-impossible feat that I worked-out the basic secret
of how Brown was going to achieve his feat of predicting the winners of the horse races. Because, while there could
be an element of skill in predicting the results of the horse races (by possessing expert knowledge of the horses, the
jockeys, and the conditions), there could be no such skill which would help you throw a coin and get ten heads in a
row.

There was only one possibility, and that is we were not being told the whole story.

The selection effect

Warning: spoilers ahead.
At about the 29-minute mark of the video, Derren Brown explains how the System works.
He starts by considering a similar example, an example of a person who takes a homeopathic remedy

(homeopathic medicine is generally regarded as being unscientific) but finds it to be an effective cure: "You might
have a viral infection, you might take the homeopathic remedy, you might then feel better and decide, therefore, that
it must be an effective cure. The point is, it works for you — what more proof could you need? The trouble is that
when these things are tested properly over thousands of people they are shown to have no effect whatsoever. The
trap that people fall into is that they do not realise how limiting their own perspective can be. Khadisha believes in
the system — she is convinced by it — because she is only looking at it from her own perspective. Now it is time to
force a change in perspective, and to look at the bigger picture."

So why is all this relevant to the theme of this book, trying to decide whether or not the universe is "fine-tuned"
for our existence? Well, it is precisely because we can only ever consider the problem from our own perspective —
and that can be deceptive. We might interpret our existence as being the result of an impossibly improbable
sequence of events, just as it was deceiving Khadisha picking her impossibly improbable sequence of winning
horses (Derren Brown calculated that the probability of picking the sequence of winning horses correctly was one in
1.48 billion).

As Derren Brown said: "To work out the System, you need to understand that we can only know what comes
from our own limited experience. And our experience can often be very far from the truth."

To explain the secret of the System, Derren Brown then returns to consider his feat of predicting ten correct coin
tosses in a row: "To predict a run of ten heads in a row, and then make it happen, is hugely unlikely: the chance of it
happening is about one in a thousand. However, if you flip a coin thousands of times, and record the results, then
somewhere along that line of heads and tails then a line of ten heads is actually very likely to appear."

So that is how Derren Brown did his coin trick. What we saw — Brown tossing ten heads consecutively —
represented only the final minute of what he called "an excruciatingly long day". Brown and his team filmed for
over nine hours, with Brown tossing the coin continuously until he threw a consecutive sequence of ten heads. As
Brown says: "the impossible became the inevitable".

So only the last minute of Brown's long day was selected for broadcast. But from our very limited viewpoint, it
appeared that Brown had simply thrown ten heads in a row. What appeared to be an incredible coincidence was
actually an inevitability.

Then Derren Brown explains how the horse racing trick was done. It was based on a similar principle to the coin



tossing trick in that we only got to see a very small part of the bigger picture. Initially, 8,000 people were contacted
by email — not just Khadisha. Each of those 8,000 people received different tips as to which horse would win the
first race. After the race, apologies were sent to all the people whose horse did not win and their bets were refunded.
Khadisha happened to be in the group of people who had a winning horse in the first race.

The remaining people were then given different tips on a second race. Again, apologies (and refunds) were sent to
the losers, and only the winners (including Khadisha) progressed to the next race.

By the time of the sixth race, there were only six people left, and they were each assigned a different horse in the
final race. Of course, one of them had to win — the impossible became inevitable. It just happened to be Khadisha
who received winning tips for all six races, and it was only Khadisha's story which was broadcast.

So what we have here is a large group of initial data (a large group of people) and only a small sample was taken
from that group (a single person). But there was clear bias in the selection process as only the person who won all
six races was ever going to be chosen as the representative sample.

Let us now consider another example of selection bias.
Let us imagine we want to determine the percentage of the population who have access to a telephone. The way

we might decide to determine this is to conduct a poll: to pick a small sample of the population, see how many of
them have a telephone, and then extrapolate that result to determine the percentage of the general population who
have telephones. However, the way we decide to select our sample is via a phone poll: we ring up 1,000 people at
random. I am sure you can anticipate the problem here. Out of that 1,000 people, we find that 100% of them have
telephones. We then extrapolate that result to decide that everyone in the general population has a telephone. But, of
course, there was clear bias in the way we selected our sample: only people who had a telephone in the first place
could have been contacted via our phone poll. So of course it appeared that everyone had a phone.

When there is bias in the selection of a sample from a larger population, the misleading result is called a selection
effect. It has been suggested that the apparent life-friendly coincidences in our universes could be a result of
selection effects — in which case the apparent fine-tuning of the universe would be nothing more than an illusion.
Let us now consider this suggestion.

The weak anthropic principle

In our previous discussion of selection effects, we have seen that any form of selection bias in a sample of data
can lead to misleading conclusions being made. In particular, it can appear that uncanny coincidences have occurred,
when, in fact, no such coincidences exist. With this in mind, when we consider the nature of the universe — to
discuss whether or not it is fine-tuned — we can see that our existence as a form of intelligent life acts as a form of
selection bias.

This is fairly obvious, after all, if conditions in our particular part of the universe were not amenable to the
emergence of life then we would not be here to observe the life-friendliness of the universe — we simply would not
exist. So, just like the previous example of the phone poll, if we ask the opinions of a privileged few people (people
with telephones, or intelligent life living in comfortable regions of the universe) then you are going to get a false
impression. On the basis of the responses, the universe is going to seem like a privileged environment, uncannily
friendly and comfortable for life (with plenty of telephones as well).

So life is only ever going to be found in regions of the universe which are amenable to life. And any intelligent
lifeform is then going to interpret the universe as being life-friendly. As Derren Brown pointed out, we can only ever
consider the problem from our own perspective — and that can be deceptive. This tendency of intelligent life to
interpret the universe as life-friendly is a selection effect and is fairly obvious. It should therefore be regarded as a
tautology or truism.

In his book about the anthropic principle called The Goldilocks Enigma (also known as Cosmic Jackpot), Paul
Davies makes this point: "Nobody can be at all surprised by this simple tautology. It merely says that observers will
find themselves located only where life can exist. It could hardly be otherwise."

This fairly obvious principle is called the anthropic principle. The anthropic principle was presented for the first
time (and given its name) in Brandon Carter's seminal 1973 paper, which was linked earlier but I will repeat here:

 
http://tinyurl.com/carterpaper
 
Specifically, this simple version of the anthropic principle which explains life-friendly coincidences as selection

effects is called the weak anthropic principle.
As an example of the weak anthropic principle, we might look at the surface of Venus through a telescope and see

http://tinyurl.com/carterpaper


frightening conditions: towering volcanoes over a lava surface, with surface temperatures over 700 degrees Celsius
as heat is trapped by its 95% carbon dioxide atmosphere (it is actually the worst-case scenario for the greenhouse
effect). On the plus side, it does rain occasionally — but the rain is composed of sulphuric acid.

Now, when we observe the surface of Venus, our naive reaction might be to think: "What an awful place! Isn't it
lucky we don't live there? It is surely an uncannily fortunate coincidence that we live on comfortable Earth and not
horrific Venus."

But, of course, the weak anthropic principle explains this apparent lucky coincidence as a mere selection effect:
intelligent life is only ever going to be found in life-friendly environments. It is no coincidence we are based on
Earth and not Venus: human beings could never have evolved on the surface of Venus.

The weak anthropic principle states that if conditions vary with location throughout the universe, then life will
only emerge in locations in which those conditions are amenable for life. That selection effect might then result in
intelligent life naively interpreting the universe as being uncannily life-friendly, i.e., "fine-tuned".

So the weak anthropic principle is really fairly obvious, and could be regarded as common sense. Unfortunately,
like any fairly-obvious common sense idea, the weak anthropic principle does not provide us with any particularly
powerful insights about life or the universe. The weak anthropic principle should be regarded as a truism, and the
Google definition of "truism" is: "a statement that is obviously true and says nothing new or interesting" — which is
a perfect description of the weak anthropic principle. It is called "weak" for a very good reason. All the weak
anthropic principle really does is act as a warning that we should be careful not to be fooled by some fairly obvious
selection effects.

In particular, while the weak anthropic can explain some very simple naive fine-tuning problems (e.g., "Why is
the surface of the Earth just the right temperature for life?") it cannot solve the fine-tuning problems we are really
interested in. To be precise, the weak anthropic principle cannot be used to explain why the laws of physics and the
values of the fundamental physical constants are apparently life-friendly. If we want to use the anthropic principle to
explain these deeper coincidences, then we are going to have to take a deep breath and consider a much more
controversial and contentious principle.

We are going to have to consider the strong anthropic principle.

The strong anthropic principle

In the previous discussion of the weak anthropic principle we have considered properties which are important to
life (such as temperature, abundance of chemical elements) which vary with location throughout the universe. In that
case, our interpretation of conditions as being life-friendly can be explained as a simple selection effect. So, if
conditions vary with time or space, the weak anthropic principle can explain the apparent life-friendliness of our
environment.

However, in this book we are interested in whether or not the laws of physics and the values of the physical
constants are fine-tuned for life, and it appears that the laws of physics and the values of the physical constants have
not changed with time and do not change with location. If we observe deepest space with our most powerful
telescopes, the same laws of physics seem to apply in deepest space as in our local laboratory. Also, the value of the
fundamental constants are not believed to have altered over time.

So the weak anthropic principle cannot explain the apparent fine-tuning of the universe. But there is a more
powerful version of the anthropic principle which attempts to do just that.

The strong anthropic principle (again, described for the first time in Brandon Carter's 1973 paper) considers the
situation in which the laws of physics and the value of the constants do vary with location. In that case, once again,
the life-friendliness of the universe can be explained merely as a series of selection effects. But how can the laws of
physics possibly change with location? This is only possible if we take a highly-speculative leap into the unknown.

It is only possible for the laws of physics to change with location if we imagine there to be other "bubble
universes" located outside our own observable universe. The laws of physics, and the value of the fundamental
constants, might then be set to different values in each universe.

The following diagram shows our universe surrounded by various other bubble universes. The total collection of
all these bubble universes is called the multiverse. So, as we vary our location throughout this multiverse, we find
the laws of physics varying:



This is called the multiverse hypothesis.
If the multiverse really exists then the strong anthropic principle can be used to explain anthropic coincidences as

mere selection effects.
What is more, if there really is a multiverse then, as Brandon Carter suggested for the first time in his 1973 paper,

we can use it to provide an explanation as to why the laws of physics take the form they do. The laws of physics
would take the form we observe simply because we happen to inhabit the particular universe in which the laws of
physics and the fundamental constants are set to those particular values. If we happened to inhabit a different
universe, we would observe the laws of physics and the values of the constants set to different random values.

The strong anthropic principle is finding a new-found popularity at the moment due to its apparently unlimited
explanatory potential: it can explain anything — the form of the laws of physics can be explained as random
selection effects. This idea was first proposed in Section Five of Brandon Carter's paper which I linked earlier (he
refers to the multiverse as a "world-ensemble"): "It is of course philosophically possible — as a last resort, when no
stronger physical argument is available — to promote a prediction based on the strong anthropic principle to the
status of an explanation by thinking in terms of a 'world-ensemble'."

This idea first presented by Brandon Carter in 1973 has become highly influential over the last ten years. As
progress in fundamental physics has stalled, the strong anthropic principle appears to present an easy and attractive
means of "explaining everything". I considered anthropic reasoning in detail in my fourth book when I repeated the
common criticism that a theory which predicts everything predicts nothing. I returned to this theme in my previous
book when I suggested that we should consider anthropic theories to be "theories of last resort" — just as Brandon
Carter suggested in his previous quote.

What is more, the whole multiverse hypothesis is frequently criticised as being unscientific as it cannot be tested
or disproved.

At the end of his paper, Brandon Carter presented his own concerns about the use of the strong anthropic principle
to determine the values of the physical constants: "The acceptability of predictions of this kind as explanations
depends on one's attitude to the world-ensemble concept. The idea that there may exist many universes, of which
only one can be known to us, may at first sight seem philosophically undesirable. I would personally be happier with
explanations of the values of the fundamental coupling constants etc. based on a deeper mathematical structure."

Paul Davies agrees with this viewpoint in his book The Goldilocks Enigma, stressing that the promotion of the
strong anthropic principle undermines the efforts of physicists who are attempting to develop conventional
analytical methods for understanding the universe: "For those theoretical physicists hard at work trying to formulate
a unique final theory, the multiverse comes across as a cheap way out. Transforming cosmology into a messy
environmental science looks a shabby let-down when set alongside the inspiring magnificence of a unique final



theory that would explain everything. Randomness plus observer selection strikes many physicists as an ugly and
impoverished explanation compared with an overarching mathematical theory."

I hope in this discussion I have managed to convey the impression that the anthropic principle is really not a very
useful tool for explaining anything: the weak anthropic principle is too weak, and the strong anthropic principle is
too speculative and too unscientific. What is more, as we have discussed, anthropic reasoning based on the strong
anthropic principle threatens to undermine the whole process of doing good physics.

In short, the anthropic principle is bad news all round.
But the anthropic principle has certainly had a wide influence. In my experience, there is a tendency in the

educated wider public (and many physicists) to dismiss all life-friendly coincidences as merely selection effects,
influenced by the weak or strong anthropic principle. Certainly my friends I have talked to about this subject seemed
to think like that — they seemed to be under the impression that the fine-tuning problem had already been explained
as a simple selection effect, perhaps unknowingly invoking the anthropic principle. However, as this discussion has
shown, it is unjustified to dismiss these coincidences as selection effects. If we try to explain the apparent fine-
tuning of the laws of physics and the fundamental constants as mere selection effects then we have to introduce
highly-speculative and controversial ideas, such as the multiverse hypothesis.

Instead, the message which I will be presenting in this book is that we need to follow a different, more scientific
approach to explaining the life-friendly coincidences in the universe. Basically, instead of jumping to embrace
simple solutions, we need to acknowledge that these problems are difficult — and rise to the challenge.



2

BAYES' THEOREM
Essentially, the question of whether or not the universe is fine-tuned comes down to a question of probability. If it

is the case that the universe is fine-tuned, then that is equivalent to saying that the fundamental constants have
surprising, improbable values. In that case, if the values are improbable, then we would not normally expect to
encounter them by pure chance — something strange is happening. Conversely, if the universe is not fine-tuned,
then that is equivalent to discovering that the fundamental constants having highly-probable, highly-likely values.

So, the fine-tuning question is really a question about probability, and in this chapter we will be considering the
science of mathematical probability. We will be seeing if the universe really is — as has been suggested —
"Unlikely. Very unlikely. Deeply, shockingly unlikely." [3]

As human knowledge advances relentlessly, it is very comforting to imagine that we will eventually know
everything — though that might prove to be an impossible goal. There might always be some pockets of ignorance.
The casinos of Las Vegas rely on that ignorance for their income. For example, we are completely ignorant of the
outcome when we roll a pair of dice. Will we roll a seven, or ten, or five? We are simply ignorant. However, if we
roll the dice multiple times then we can detect a pattern in the results, and though we still cannot predict the result of
an individual throw, we can predict the probability of how many times a certain result will appear over time. For
example, if we throw the dice one hundred times, we can calculate how many times we would expect to roll a seven.

Probability is expressed as a number between zero and one, with a probability of zero indicating a result is
impossible, and a probability of one indicating a result is certain.

So mathematical probability gives us a way of moving from an effect (the throwing of the dice, for example) to
predicting a likely cause (the result of the throw). Hence, probability moves from cause to effect. Probability allows
us to deal with our ignorance when we have knowledge about the cause, but we are ignorant about the result.

But what about the reverse situation? What happens if we have ignorance about the cause, but we have knowledge
about the result? For example, if we are presented with a series of numbers (one, thirteen, seven, etc.) resulting from
a series of dice throws, can we tell purely from the results whether or not the dice were fair, or if they were loaded
towards a particular result? In other words, instead of moving from cause to effect (as in probability) can we move
in a backward direction from the effects backwards to consider the cause? This is called the inverse probability
problem.

The solution to the inverse probability problem is far from intuitively obvious. Consider an example relating gun
homicide to gun ownership. If we consider police records of every murderer who committed their crime using a gun,
we might find that in 95% of those cases a gun was later found in the house of the murderer. So there is a probability
of 0.95 that a murderer will have a gun in their house.

Now let us consider the inverse probability: what is the probability that if we find a gun in a house, then the owner
will be a murderer? Our first thought might be that the probability in the reverse direction would be the same as in
the forward direction, and therefore suggest that there is a 95% chance that the owner will be a murderer. But
clearly, this is nonsense: gun ownership is widespread in America, and only a tiny fraction of those owners will ever
turn out to be murderers.



So how do we calculate the inverse probability correctly? The solution to the inverse probability problem is
provided by Bayes' theorem, named after the 18th century English statistician Thomas Bayes.

Bayes' theorem explains how we can calculate probability in the backward direction, from effect to cause. We can
use Bayes' theorem to calculate a probability that the cause has a certain form: for example, are the dice loaded or
not? Is the gun owner likely to be a murderer? By considering the result which we can see — the evidence — we can
infer the nature of the cause. In our previous examples, we would consider the evidence to be the results of the dice
throws, or whether or not a gun has been found in a house.

Bayes' theorem is applicable to many different areas of life — not just science. It is this widespread use of Bayes'
theorem which has made it something of a modern sensation, as we shall see later in this chapter.

Smallpox — or not?

The best way to understand Bayes' theorem is to consider an example. In his tutorial book of Bayes' theorem,
James Stone presents an example involving a nasty case of smallpox. Let us consider the example.

One morning, you wake up and discover your face is covered in spots. You go to the doctor, and the doctor tells
you that 90% of people with smallpox are found to have spots on their face. This news terrifies you, because
smallpox is a potentially lethal disease. However, you swiftly realise that this is a strange thing for a doctor to say:
the doctor is giving you a probability in the forward direction — from cause (smallpox) to effect (spots). This is no
use to you because you want the doctor to give you a probability in the inverse direction. You want the doctor to
examine the evidence (the spots) and tell you the probability that you have smallpox.

However, as we saw in the earlier example about gun ownership, it is not obvious how to calculate probability in
the reverse direction: just because 90% of people with smallpox have spots, it most certainly does not mean that
90% of people with spots have smallpox.

So how can we use Bayes' theorem to calculate the inverse probability, thus determining the probability that you
have smallpox?

Well, in order to use Bayes' theorem, the first thing we need to have is some sort of initial belief about the "way
things are" — a belief about the state of the world. We call this our hypothesis. In the smallpox example, our
hypothesis might be "The patient has smallpox". The probability that our hypothesis is true is initially generated
before we consider any evidence (before we examine the patient and see the spots). However, we already know that
smallpox is extremely rare in the general population, so we would expect the initial probability that our hypothesis is
true — in the absence of any supporting evidence — to be extremely small.

Bayes' theorem then tells us how we should update our belief in our hypothesis on the basis of new evidence
which becomes available.

So how can we use Bayes' theorem to update our confidence in our hypothesis? Well, we have to examine the
evidence: we see the spots on the patient. It would then seem to make sense that we should increase our confidence
in our hypothesis (the probability that our hypothesis is correct) if it is highly likely that a patient with smallpox will
have spots. In the following equation this value is called the "Probability of the evidence appearing if the hypothesis
is true". In other words, it is the probability of spots appearing if the patient has smallpox. In the equation, we
multiply our initial probability by this term.

We are almost there, but not quite. We have to take another factor into account. We have to account for the
general tendency for spots to appear in the population. If spots are common generally (for less serious diseases such
as chickenpox and acne), then it would clearly weaken our hypothesis that the patient has smallpox. So we have to
divide by this term: the "Probability of the evidence appearing in general". So we end up with the following
equation:



And that is the famous Bayes' theorem!
It really is surprisingly simple, and we have generated the theorem purely by an intuitive approach. If you

consider the term in the square brackets in the equation, you will see it will be greater than one if the top half of the
fraction has a greater value than the bottom half of the fraction. You will see that this will be the case if the evidence
is more likely to appear if the hypothesis is true than in the general case. Hence, in that situation, your updated
probability (your new belief in your hypothesis) will be greater than your old belief in your hypothesis: finding the
evidence has increased your belief in your hypothesis.

But even though it is extremely simple, the implications of Bayes' theorem are extraordinary. In fact, it has been
said that "It does not seem an exaggeration to consider Bayes' theorem as significant in our times as the Darwinian
theory of natural selection." [4]

In this chapter we will be discovering how this incredibly simple equation is not only responsible for filtering
junk email into our spam folders — but it might also have won the Second World War.

Putting numbers into the equation

In order to see how valuable Bayes' theorem can be in updating our beliefs, let us put some numbers into the
equation. I will be using the same values which James Stone used in his smallpox example.

Firstly, as described earlier, our initial belief that the patient has smallpox is generated before we examine the
evidence — before we see that the patient has spots. So all we can do at this early stage is to treat the patient like any
other person and set this initial probability that the patient has smallpox equal to the probability that anyone in the
general population has smallpox. Therefore, we should consider the public health statistics to determine the
probability that anyone in the general population has smallpox (this initial knowledge — before we even start to use
Bayes' theorem — is called the prior probability). Because smallpox is rare, this is clearly going to be a small
probability. According to James Stone: "Public health statistics may inform us that the prevalence of smallpox in the
general population is 0.001."

As described earlier, the next term we have to consider is the "Probability of the evidence appearing if the
hypothesis is true". In other words, it is the probability of spots appearing if the patient has smallpox. The doctor has
already told us that 90% of people with smallpox have spots, so we set this value equal to 0.9.

Finally, as discussed earlier, the last term we have to consider is the "Probability of the evidence appearing in
general", in other words, the general tendency for spots to appear in the population (including less serious diseases).
This term acts to undermine faith in our hypothesis, so we have to divide by this term. James Stone uses a value of
0.081 for this term.

Let us put these numbers into the previous formula. We find that the final probability that the patient has smallpox
(the "updated probability" generated by Bayes' theorem) is equal to:



which, if you calculate the result, is equal to 0.011. This is clearly very much smaller than the value of 90% which
the doctor first suggested, so you are greatly relieved.

Bayes' theorem might not quite have saved your life, but you will sleep happier tonight.

The usual form of the equation

Before we move on to consider the interesting uses of Bayes' theorem, let us briefly consider the form in which
the theorem is usually presented. Bayes' theorem is usually presented as an equation in a short-hand form which uses
very few characters:

I would say this form is less descriptive and more difficult to understand intuitively than the version I presented
earlier. However, just for the record, this is what the various terms of this equation mean:

P(H) is the "old probability" that the hypothesis, H, is true. This is the prior probability based on existing
information.

P(E|H) is called a conditional probability. It is what I have called the "Probability of the evidence appearing if
the hypothesis is true".

P(E) is what I have called the "Probability of the evidence appearing in general".

P(H|E) is called the posterior probability, and is the updated probability that the hypothesis is true.

This is a form of the equation which I find very hard to remember — there are simply too many "E"s and "H"s —
whereas I can remember the longer, more descriptive, version of the equation I presented earlier.

How Bayes' theorem won the war

Throughout the Second World War, Germany relied on an encryption method to encode orders for its army, air
force, and navy. The German blitzkrieg high-speed attack, for example, was heavily-reliant on coded radio messages
to coordinate artillery, airplanes, and tanks. Most crucially, German U-boats relied on encrypted messages in order
to learn the positions of Allied merchant shipping.

The encryption method was highly-sophisticated and extremely difficult to break. Messages were encoded by a
device called an Enigma machine, which resembled a typewriter encased in a wooden box. Above the typewriter
keyboard was a lampboard with a light for each letter of the alphabet.

The following photograph shows an Enigma machine in use in 1943:



There were three wheels inside an Enigma machine. Each time the operator typed a key, one of the three wheels
advanced a notch. The typed letter was enciphered, and the resultant encoded letter was illuminated on the
lampboard. The complete message was then transmitted in Morse code.

The following diagram shows the three Enigma wheels. At the start of each day, the wheels were initialised by
setting the top letter of each wheel according to a codebook. For example, if the codebook stated that the day's
keyword was "EJN" then the top letters on each wheel would be set according to the following photograph:

The task for the codebreakers was therefore to determine the Enigma wheel settings for each day. They only had
24 hours to do this as the settings changed at midnight to the next day's settings.

The Enigma code was a substitution cipher, in which a single letter in a message (for example, the letter "A") was
replaced by another letter (for example, the letter "G"). The following diagram explains how the Enigma wheels



operated to perform this encoding:

In the diagram, you will see the three Enigma wheels: left, middle, and right. In the top half of the diagram, you
will see the letter "A" entering the wheels (on the right), tracing a path through the three wheels, and emerging as the
encoded letter "G".

However, the next time the letter "A" was encoded in a message, the right wheel would have advanced one
position. So you can see that the letter "A" would then be replaced by a different letter: in this case, the letter "C".
Because this made it hard to recognise common sequences of letters, this made the code much more difficult to
break.

Another advantage of this structure of the Enigma machine is that the same settings allowed a single machine to
act as both an encoder and a decoder. For decoding, the path is just retraced through the wheels in the opposite
direction. If you consider the top half of the previous diagram, you will see that entering the letter "G" again will be
traced back to the original letter "A". Though the Germans were very attracted to this feature of the machine, it
actually introduced a weakness into the coding technique. This is because you will see that this mechanism never
lets the same letter be encoded into itself: the letter "A" can never be encoded into the letter "A", for example. This
provided a vital clue to the codebreakers.

The British codebreakers were based in Bletchley Park, a Victorian mansion located 50 miles northwest of
London. I recently took a trip to Bletchley Park. The complex is no longer a working military facility, but instead the
whole area has been turned into a fascinating museum. But this is no theme park — this is real history.

Here I am standing in front of the mansion:



The team were led by the brilliant computing pioneer Alan Turing. Turing realised that the Enigma code could be
broken by employing Bayesian techniques. The process of coding a message is from cause-to-effect (the Enigma
machine produces a coded message), whereas the process of decoding the message is in the reverse direction from
effect-to-cause (analysing the "evidence": the many thousands of encoded messages). Hence, a message could be
decoded by using Bayesian techniques and solving the inverse probability problem.

Sharon McGrayne has written a book about the history of Bayes' theorem called The Theory That Would Not Die.
The book contains a detailed account of the effort to use Bayes' theorem to decrypt the Enigma code. According to
McGrayne: "Finding the Enigma settings that had encoded a particular message was a classic problem in the inverse
probability of causes."

Once Turing had decided to use Bayes' theorem, it was Bayes' theorem which determined the radically new
decoding method which had to be used. Remember, Bayes' theorem operates by considering the evidence in order to
decide if a particular hypothesis is correct. In the case of the Enigma decoding, the sheer weight of evidence (all
major German communications) had to be analysed in order to find the likeliest hypothesis (one of 159 million
million million possible settings of an Enigma machine). This meant that manual decoding was infeasible. Instead, a
new decoding technique would be required, capable of handling such a huge amount of information in a short time.
Alan Turing realised that an automated system would be required. As David Leavitt says in his biography of Turing,
what was required was "a machine built for the specific purpose of defeating another machine."

To achieve this goal, Alan Turing and the team at Bletchley Park — including Tommy Flowers and Max Newman
— used electronic equipment for the first time to break codes. In doing so, they created the first programmable
electronic digital computer, which was called Colossus.

Instead of modern transistors, Colossus used 1,500 glass valves (vacuum tubes) to switch current on and off (to
signify binary zeroes and ones). The computer was so fast that sometimes Bletchley Park were reading the
deciphered messages even before their German counterparts. The power of Colossus was so great that it could break
the stronger and more sophisticated Lorenz code which was used by Adolf Hitler himself.

Here is a photograph of me inspecting the Colossus rebuild at Bletchley Park. It was the world's first electronic
digital computer. Just wow:



Looking at that photograph, it is almost beyond comprehension that it was built in 1944. It looks like a modern
server farm! But it's all valves!

You can see more of my super Bletchley Park photographs in my Bletchley Park album:
 
http://tinyurl.com/andrewbletchley
 
Later in 1944, Colossus decoded an encrypted message from Hitler to Field Marshal Erwin Rommel, who was his

commanding officer in Northern France. Hitler ordered Rommel not to move his troops for five days if there was an
invasion in Normandy. This was because Hitler believed a Normandy invasion would be intended as just a diversion
from the true invasion force which would attack the ports along the English Channel. When General Eisenhower —
the Supreme Commander of the Allied Forces in Europe — received the decoded message from Colossus, he
announced "We go tomorrow". That was to be the morning of June 6th 1944, which was to become better known as
D-Day.

Eisenhower later estimated that the Bletchley Park codebreakers shortened the war by at least two years.
 
The story of Alan Turing's attempt to break the Enigma code was dramatised in the movie The Imitation Game.

The movie featured a splendid Oscar-nominated performance by Benedict Cumberbatch as Alan Turing. Although
the film received some criticism over a few minor inaccuracies, the plot is generally accurate and presents a gripping
account of the work at Bletchley Park. The film was a major critical and commercial success, making over $200
million at the box-office.

If you ever find yourself in London, I can recommend Bletchley Park as a great day out. Bletchley Station is just a
forty-minute train journey from Euston Station. Walking out of Bletchley Station, turn right, and Bletchley Park is
just 50 yards up the road.

The controversy over prior probability

Bayes' theorem now plays a huge role in all our lives — even though most people are completely unaware of it.
Remember, Bayes' theorem works by updating the probability that a hypothesis is correct on the basis of received
evidence. Hence, Bayes' theorem can act as a form of classification, assigning objects to groups on the basis of that
evidence. Here are just a few examples of Bayes' theorem working in this way:

It is Bayes' theorem which filters our junk email into spam folders.

It is Bayes' theorem which controls the (sometimes very annoying) autocorrect feature when we type on a

http://tinyurl.com/andrewbletchley


mobile phone, selecting the best fit from a range of possible words.

It is Bayes' theorem which selects adverts which appear on web pages, selected to be of interest to us (the
"evidence" controlling the selection process controversially being obtained from our browsing history).

There is software based on Bayes' theorem which can automatically process your CV and decide whether or not
to call you for a job interview.

It was Bayes' theorem which first connected lung cancer with smoking.

Richard Feynman used Bayesian techniques to determine that the O-rings were the most likely cause of the
Challenger space shuttle disaster.

During the Cold War, the U.S. military think-tank RAND used Bayesian techniques to calculate the probability
of a thermonuclear device exploding accidentally (answer: it's a worryingly large probability).

The designers of Google's self-driving car are using Bayes' theorem to recognise objects and make decisions.

Perhaps most impressive of all, you can even see Bayes' theorem on Sheldon Cooper's whiteboard in an episode
of The Big Bang Theory. [5]

In fact, in almost every place where a decision must be made on the basis of statistical data, you will now find
Bayes' theorem being used.

Bayes' theorem has proved itself to be so useful and permeates so many aspects of our lives that it may be
surprising to hear that until quite recently — the second half of the twentieth century — Bayes' theorem was treated
with mistrust and even revulsion by most statisticians. In order to understand the problem, let us remind ourselves
how Bayes' theorem is defined:

The "Old probability" in this equation is a crucial — and controversial — term. This is the probability which is set
before we examine any evidence and before we perform the Bayes' theorem calculation. This probability is the prior
probability of the hypothesis being true (often called simply the prior). This has proven to be a very controversial
term since Bayes' theorem was first proposed, and is the reason why the theorem has been met with so much
resistance from statisticians.

If we have access to a large volume of existing data then we can obtain an accurate value of the prior probability
with confidence. For example, in the smallpox example considered earlier, it was explained how the prior
probability could be calculated from the public health statistics, informing us that the prevalence of smallpox in the
general population is 0.001.

However, if we only have very limited access to existing data — or no relevant data at all — there are still other
ways to obtain a value for prior probability. Specifically, human experience and judgement can be used to generate a
value for prior probability. Though this might appear to be very subjective, it is still valuable information which we
should not ignore in our decision process.

So sometimes the value which is used for the prior probability might appear to be no more than an educated
guess. Indeed, Thomas Bayes originally referred to this term as a "guess" when he proposed his theorem. This is
often called the initial belief that the hypothesis is true.

And now perhaps you can see why statisticians have been so unimpressed with Bayes' theorem: what place is
there for "belief" in mathematics? As Sharon McGrayne says in her book: "The heart of the Bayesian controversy is



the fact that, when only a few data are involved, the outcome of a Bayesian computation depends on prior opinion.
In such a case, Bayes' theorem can lead to a subjective, rather than an objective, assessment of a situation."

However, a wonderful feature of Bayes' theorem is that it really doesn't matter which method we employ to
generate our prior — as long as we have access to plenty of evidence. As each additional piece of evidence appears
and is processed by Bayes' theorem, then an updated — and more accurate — probability of the hypothesis being
true is generated. As long as there is plenty of evidence then the final probability is guaranteed to converge on an
accurate value. So as each piece of evidence is added, the importance of the value of the initial prior becomes
progressively reduced. As Sharon McGrayne says in her book: "with large samples the prior did not matter".

In her book, McGrayne further explores how this tendency of Bayes' theorem to close in on the truth explains how
scientists with different initial opinions manage to eventually come to agreement over which hypothesis is correct.
McGrayne presents a quote from the statistician Jimmie Savage: "If prior opinions can differ from one researcher to
the next, what happens to scientific objectivity in data analysis? Well, as the amount of data increases, subjectivists
move into agreement, the way scientists come to a consensus as evidence accumulates about, say, the greenhouse
effect or about cigarettes being the leading cause of lung cancer. When they have little data, scientists disagree and
are subjectivists; when they have piles of data, they agree and become objectivists. That's the way science is done."

So we can see how Bayes' theorem closely matches the scientific method, and even matches our individual
thought processes when it comes to examining evidence and making difficult decisions. Because such a simple rule
has such wide application, Bayes' theorem is almost treated less as a simple tool and more as a guiding philosophy
for life by its passionate advocates.

The Bayesian fine-tuning equation

So now let us return to the main subject of this book, and ask: "How can we use Bayes' theorem to determine if
the universe is fine-tuned or not?" To determine this, we have to evaluate the probability that the hypothesis — that
"the universe is fine-tuned" — is true. Bayes' theorem requires us to obtain evidence to support our hypothesis, and,
in this case, the evidence which we observe is the existence of life in our universe.

So let us update our definition of Bayes' theorem (which was presented earlier) with these new values for the
hypothesis and the evidence:

I am going to call this equation the "Bayesian fine-tuning equation".
On the right-hand side of this new equation, the term "Prior probability universe is fine-tuned" represents the prior

probability we have just discussed in the previous section. It is this value which is going to be updated by Bayes'
theorem to generate an updated probability that the universe is fine-tuned (on the left-hand side of the equation). The
available methods for arriving at a prior probability were discussed in the previous section. In the absence of pre-
existing data, the value of this term is going to be heavily-reliant on the experience, knowledge, and intuition of
physicists.

The question to be asked to generate the prior probability would be: "On the basis of our existing knowledge as
physicists, do we currently think the universe is fine-tuned or not?" I would suspect the majority of physicists would
currently respond in the negative, though there would also be quite a few who would take the opposing view.
Fortunately, as discussed in the previous section, Bayes' theorem is perfectly capable of handling incomplete and
contradictory subjective opinions. As the amount of received data increases, the Bayesian fine-tuning equation
would update its probability that the universe is fine-tuned, moving toward the correct hypothesis (either "Yes" or
"No"). The tendency would then be for scientists to move into agreement about the correct hypothesis — and that is
how the Bayesian scientific method works.



So it would appear that the value of the selected prior probability is not crucial. What is crucial is the value of the
fraction contained in the square brackets, so let us consider it next.

The probability of life

Let us now consider the two terms inside the square brackets.
On the top of the fraction in the square brackets is the term "Probability of life appearing if the universe is fine-

tuned". I think we would have to consider this as being a fairly large value: if the universe was fine-tuned for life,
creating an environment highly-amenable to the emergence of life, we would surely expect life to spontaneously
emerge somewhere in that vast universe — even if it takes billions of years to emerge. So it appears reasonable to
set that term to a large value.

But the bottom term of the fraction is not so easy to calculate. And this is a term which is absolutely crucial to our
analysis.

You will see that the bottom of the fraction in the square brackets in the Bayesian fine-tuning equation is the term:
"Probability of life appearing in general". This represents the probability of life emerging in all cases — including
situations where the hypothesis is not true. So this term represents the probability of life emerging in all possible
universes — even in universes which are not fine-tuned.

In order to calculate this probability of life, it appears we would have to consider whether or not we would expect
life to emerge in any arbitrary universe, even if the physical constants were set to random values in that universe.
Maybe the resultant form of life would be quite unrecognisable to us, not resembling human life at all. Basically, the
question being asked here is "Does life emerge easily?" or, equivalently "Would we expect to find life in all possible
universes?"

If life is common, and emerges easily in all universes, the value inside the square brackets will be small, and so
the corresponding probability that the universe is fine-tuned will also be small. This makes sense: if life is robust
and emerges freely, then it has no need of additional helpful fine-tuning. Conversely, if life does not emerge easily,
the value inside the square brackets will be large, and the probability that the universe is fine-tuned will be high.
Again, this makes sense: if life is delicate and rare then it needs all the help it can get from fine-tuning in order to
emerge.

So it appears that all we have to do is determine the probability of life emerging in general, and then we will be
able to instantly determine whether or not the universe is fine-tuned.

Unfortunately, it is not at all easy to obtain an accurate value for the probability of life emerging. Ideally, we
would need to examine a set of different, independent universes, with the fundamental constants set to different
random values in each universe, and then see how often life emerges in those varied universes. Well, of course, this
is something we can't do: we don't have access to a convenient set of universes on which we can experiment. It
appears our cause is hopeless.

However, perhaps there is a second-best option. While we don't have a set of universes with different conditions,
there are regions of our own virtually-infinite universe with wildly-different conditions. How likely is life to emerge
in these extraterrestrial breeding grounds?

So, let us now consider what we know about the possibility of extraterrestrial intelligence, to see if that can give
us some clues about the probability of the emergence of life.
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THE FERMI PARADOX
In April 1960, the American astronomer Frank Drake did something quite extraordinary. It was also — as far as

his scientific career was concerned — highly risky. Drake turned the radio telescope at the National Radio
Astronomy Observatory in West Virginia to point at two stars which resembled our Sun. Drake was attempting to
listen for signs of extraterrestrial intelligence. This represented the first attempt to intercept extraterrestrial
communication, and it made Frank Drake a pioneer of the search for extraterrestrial intelligence (SETI).

In 2010, Frank Drake was interviewed for a BBC documentary to discuss the search for extraterrestrial
intelligence. The documentary was entitled The Search for Life: The Drake Equation, and this is what Frank Drake
said: "In 1960, the National Academy of Sciences asked me to convene a meeting to discuss this whole subject, and
to ground it in good sound science. So I did that. I invited everyone in the world who I knew was interested in the
subject to a meeting — all twelve of them! Just twelve people who I knew were interested in extraterrestrial life. So
I thought through what it is you need to know to predict how many civilisations it might be possible to detect in our
galaxy. And I realised that the number of civilisations depended on seven factors. And you can even use those
factors to form an equation. So I did."

By creating his equation, Frank Drake transformed the random guesswork of predicting the existence of advanced
extraterrestrial life into a theoretical framework which could be studied and analysed. The Drake equation can be
used to calculate the number of detectable intelligent communicating civilisations, N, in our Milky Way galaxy, and
is given by:

 
N = R* × fp × ne × fl × fi × fc × L
 
where:

R* is the number of stars formed every year.

fp is the fraction of those stars which have planets.

ne is the average number of habitable planets around those stars.

fl is the fraction of those habitable planets on which life emerges.

fi is the fraction of those lifeforms which become intelligent.

fc is the fraction of those lifeforms which develop into technologically-advanced civilisations capable of
transmitting radio signals.

L is the average lifetime of a communicating civilisation.

Here is Frank Drake standing in front of his eponymous equation:



While it is obviously difficult to estimate precise values for all the terms of the Drake equation, there is no
obvious reason why any of the terms should be particularly small. Indeed, with more than 300 billion stars in our
Milky Way galaxy it is hard to imagine why the Drake equation should produce a small value for the number of
intelligent civilisations in our galaxy. In 1974, Carl Sagan used the Drake equation to predict that there were a
million civilisations in our galaxy.

If that was the case, then the race was on to be the first to make contact with extraterrestrial intelligence …

6EQUJ5

In 1977, the American astronomer Jerry Ehman was sitting in his kitchen laboriously sifting through sheets of
computer printouts. The data represented signals received from the Sagittarius constellation by the Ohio State
University radio telescope. The telescope was also known as "Big Ear" because it was the size of three football
pitches.

The Big Ear telescope formed a part of the search for extraterrestrial intelligence (SETI) pioneered by Frank
Drake. The basis for the search was the idea that a technologically-advanced extraterrestrial civilisation might have
broadcast a decipherable radio message in order to make themselves known to other advanced civilisations in the
universe.

The printouts were of dull numeric data: sometimes a blank space, sometimes the number one, sometimes the
number two. The prevalence of the ones and twos showing a low received signal strength. If you were lucky, the
number three might make an appearance. And it was all repeated endlessly over countless sheets.

Most of the data was uninteresting, however, one remarkable string of six characters on the printout caught the
attention of Ehman. It even looked like a word! The string of characters was "6EQUJ5". Was this a signal from an
alien civilisation?

The vertical "6EQUJ5" string can be seen in the following image, a photograph of the actual printout. Ehman was
so surprised at the appearance of the message that he famously wrote the word "Wow!" in the margin of the printout:



Ever since, this has come to be known as the Wow! signal.
So what does "6EQUJ5" stand for? Any Scrabble aficionado will tell you that if you get a letter Q without a letter

U then you are in big trouble. So is the positioning of the U after the Q significant? If this is a message from an alien
civilisation, then what are they trying to tell us? That they are good Scrabble players?

The Wow! signal became something of a cultural phenomenon. There is even a range of geeky 6EQUJ5 T-shirts
available (just perform a Google image search for "6EQUJ5 T-Shirt").

Unfortunately, when you dig a bit deeper, you find all is not what it seems.
It emerges that the letters and numbers (which compose the "6EQUJ5" message) merely correspond to the

strength of the signal, with the letter Z representing the highest signal strength, and the number 1 representing the
lowest signal strength. This is clear in the following graph, with the coded letters and numbers on the vertical axis.
You will see from the graph that when the 6EQUJ5 message is plotted it produces a very smooth curve: a normal
bell-shaped distribution, a perfectly smooth "blip". All evidence of intelligent Scrabble-playing aliens has
disappeared:



In that respect, the much-publicised 6EQUJ5 "message" appears to be rather misleading — it would have been
more accurate to display the signal strength in the above graphical form rather than in alphanumeric characters.
Simply put: to convert a perfectly smooth blip into a pseudo-English character string seems rather misleading.

Surely if alphanumeric characters had not been used, or if Jerry Ehman had written "This deserves further
investigation" instead of "Wow!" then the signal would have gained nowhere near as much fame.

Paul Davies has written a book about extraterrestrial intelligence called The Eerie Silence. In that book, he
examines the Wow! signal and suggests that maybe the blip is a message sent from an extraterrestrial beacon — like
a flashing signal from a lighthouse. However, as Paul Davies goes on to explain, if the signal was truly a beacon
then we would expect it to repeat at regular intervals — just like a lighthouse. Unfortunately, the Wow! signal has
never been detected again. [6]

The Wow! signal is generally accepted to be our best candidate for a radio signal from an extraterrestrial
civilisation. Given the rather misleading nature of the printout format, it is not impressive evidence. Unfortunately,
the importance of being able to differentiate between accuracy and hype will be something of a theme of this
chapter.

Other attempts to detect extraterrestrial life have been based on sending robotic probes to the planets of our Solar
System. Ever since H.G. Wells introduced the idea of a Martian invasion in The War Of The Worlds, the public has
been fascinated by the possibility of life on Mars. Mars has long been regarded as the planet in our Solar System
which might be most suited for life, so it was no surprise that the first robotic probe was sent to Mars as part of the
Viking program of the 1970s.

Unfortunately, the Viking mission revealed the surface environment of Mars to be extremely hostile to life, with
bitter cold, a thin atmosphere, and lethal ultraviolet radiation. As a result, the recent Curiosity rover — which landed



on Mars in 2012 — was equipped with a drill to take soil samples from beneath the surface. Curiosity continues to
send back stunning photographs from the Gale crater on Mars (as shown in the following image).

So, apart from a rather misleading "alphanumeric string" from deep space, we have so far detected absolutely no
evidence of life anywhere in the universe apart from on Earth.

SETI has drawn a blank.

The Fermi paradox

Enrico Fermi was one of the giants of 20th century physics. Fermi created the world's first nuclear reactor in
Chicago in 1942 and has been called the "architect of the nuclear age". If you have read my fifth book, you will
know that Fermi predicted the existence of the neutrino. You will also know that the matter particles in the universe
are called fermions, named after Enrico Fermi. When all the matter particles in the entire universe are named after
you, that's when you know you've made it big.

Here is a photograph of Enrico Fermi:



In 1944, Fermi joined the Manhattan Project based in Los Alamos, New Mexico, which was developing the
world's first atomic bomb. Fermi observed the Trinity bomb test in 1945, and accurately estimated the explosive
power of the bomb by dropping strips of paper into the blast wave.

After the war, in 1950, Fermi returned to Los Alamos as a consultant. It was about the time that flying saucer
mania was sweeping America. Legend has it that during one lunchtime in Los Alamos, during a conversation about
the flying saucer craze, Fermi suddenly asked his colleagues: "Where is everybody?" Fermi's question seemed out-
of-the-blue, but his colleagues laughed because everyone instantly knew what he was talking about. Fermi was
wondering why we had not received clear visitations from aliens — after all, the galaxy was supposed to be teeming
with alien life.

Though Fermi's observation was not treated too seriously at the time, it is not easy to find a solution. It might be
imagined that the distances involved in the galaxy are too large for extraterrestrial travellers, but this is almost
definitely not the case. In 1975, Michael Hart calculated that even if it takes thousands of years to travel from one
star to the other, the age of our galaxy — at least ten billion years old — should ensure that life would have spread
throughout the galaxy within a million years or so. This viewpoint is also expressed by Paul Davies in The Eerie
Silence who suggests that colonisation of the galaxy would have occurred in stages, one star at a time. On that basis,
the colonisation of the galaxy by one of the many supposed alien civilisations in the galaxy would appear to be
inevitable, and would surely have happened by now. As Paul Davies says: "It takes only one such community
somewhere in the galaxy to present us with Fermi's awkward conundrum."

Fermi's question has achieved considerable fame, and is now called the Fermi paradox.
Fermi is regarded as one of the archetypal geniuses, and we have to take his objection seriously. While it is not

easy to find an answer, it does seem that many astrobiologists are now coming to something of a consensus about
the likeliest solution to the Fermi paradox. To solve the Fermi paradox, it appears that we must examine the regions
in our galaxy where life might possibly develop …

Exoplanets

A planet which orbits a star other than the Sun (i.e., a far distant planet outside of the Solar System) is called an
exoplanet. As exoplanets are small, dark, and very distant, they are very difficult to detect. Because they orbit a star,
the light from the star will drown out any light emitted or reflected from the exoplanet. Hence, exoplanets are not
usually observed directly, but are instead detected via indirect methods.

One indirect method for detecting exoplanets is based on the principle that an orbiting exoplanet will very slightly



pull the star from its central position. This slight deviation in the star's motion can be detected by considering
modifications in the wavelength of the light emitted by the star due to the Doppler shift. This is the same principle
which causes a siren on a car to sound higher in pitch when the car is approaching, and lower in pitch when the car
is receding. Extremely small variations in the star's velocity — as little as one metre/second — can be detected by
this method, which is called the radial velocity method.

Exoplanets are certainly not rare in the universe, and several thousand have already been detected. The exoplanets
which have been detected so far have been classified into several groups. The first group to be detected were the Hot
Jupiters, which are extremely large gas giants — like the planet Jupiter. However, unlike Jupiter, these exoplanets
orbit close to central stars (and therefore have very high surface temperatures). These exoplanets travel at high
orbital speeds, maybe only taking a few days to complete an orbit. The large masses of the Hot Jupiters, in
combination with their tight fast orbits, explains why they were the first exoplanets to be discovered in the mid-
1990s using the radial velocity method (high mass and speed causing the central star to wobble).

NASA's Kepler Space Telescope was launched in 2009 with the specific task of detecting Earth-sized exoplanets.
The detection method used by the Kepler mission was different from the radial velocity method. Instead, the
detection method was based on the principle that the brightness of a star will dip slightly when an exoplanet passes
in front of it. This is called the transit method for detecting exoplanets. According to NASA, Kepler "launched the
modern era of planet hunting".

The Kepler telescope is trained on a narrow region of space, roughly the size of your fist held at arm's length. In
that region of space, Kepler detects the amount of light emitted from approximately 150,000 stars. Any repeated
temporary reduction in the brightness of one of those stars is interpreted as the transit of an exoplanet passing in
front of the star.

From examining the Kepler data, it is clear that exoplanets are far from rare in our galaxy. In fact, it would appear
that there is the staggering number of between 100 billion and 400 billion exoplanets in our Milky Way galaxy. That
means that, on average, there is one exoplanet for each star in the sky. So when you look up into the night sky,
remember that each of those stars is likely to have a planet orbiting it.

The transit method used by Kepler is able to detect smaller exoplanets than the older radial velocity method, and
is able to detect Earth-sized exoplanets. The Kepler mission was able to detect another grouping of exoplanets called
the super-Earths. The super-Earths are terrestrial planets (which means they are rocky like the Earth, as opposed to
gaseous) but can have masses up to ten times larger than the Earth.

Exoplanets have tremendously variable characteristics. In his book The Copernican Complex, Caleb Scharf
considers the varied properties of the super-Earth exoplanets: "Many appear to have huge atmospheres, possibly
containing lots of hydrogen. Some of these bulky objects are likely covered in vast quantities of water. They may be
frozen solid. They may also be awash in a global ocean that reaches to almost unimaginable depths — tens, even
hundreds of miles — with pressures and temperatures such that the physical and chemical behavior of water
becomes unlike anything we experience on Earth. Others may have a modest splash of water, or none at all. But
many should be persistently volcanic."

A theme we get from these exoplanets is that there is a tremendous diversity. Exoplanets have a huge range of
different sizes, orbits, chemical composition, and surface conditions. Some exoplanets have rings of dust or ice, like
Saturn, while others have moons.

NASA has released a range of imaginative travel posters from the fictional "Exoplanet Travel Bureau" which
advertise travel to a variety of known (genuine) exoplanets. The posters emphasise the various attractive
characteristics of each exoplanet, hopefully persuading you to take a holiday there. As an example, one of the
advertised exoplanets is Kepler-16b, and its featured characteristic is that it orbits a pair of stars, like Luke
Skywalker's planet Tatooine in Star Wars. As NASA say, "the movie's iconic double-sunset is anything but science
fiction":



 

The habitable zone

There may be billions of exoplanets in our galaxy, but what we are really interested in is how many of those
exoplanets possess the right conditions for life. A key mission objective of Kepler is to determine how many
exoplanets have the properties which are believed to be essential for life to develop.

What properties are considered essential for life? Well, in 2009 the highly-popular BBC TV show Top Gear sent
its three presenters on a road-trip across Bolivia. At one point, Jeremy Clarkson, Richard Hammond, and James May
found themselves driving along the only road across the Atacama Desert. The Atacama Desert is quite beautiful.
You could have a perfectly pleasant day out in the Atacama Desert. The scenery is stunning, and the temperature is
not overwhelming. You could take a deckchair and a book and enjoy yourself. However, if you did that, you would
be the only form of life of any kind for many miles in any direction. As Clarkson said: "We were in the Atacama
Desert, where there is no life at all — not even on a cellular level. Richard Hammond was the smallest living
organism for miles."

There is absolutely no life at all in the Atacama Desert: no plants, no insects, no bacteria. Absolutely nothing. And
yet you could enjoy a very pleasant day sitting in the desert. How can that be the case? It is because the Atacama
Desert lacks just one property which is absolutely essential for life: no rain ever falls on the Atacama Desert. It has
no water.

As water appears to be essential for life, one of the most important factors in determining if an exoplanet could
support life is the climate of the exoplanet. Is it too hot or too cold? A planet which is either too hot or too cold to
support liquid water would appear unable to support life.



The temperature of a planet is dependent on the orbital distance of the planet from the central warming star. In our
own Solar System, the planets Mercury and Venus orbit too near the Sun to support liquid water: water could only
exist as vapour, whereas Mars is now too cold for liquid water. The Earth lies within those two orbits, with surface
temperatures allowing the continual presence of liquid water. There is a similar orbital range around all stars within
which liquid water could exist on a planet. This band is called the habitable zone.

The following diagram shows how the Earth is the only planet in the Solar System to lie in the narrow habitable
zone band:

You will see that the habitable zone band is at an angle, showing that a smaller central star would produce less
heat, and so the habitable zone would lie closer to the star.

At the moment, it seems almost every month there is the announcement of the discovery of an "Earth-like"
habitable exoplanet which could potentially support life. But how accurate are these claims?

As an example, during the writing of this book, there was a major announcement of a discovery by the European
Southern Observatory (ESO) telescope in the dry Atacama Desert (because lack of water vapour in the air and no
clouds allows great astronomy). The discovery was of an exoplanet with a mass between 1.3 and three times as
much as Earth, found in the habitable zone of our nearest star, Proxima Centauri. The exoplanet was given the name
Proxima Centauri b (also known as Proxima b).

Proxima b orbits its central star quite closely, at only 5% of the distance between the Earth and the Sun. However,
the central star — Proxima Centauri — is a type of star called a red dwarf, which is a smaller, dimmer, and cooler
type of star than the Sun. Hence, even though Proxima b has a close orbit, it still lies within the habitable zone of the
star.

The ESO announcement came complete with an artist's impression of the surface of Proxima b. Coming over the
horizon in the distance you will see the red dwarf star, Proxima Centauri, around which the exoplanet is orbiting:



The announcement generated enormous media coverage. As an example, the front page story of New Scientist
magazine (27th August 2016) proclaimed "We've found an Earth-like planet around our nearest star". The headline
in the Times newspaper was "New planet could be our home away from home".

So much media excitement has been generated that there is now a plan to send an unmanned spacecraft to Alpha
Centauri to investigate (Alpha Centauri is the three-star system which includes the star Proxima Centauri around
which the exoplanet Proxima b orbits). But, in order to travel four light years, this can be no ordinary spacecraft.

The Russian billionaire Yuri Milner is funding a project called Breakthrough Starshot, the aim of which is to send
a tiny laser-powered spacecraft to Alpha Centauri. Actually, the spacecraft is so small — a lightweight electronic
wafer not much larger than a postage stamp — that it is called a nanocraft.

The nanocraft will be attached to a three-metre sail which will provide the propulsion. But the sail will not be
powered by wind — it will be powered by light. As described in my third book, although light has no mass, it has
momentum. Therefore, light beams can be used to exert pressure onto an object, so light shone onto the sail can
provide the motive power for the nanocraft. However, the amount of force applied by a beam of light is extremely
small, which explains why the nanocraft must be so lightweight.

The following image shows an artist's impression of the light sail and the small nanocraft to be used in
Breakthrough Starshot. The sail is intended to be three metres across, which gives you an impression of the small
size of the nanocraft (shown in the middle):



The aim is to power the craft by shining powerful Earth-bound lasers at the sail. The intended power of the lasers
would accelerate the spacecraft to a fifth of the speed of light in just an hour, by which time, the nanocraft would
have reached Mars. After that initial "kick", the nanocraft would reach the Alpha Centauri system in less than twenty
years.

If all of this sounds crazily ambitious, that's because it is crazily ambitious. The required total laser output power
would be 100 gigawatts, which is equal to the total electrical power consumption of France. It would be extremely
difficult to focus such a powerful beam of light through the Earth's turbulent atmosphere. Also, travelling at a
hundred million miles an hour (yes, it really would be travelling that fast!), even a fleck of interstellar dust would be
enough to destroy the nanocraft.

So is the plan to send a nanocraft to investigate Proxima b overly-ambitious? The project is clearly going to
generate some eye-catching headlines: "Spacecraft to travel at near speed-of-light to nearest Earth-like planet". But
does this accurately reflect the reality of the scientific situation, or is it merely designed to generate publicity?

With this thought in mind, let us return to consider the "Earth-like" exoplanet, Proxima b. The artist's impression
of the surface (shown earlier) is certainly beautiful, but is it accurate? When you start to dig deeper, you find things
are not all they seem.

The artist's impression shows a rocky surface, but we know nothing about the actual surface of Proxima b. The
exoplanet was detected indirectly via the radial velocity method (deflection of the central star) which tells us nothing
about the chemical composition of the exoplanet. This assumption of a rocky surface is purely based on the
observation of planets of a similar mass in our Solar System. But without direct observation of the exoplanet
surface, we cannot be sure what it is like.

Because the exoplanet is so relatively close, direct observation might be possible using a space telescope. This
would pin down the mass, size, and density of the planet. Because of the great distance, and the corresponding high
resolution which would be required, this would only be possible using the large James Webb Space Telescope,
which is NASA's replacement for Hubble and is due to launch in 2018. Even then, the exoplanet is so small and
distant it would only appear as a single pixel of light in the telescope. Hence, in the absence of direct imaging, we do
not know if Proxima b has an atmosphere, or if it has any water.

So, clearly, calling Proxima b an "Earth-like planet" in sensationalist newspaper headlines seems premature. This



is certainly the case when we consider additional data which makes Proxima b seem definitely unlike the Earth.
Proxima b, like so many exoplanets, orbits so close to its central star that it is constantly bombarded with deadly

ultraviolet and X-ray radiation from the star. The intensity of the X-ray radiation from a red dwarf is 400 times
greater than that experienced by the Earth.

Also, because Proxima b is so close to its central star it is likely to be tidally-locked to the star, which means that
gravity pulls the planet so tightly that the same side of the planet always faces the star — just as the same side of the
Moon always faces the Earth. Hence, one side of the planet would be permanently baked by the heat from the star,
while the other side of the planet freezes in the darkness of space.

There is a fictional (and scientifically accurate) example of the difficulty in finding an exoplanet which is suitable
for life. In the movie Interstellar, astronauts leave Earth in order to colonize a new planet to ensure the survival of
humanity. However, the first two exoplanets they inspect are certainly not suitable, in fact, they are completely
hostile to life. The first exoplanet turns out to be covered with a ocean which experiences kilometre-high tsunamis,
while the second exoplanet turns out to be completely frozen with an atmosphere of toxic ammonia. It appears that
this is a more realistic picture of what we might actually expect to find on these exoplanets.

So, once we cut through the hype, this discussion appears to raise an important question …

Is the Earth special?

Peter Ward is Professor of Geological Sciences and Donald Brownlee is Professor of Astronomy, both at the
University of Washington in Seattle. They are acknowledged experts in their fields. In the year 2000, Ward and
Brownlee published a book called Rare Earth which, it has been said, "hit the world of astrobiologists like a killer
asteroid".

In Rare Earth, Ward and Brownlee listed many other additional requirements for any habitable planet, leading
them to the conclusion that the Earth might well be the only planet suitable for advanced life in the galaxy. Ward
and Brownlee called this the Rare Earth Hypothesis: "Ever since Polish astronomer Nicholas Copernicus plucked it
from the center of the universe and put it in orbit around the Sun, Earth has been periodically trivialized. We have
gone from the center of the universe to a small planet orbiting a small, undistinguished star in an unremarkable
region of the Milky Way galaxy — a view now formalized by the so-called Principle of Mediocrity, which holds
that we are not the one planet with life but one of many. Various estimates for the number of other intelligent
civilizations range from none to ten trillion. If it is found to be correct, however, the Rare Earth Hypothesis will
reverse that decentering trend. What if the Earth, with its cargo of advanced animals, is virtually unique in this
quadrant of the galaxy — the most diverse planet, say, in the nearest 10,000 light years? What if it is utterly unique:
the only planet with animals in this galaxy or even in the visible universe?"

In one of their proposals, Ward and Brownlee extended the idea of the habitable zone of a planet orbiting a star to
suggest that there is also a habitable zone in each galaxy, a certain distance from the galactic centre. The region near
a galactic centre is star-packed, and the constant upheaval from stellar collisions and supernovae explosions might
not allow the billions of years of relative calm for advanced life to develop. At the other extreme, the outer regions
of galaxies have fewer stars and would lack the heavy elements used to build rocky planets (because heavy elements
are generated by fusion in the interior of stars). Our Solar System happens to be located at just the right distance
from the centre of our Milky Way galaxy to allow life to develop:



It is clear that combining the two habitable zone requirements — around a star and also around the galactic centre
— places severe restrictions on the number of habitable planets in a galaxy.

Ward and Brownlee also stress the importance of a stable environment for the development of life. It is known
that the Sun is becoming brighter with time, and it is now 30% brighter than it was when the Earth was formed.
About four billion years from now, the Sun will expand rapidly to become a red giant, its brightness increasing over
five thousand times. At that point, the radius of the Sun will have expanded until it reaches the orbit of the Earth —
extinguishing all life on the planet.

However, all that bad news lies in the far distant future. The Sun has been an unusually stable — and safe —
source of energy for the Earth for approximately four billion years. It is known that biological evolution requires
vast periods of time: probably billions of years. Hence, the stability of the Sun has allowed plenty of time for life to
develop on Earth. However, stars larger than the Sun become brighter much faster. A star 50% more massive than
the Sun would have become a red giant too quickly for life to evolve on any orbiting planet.

The stability — and safety — of the Earth over billions of years has also been ensured by the presence of Jupiter
and Saturn orbiting outside the Earth. This is because it is believed that another requirement for the development of
intelligent life is that there is a necessity for a planet to be protected from continual violent collisions with comets or
asteroids. Stephen Hawking has said that a collision with a comet or asteroid greater than twenty kilometres in
diameter would result in the mass-extinction of complex life. It is now believed that the gravity of massive Jupiter
and Saturn located outside the orbit of the Earth acts to catch many asteroids and comets entering the Solar System
before they can collide with the Earth. As an example, the comet Shoemaker-Levy 9 was observed colliding with
Jupiter in 1994, leaving a scar on its surface.

Ward and Brownlee also emphasise the importance of plate tectonics in creating a habitable Earth. Plate tectonics
is the movement of the crust of the Earth. This creates mountain ranges (where two continental plates crush
together) and volcanoes. Volcanic activity appears to be particularly important because of the volume of carbon
dioxide which is released into the atmosphere by volcanoes. Carbon dioxide is a greenhouse gas which captures
outgoing infrared radiation and raises the temperature of the surface of the Earth. It is believed that the release of
greenhouse gas was responsible for saving the Earth from previous ice ages which would have resulted in the
irreversible freezing of the entire Earth. It is the temperature-mediating properties of greenhouse gases which has
allowed liquid water to reside on the surface of the Earth for four billion years. As Ward and Brownlee say in Rare
Earth: "Greenhouse gases are keys to the presence of fresh water on this planet and thus are keys to the presence of



animal life." We would perhaps be wise to remember that if it wasn't for greenhouse gases the Earth would not be
habitable at all. Global warming is not always a bad thing!

While other planets — such as Mars — have high, isolated volcanoes, only the Earth has long mountain ranges at
the edge of continental plates. For this reason, it is believed that Earth is the only planet in the Solar System with
tectonic plates, and plate tectonics might be extremely rare in the universe as a whole.

The metallic core of the Earth also plays an important role by generating a magnetic field which protects the Earth
from lethal solar radiation. The optimistic analysis of exoplanet habitability does not take into account whether or
not the exoplanet has a similar protective field. The situation is summed-up by Prof. Don Pollacco from the
University of Warwick who is an expert on exoplanets: "As we learn things about what makes the Earth habitable,
things like the magnetic field become really important. We can't measure the magnetic field of an exoplanet, so we
just forget about it." [7]

Caleb Scharf is the director of Columbia University's Astrobiology Center. In his recent book The Copernicus
Complex, Scharf starts by reminding us of the Copernican revolution in science, where the picture of the Earth as the
centre of the universe was replaced by a model in which the Earth is nothing special: an unremarkable planet
orbiting an unremarkable star. However, as Scharf realises: "While we cannot be at the center of what we now know
to be a centerless universe, we appear to occupy a very interesting place within it — in time, space, and scale."

As Scharf suggests, there does appear to be something special about the Earth in terms of its position and its size.
With this in mind, whenever I read about the habitable zone for exoplanets — the thin band of space in which life is
supposedly possible — I am always reminded of the mathematical construction known as the Mandelbrot set
(considered in my fourth book). The Mandelbrot set is constructed from a very simple iterative formula, producing a
value which is defined for every point in the two-dimensional plane. Hence, it is possible to generate a rectangular
image representing the Mandelbrot set, and this turns out to be a very pretty image which has been used in many
posters and computer backgrounds. However, perhaps what is not widely realised is that the only truly pretty part of
the Mandelbrot set is the very thin, crinkly boundary of the set:

To my mind, this thin, interesting, chaotic boundary has obvious parallels with the habitable zone around stars
(and galaxies): it is where everything interesting happens. And, what is most interesting from the point of view of
the discussion in this book, the interesting boundary is extremely thin. The vast, empty regions of the image are not
interesting. Does the Earth lie on the equivalent of that extremely thin Mandelbrot boundary? Is the Earth special in
that regard?

There is a famous quote from Stephen Hawking in his book A Brief History of Time: "We have developed from
the geocentric cosmologies of Ptolemy and his forebears, through the heliocentric cosmology of Copernicus and
Galileo, to the modern picture in which the earth is a medium-sized planet orbiting around an average star in the
outer suburbs of an ordinary spiral galaxy, which is itself only one of about a million million galaxies in the



observable universe." In that quote, Stephen Hawking is suggesting the Earth is nothing special — completely
mediocre. And, to the extent that he describes, he is obviously correct. However, with all due respect to Stephen
Hawking, I believe in this case he misses the point. It is now being realised that it is this very mediocrity that makes
the Earth special. The Earth is completely and perfectly middling: it lies in the narrow habitable zone. The Earth is
not the biggest, it's not the smallest. It's not the hottest, it's not the coldest. It lies in a relatively safe planetary system
where nothing very exciting ever happens, no planetary collisions or extinction-level asteroid strikes. At first glance,
nothing about the Earth appears to be remarkable — apart from the fact that it is the only place in the universe that
we know of where life exists. Ironically, it is the perfect mediocrity of the Earth which makes it special.

As Caleb Scharf says in The Copernicus Complex: "Life is a collection of phenomena at the boundary between
order and chaos. Too far away from such borders, in either direction, and the balance for life tips toward a hostile
state. Life like us requires the right mix of ingredients, of calm and chaos — the right yin and yang. There are
obvious parallels to the concept of a habitable zone, which proposes that a temperate cosmic environment for a
planet around a star exists within a narrow range of parameters."

The Copernican principle quite correctly proposed that the Earth orbited the Sun — just like any other planet. But
this message of the Copernican principle — that the Earth is mediocre, "just another planet" — has then been
incorrectly applied to infer that all other planets must be like the Earth. Hence, the Copernican principle has been
used to predict an abundance of life on all exoplanets in the universe. However, we are now moving beyond the
domain of application of the Copernican principle. As an example, chaos theory was only discovered in the
nineteenth century, exoplanets were only discovered in the twentieth century, so we should no longer be relying on a
sixteenth century principle (the Copernican principle) to determine the probability of extraterrestrial life. Science
does advance.

Caleb Scharf believes our place in the universe is special, and the raw Copernican Principle is no longer
sophisticated enough to capture the whole truth: "The Copernican Principle may have reached the end of its
usefulness as an all-encompassing guide to certain scientific questions. The Copernican Principle is both right and
wrong, and it's time we acknowledge that fact."

So we now see we have discovered perhaps the most likely solution to the Fermi Paradox. Earlier in this chapter it
was described how it might seem likely that every term in the Drake equation has a large value, in which case the
predicted number of advanced civilisations in our galaxy would be huge: Carl Sagan used the Drake equation to
predict a million civilisations in our galaxy. However, there is of course a different way of interpreting the Drake
equation, as explained in the Rare Earth book: "Any factor in the equation that is close to zero yields a near-zero
final answer, because all the factors are multiplied together."

In other words, it only takes one of the factors in the Drake equation to be small in order to send the number of
predicted civilisations to come crashing down. And, from our discussion in this chapter, it would appear it is the ne
term in the Drake equation which is small (the ne term is the average number of habitable planets orbiting a star)
and that is the reason why we do not observe a universe teeming with life.

As Matthew Cobb says in the recently-released book Aliens (edited by Jim Al-Khalili), our current knowledge
"leads us to the conclusion that the answer to the Fermi paradox is that its starting point is probably wrong. There
are no alien civilisations."

But, even if all the interesting processes (life) occur within a narrow, chaotic band, we still need that vast
uninteresting expanse of the rest of the universe in order for the Earth to be so interesting. It is not the Earth that is
mediocre — it is the rest of the universe that is mediocre. The Earth is, quite frankly, an amazing place. As Ward
and Brownlee say in Rare Earth: "Earth seems to be quite a gem".

Are we alone in the universe? It appears that might well be the case.
I am reminded of a humorous quote by the great British comedian, Peter Cook: "As I looked out into the night

sky, at all those infinite stars, it made me realise how insignificant … they really are."

Implications for fine-tuning

Finally in this chapter, let us return to the question of whether or not the universe is fine-tuned for life. How has
this discussion of extraterrestrial life affected the likelihood of that hypothesis being true?

If you remember, at the end of the Bayesian analysis in the previous chapter, it was suggested that if we want to
calculate whether or not the universe is fine-tuned, we only need to get a definitive answer to the "probability of life
appearing in general". Remember, if life emerges easily in all universes, then it has no need of additional helpful
fine-tuning. Conversely, if life does not emerge easily, then life is delicate and rare and it needs all the help it can get



from fine-tuning in order to emerge.
Because of the convincing evidence of the Fermi paradox — and its likely resolution in the form of the Rare Earth

Hypothesis which suggests that life requires very particular and unusual circumstances in order to emerge — I am
going to suggest that the "probability of life appearing in general" should be set to a low value, certainly a lower
value than has been suggested in the past by astrophysicists such as Carl Sagan. This might appear to be a
controversial conclusion, but it seems to be in line with the recent conclusions of many astrobiologists.

And, if you remember back to the Bayesian fine-tuning equation presented in the previous chapter, a low value
for the "probability of life appearing in general" lends support to the fine-tuning argument. As Caleb Scharf says:
"There are signs that we inhabit a somewhat unusual place, and there is a hint of an expansion to the notion of
cosmic fine-tuning."

The apparent fine-tuning problems are many and varied. Some may not be true problems at all: it is possible that
life would still be possible even with considerable variation in the values of the parameters. However, while some
parameter limits might be loosened, it appears that many limits still remain. From our discussion of the Fermi
paradox, it appears that even a failure to produce liquid water would prohibit the emergence of life. It has also been
suggested that life might be possible in a completely different form if the physics of the universe was completely
different. One example is the possibility that silicon-based life might emerge in a universe which is unable to
produce carbon.

However, life based on alternative chemistry does nothing to avoid the fundamental fine-tuning problems.
Considering silicon-based life, for example, silicon is just another heavy element (like carbon) which can only be
produced in the interior of stars by fusion reactions. The fine-tuning coincidences on which heavy-element
production depends are just as relevant for silicon as they are for carbon. As John Barrow says in his book The
Constants of Nature: "The argument is not really changed if beings are possibly based upon silicon chemistry or
physics. All the elements heavier than the chemically inert gases of hydrogen, deuterium and helium are made in the
stars like carbon and require billions of years to create and distribute."

Another criticism of silicon-based life is presented by Paul Davies in The Eerie Silence: "There has been some
speculation that silicon could substitute for carbon, a conjecture that got as far as an episode of Star Trek, but it
hasn't been pursued very seriously by biochemists because silicon can't form the extraordinary range of complex
molecules that carbon can."

As another example, the chemistry of a simplistic alternative universe might only allow the existence of hydrogen
and helium. However, as Caleb Scharf says: "It does seem hard to imagine how a universe of just hydrogen and
helium could give rise to structures with the complexity seen in carbon-based life."

So it appears that there is a real problem here, and we need to find a solution.
I believe that, in order to solve the many fine-tuning problems, we need to avoid approaches such as the strong

anthropic principle, which promise simple and easy solutions to difficult fine-tuning questions. There is no substitute
for good physics. We will have to rely on our talent, ingenuity, and hard work to solve these problems.

On that basis, I can assure you that the remainder of this book will be based on conventional theoretical physics.
There will be no multiverses, no anthropic reasoning, and no Star Trek silicon-based lifeforms in sight.

And, once we start using conventional theoretical physics to analyse these problems, we find another possible
alternative to fine-tuning emerges. Maybe the laws of physics are unique, and completely determine the values of
the fundamental constants to be suitable for the emergence of life? Paul Davies makes this point in his book The
Goldilocks Enigma: "We have no idea whether the various parameters of interest are actually free and independent,
or whether they will turn out to be linked by a more comprehensive theory, or possibly even determined
completely by such a theory." This is in line with Einstein's famous quote: "What I am really interested in is
whether God could have made the world in a different way; that is, whether the necessity of logical simplicity leaves
any freedom at all."

If it is the case that the laws of physics, and the values of the fundamental constants, could take no other
conceivable form then the universe would not be fine-tuned because no fine-tuning of the values would be
possible. In that case, we would have solved the fine-tuning problem.

Might it be the case that the laws of physics are uniquely determined to have values which are suitable for life? Is
life inevitable?

We are going to have to consider some theoretical physics …



4

THE COSMOLOGICAL CONSTANT
In the first two decades of the 20th century, our view of the universe was a lot smaller than it is today. The

existence of other galaxies was not certain, so all the stars were believed to lie within our own Milky Way galaxy.
What is more, the position of the stars appeared to be fairly stable. There was certainly nothing to suggest that the
universe might be rapidly expanding.

So when Einstein published the theory of general relativity in 1915, he was left with something of a conundrum.
The theory suggested that a stable universe was not possible as gravity would eventually pull all the matter together.
How could Einstein resolve this conflict between observations and the prediction of his theory? Unusually for
Einstein, he rejected the prediction of his elegant and revolutionary theory, and tried to "fudge" the result in order to
produce a stable universe.

In order to understand what Einstein suggested, let us consider the equation for general relativity (which was
derived in my previous book):

You will see that the equation actually predicts something quite simple. It states that the curvature of spacetime
(on the left-hand side of the equation) is dependent on the distribution of mass and energy. It is perhaps best
described by a famous quote by John Wheeler: "Spacetime tells matter how to move; matter tells spacetime how to
curve."

To preserve a stable universe, Einstein added a factor, Λ, to his equation which was effectively a form of
repulsive gravity. This acted to move the stars apart to balance the inward contraction. Einstein called this additional
term the cosmological constant:

It is interesting that Einstein placed his correction factor on the left-hand side of the equation, thus modifying the
curvature of spacetime. He might have chosen to place his correction on the other side of the equation, thus
modifying the predicted energy of space. As we shall see later, this latter approach is the one favored in modern
cosmology.



The priest

Georges Lemaître was a Belgian physicist who is now regarded as one of the most important physicists and
cosmologists of the 20th century. Surprisingly, however, Lemaître was not a physicist by profession. Instead, in
1923, he was ordained as a Roman Catholic priest and remained in the priesthood for his entire life.

Lemaître always managed to keep a distance between his personal beliefs and his scientific research, even once
arguing with the Pope over the Pope's interpretation of Lemaître's own Big Bang theory. That disagreement did not
stop Lemaître from eventually becoming the president of the Pontifical Academy of Sciences.

In 1924, Lemaître realised that Einstein's cosmological constant would not be sufficient to produce a stable
universe. Like a pencil balancing on a point, the apparently stable universe would actually be unstable. Even the
slightest variation between the amount of matter in the universe and the value of the cosmological constant would
result in a universe which either contracted to a point or expanded forever. A pencil cannot stay balanced on its point
forever.

Lemaître's 1924 paper also predicted that if the universe really was expanding then the expansion could be
measured by astronomical observations. Light from receding galaxies would be shifted towards the red end (longer
wavelength) of their spectrum because of the Doppler effect. Lemaître realised that general relativity predicted a
linear relationship between the distance of faraway galaxies and their redshift.

In 1927, the American astronomer Edwin Hubble decided to check this predicted relationship between distance
and velocity. Hubble calculated the distance of galaxies by measuring their brightness, and relied on his assistant —
Milton Humason — to measure the spectra of the galaxies.

By January 1929, Hubble and Humason had distance and spectra data for twenty-four distant galaxies. Hubble
plotted the data on a graph, with distance on the x axis and velocity (calculated from the redshifts) on the y axis. The
scatter of points lay close to a straight line, indicating a linear relationship between distance and recession velocity
— just as Lemaître had predicted.

The following image shows Hubble's actual graph from his 1929 paper (which never credited the work of
Humason) in the Proceedings of the National Academy of Sciences:

When he read about Hubble's discovery, Einstein realised his blunder in horror. An expanding universe had no
need of a cosmological constant to keep it static. Einstein realised he could have predicted the expanding universe
from general relativity before Hubble discovered it from observation. Einstein was later to call his introduction of
the cosmological constant the "biggest blunder" of his life.

Einstein had lost the initiative and the leadership. From now on, for the rest of his career, Einstein was always
playing catch-up in physics.

The return of the cosmological constant

With Hubble's discovery, it appeared to be the end of the role of the cosmological constant which was duly



removed from the general relativity equation. However, in 1998, a surprising astronomical observation brought the
cosmological constant back to centre stage once again.

After the initial explosion of the Big Bang, general relativity predicted that the expansion of the universe would
slow down due to the gravitational attraction between the masses in the universe. The question to be answered was
at what rate was the expansion slowing?

In order to answer this question, two international teams of researchers attempted to measure the rate of expansion
of the universe. The teams measured the brightness of supernova explosions, which tended to all be of similar
brightness and were therefore termed standard candles. This provided a measure of the distance to the supernova.
The speed at which the supernova was receding could be calculated from its redshift.

By combining these two results, both teams discovered something remarkable: the expansion of the universe was
accelerating, not slowing-down as predicted. This came as a complete surprise, and the cause of the expansion was
unknown. However, it was realised that resurrecting Einstein's cosmological constant provided a possible solution.
Remember, Einstein introduced the cosmological constant into his equation to provide a form of repulsive gravity
needed to counterbalance the contraction of the universe. It could be this repulsive gravity which was now powering
the accelerating expansion of the universe.

What was more, there was an obvious candidate for the energy required to power the expansion. In the next
chapter on quantum field theory we will be examining how particles (together with their equivalent antiparticles) can
be produced if enough energy is packed into a sufficiently small volume. Even in empty space, the uncertainty
principle can introduce the possibility that a particle pair might be produced for an extremely short time, before
annihilating each other. As a result, even in empty space, in which all particles have been removed, there will be a
seething froth of these so-called virtual particles. There will be a corresponding energy due to the presence of the
virtual particles called the vacuum energy, or the zero-point energy.

The suggestion was made that it might be this vacuum energy which was driving the accelerating expansion of the
universe, with the vacuum energy playing the role of the cosmological constant in Einstein's equation. This
mysterious energy was given the name dark energy. However, a problem arises when we try to calculate the
expected value of the vacuum energy by adding all the quantum contributions from the virtual particles: we find we
get an infinite result. Why is this the case? Well, quantum mechanics tells us that every particle can also be
considered as being a wave (wave-particle duality), with shorter wavelengths representing particles with higher
energy. But when we consider the vacuum energy of a volume of space, there is nothing to stop us including the
contributions of particles with ever-smaller wavelengths, which represent ever-increasing energies — potentially up
to infinity. The only way we can get a meaningful finite result is to have a cut-off wavelength, and not consider the
contributions from any wavelengths which are shorter than the cut-off.

The logical cut-off wavelength is provided by the Planck length, an extremely small distance (about 10-20 times
the diameter of a proton) which represents the shortest measurable length. Unfortunately, when we use the Planck
length as the cut-off wavelength, the value of the vacuum energy is calculated to be the huge value of about 1093

grams per cubic centimetre. In his book The Goldilocks Enigma, Paul Davies calculates that this is "implying that a
thimbleful of empty space should contain a million trillion trillion trillion trillion trillion trillion trillion tonnes!"
This is larger than the necessary value for dark energy by a factor of 10120. According to Stephen Hawking, this
outrageous value represents "the biggest failure of physical theory in history".

As a result, the only way that vacuum energy can be the cause of the accelerating expansion of the universe is if
there is some cancellation effect from different types of virtual particles, greatly reducing the estimate to the
observed small value. But this would represent fine-tuning to a truly incredible degree.

What is more, if the extremely small value of the cosmological constant had a much larger value then it would
have stopped galaxies and stars from forming, and life would have been unable to evolve. This has driven some
physicists to consider desperate measures. According to Leonard Susskind: "The notorious cosmological constant is
not quite zero, as it was thought to be. This is a cataclysm and the only way that we know how to make any sense of
it is through the reviled and despised anthropic principle." [8]

But surely we can do better?

Naturalness

In order to understand the fine-tuning problem more clearly, it is useful to consider the principle of naturalness
(considered in depth in my previous book).

In physics, there are some fundamental physical constants which seem to play particularly important roles in



describing the universe. Most of these constants have associated units, for example, the speed of light is 3 × 108

metres/second (with the units in that case being metres per second). Note that we could change the numeric value of
the constant merely by changing the units. For example, it is also correct to say that the speed of light is one foot per
nanosecond. Or, equivalently, 328,000 football pitch lengths per second. Or maybe 46 Great Walls of China per
second. Or even 1.6 × 108 giraffes' necks per second.

So it is clear that when we are dealing with constants that have associated units, the actual numeric value of the
constant is completely dependent on the units we choose.

This is not the case for a particular group of constants which do not have associated units. These are called the
dimensionless constants. As an example, later in this book we will be considering the fine structure constant which
has a value of approximately 1/137 — with no associated units. Because the dimensionless constants have no units,
even an alien civilisation based on Alpha Centauri would calculate exactly the same numeric value for these
constants. Hence, the numeric values of these constants are particularly interesting as they seem to capture some
deep truth about the workings of the universe.

It was Albert Einstein who first noticed a particularly interesting feature about the dimensionless constants: their
values tend to be close to one. This tendency has proven to be a useful tool for physicists. As John Barrow explains
in his book The Constants of Nature: "In every formula we use to describe the physical world, a numerical factor
appears … which is almost always fairly close in value to 1 and they can be neglected, or approximated by 1, if one
is just interested in getting a fairly good estimate of the result."

Why should it be the case that the values of the dimensionless physical constants tend to be close to one? Well, if
we had complete knowledge about the underlying physical mechanism, we might imagine that we could write down
a mathematical formula that accurately describes that mechanism, and produces the value of the constant as a result.
In that case, it actually becomes difficult to imagine a simple mechanism which could produce values which are
many orders of magnitude greater than one. This is because most of the fundamental mathematical constants we
would use in our formula (such as pi) also tend to have values very close to one. In that case, how could a simple
mechanism produce a numeric value of the order of 1040, for example? It is not easy to imagine how that could
happen. [9]

There is another very good reason for expecting the values of the dimensionless constants to be close to one: it is
because this would represent a situation which is considered natural. As described in Chapter One, we might
imagine the universe as being described by Martin Rees's six dimensionless numbers, and we might also imagine
those numbers as being the settings on six dials. It would then appear that there is a considerable amount of
"arbitrariness" in the universe, in that those dials might well have been set to other values than the observed values.
This seems to indicate that the universe could take other forms based on other settings of the dials. In that case, no
particular form of the universe appears to be favoured over any other form, and we are left with the question as to
why the universe takes the form it does.

However, there is one setting of the dials which seems to be special. If a dial is set to the value 1.0, then we can
effectively eliminate that dial without affecting the behaviour of the system (because multiplying or dividing by 1.0
leaves the original number unchanged). The following diagram shows a system in which a dial set to the value 1.0
can be removed without affecting the output of the system:

So a system which has all its arbitrary "dials" set to 1.0 could potentially have all its dials removed. The resulting
system would not only be simpler, it would also have no arbitrariness — the system could not be modified (as it has
no dials). Such a system would then be called natural. It represents the system in its unmodified state, with no
tinkering. This also represents the situation in which it is not possible to modify the system, that is, if the state of the
system arises from logical necessity. As Einstein said: "What I am really interested in is whether God could have



made the world in a different way; that is, whether the necessity of logical simplicity leaves any freedom at all."
This principle that we should expect the values of the dimensionless constants to be close to one is called

naturalness. It is a principle which is rather controversial at the moment as some physicists have raised doubts about
the range of applicability of the principle. However, I think it is hard to argue with the very general description I
have presented here. If we pursue naturalness, then we are eliminating arbitrariness from our solutions. In a
completely natural universe, the form of the universe would arise from the structure of our equations, not the setting
of arbitrary constants.

It might be the case that the state of the universe does not arise as a logical necessity, in which case we might be
forever left with the question of why the universe takes the form it does. In that case, the only answer to why the
constants take the values they have would be "that's just the way it is". That rather unsatisfactory answer will always
encourage the proponents of the strong anthropic principle to suggest that parallel universes are the solutions to all
our problems. But until we reach that end-of-the-road scenario, naturalness seems to be a valuable guide.

I don't think we should be giving-up on naturalness yet.

The naturally-flat universe

As an example of how a natural solution avoids any arbitrariness, let us consider the apparent fine-tuning of one
of Martin Rees's "six numbers". In Chapter One it was explained how the value of Ω, the Greek letter omega,
represents the ratio between the total amount of mass and energy in the universe, and the critical density of the
universe. The value of Ω appears very close to one, which results in a flat universe. This was described as being
another example of fine-tuning: if the value of omega was much less than one, the universe would have expanded
too fast to allow galaxies and stars to condense, so life could not have evolved. Conversely, if the value of omega
was much greater than one, the universe would have collapsed into a "Big Crunch" before stars could have formed.

However, on the basis of our discussion of naturalness, we can see that a value of 1.0 for omega would be a
natural value, a value that requires no fine-tuning. It would be the value we should expect. The mystery then
becomes the mystery of why our theories do not predict that value. Perhaps there is no fine-tuning — the failing
might be in our theories to accurately capture the behaviour of Nature.

Without going into detail, my second book presented a hypothesis of modified gravity which resulted in a
naturally-flat universe, and hence an apparent value of 1.0 for omega. There was no arbitrariness in the theory, no
adjustable parameters — and no need for inflation. It would be an example of the power of the principle of
naturalness.

Let us now examine some more of the deepest fine tuning problems. We will need to consider our most accurate
current theory of fundamental physics …



QUANTUM FIELD THEORY — PART ONE:
EVERYTHING IS FIELDS

We are often told that quantum mechanics is a "revolutionary theory" and is the "the most successful theory in the
history of physics", representing "our best theory of very small scales". However, as we shall see in this chapter,
quantum mechanics cannot be a complete theory of reality at the fundamental level. We will find that a new theory
is required.

We will see that this new theory has implications not only because it represents a more complete picture than
quantum mechanics, but also because it completely reshapes our view of reality — in a way which is not widely
realised or appreciated. We will see that this new theory is far more "revolutionary" than quantum mechanics ever
was. We will see that this new theory forces us to give up our notion of a universe made of particles and instead
consider a universe composed entirely of fields, which we can never directly feel or observe. These fields are
continuous, and stretch from one end of the universe to the other. They are about as far from our intuitive notion of
reality as it is possible to imagine.

However, we will also see that when we accept a universe made of fields and not particles, then concepts which
seem so confusing in quantum mechanics suddenly start to make a lot more sense.

So, welcome to the theory called quantum field theory.
All of this might come as something of a shock, and I suspect it is not generally realised by the general popular

science audience. However, while quantum field theory (generally known as QFT) might sound shocking and
revolutionary, the accuracy of QFT has been thoroughly confirmed experimentally. QFT is now regarded as being
our premier theory of fundamental physics.

As Roger Penrose says in his book The Road to Reality: "Quantum field theory constitutes the essential
background underlying the Standard Model of particle physics, as well as practically all other physical theories that
attempt to probe the foundations of physical reality. In fact, QFT appears to underlie virtually all of the physical
theories that attempt, in a serious way, to provide a picture of the workings of the universe at its deepest levels."

QFT may be mind-altering, and revolutionary, but it is also the accurate description of how the universe works.

A brief refresher on quantum mechanics

The material presented in this chapter will be heavily-based on material contained in my fifth book, which was an
introduction to particle physics and quantum mechanics. It is highly-recommended that you read my fifth book in
order to get sufficient background for the material presented in this chapter. As I do not like to repeat material
covered in my earlier books, I am afraid the phrase "As explained in my fifth book …" is going to appear rather
often in this chapter.

However, a very brief refresher on some of the concepts of quantum mechanics will be presented here — even
though they have already been covered in greater detail in my fifth book.

According to quantum mechanics, before we observe some property of a particle, for example, its position or spin,
we must consider the particle to be in a strange superposition state of all possible particle properties. The classic
example of the double-slit experiment is often presented in which a particle appears to travel through two slits at the
same time before making a mark on screen.

So that is the situation before we observe the particle. But after we observe the particle, we find the value of the
observed particle's property must take only one of a number of certain allowed values. These allowed values are
called eigenvalues, and the state of the particle must then lie in one of the allowed eigenstates.

This whole quantum measurement process can be described mathematically, or by the equivalent graphical
description — which we shall now consider. The following diagram shows an extension to the double-slit
experiment in which another slit is added (to convert it into a triple-slit experiment). In the diagram, the quantum
state of the particle is shown by a vector (the dotted arrow).

The diagram shows the situation before measurement, i.e., before the particle hits the screen. Before
measurement, you will see that the quantum state of the particle is in a superposition state: a combination of all three
possible slits. Hence, it appears as though the particle is travelling through all three slits:



This form of graphical representation in which the quantum state is depicted as a vector is called a Hilbert space.
So what happens after we make a measurement? In other words, what happens when the particle hits the screen

and reveals its true position? In that case, the particle leaves its superposition state and takes a single well-defined
state. As an example, when we try to detect the position of the particle in our triple-slit experiment, we find it only
passing through one slit. As you will see in the following diagram, this is represented by a rotation of the quantum
state vector from its previous superposition state to one of the well-defined single states (in this case, going through
slit B):



These three slits through which the particle can pass would then represent the eigenstates of the system — the
only allowable states we will find when we observe the position of the particle.

Mathematically, this rotation of the quantum state is achieved by the application of an operator (just denoting the
application of a mathematical operation).

Which brings us to the end of this very brief refresher on quantum mechanics.

The Dirac revolution

The highly-introverted physicist Paul Dirac is regarded as one of the key physicists of the 20th century. If
anything, Dirac's reputation has only increased in the years since his death, and his work seems more central than
ever.

Legend has it that Dirac's great moment of inspiration came in 1928 when he was staring into the fireplace at
Cambridge University. Dirac realised how it was possible to combine quantum mechanics with special relativity.
The result was that Dirac derived his famous equation for an electron which is known as the Dirac equation (the
derivation of which was presented in my fifth book, together with more insights about the life and work of Paul
Dirac).

The Dirac equation made some extraordinary predictions. It predicted the spin of an electron, which was quickly
realised to be a perfect match with experiment. But, most extraordinary of all, the Dirac equation predicted new
types of particles which we now know as antimatter. It is now known that all particles have an antimatter equivalent.

It was the discovery of antimatter which was to have such a revolutionary effect in quantum mechanics. If a
particle of matter meets its antimatter equivalent then both particles disappear in a flash of energy (potentially quite
destructive energy). The reverse process is also true: if enough energy can be confined to a small space then a
particle can be created together with its antimatter equivalent (a process known as pair production). It is possible to
make particles! This means that the number of particles in the universe is not a fixed number.

This development is described by Roger Penrose in his book The Road to Reality: "The key property of an
antiparticle is that the particle and antiparticle can come together and annihilate one another, their combined mass
being converted into energy, in accordance with Einstein's E=mc2. Conversely, if sufficient energy is introduced



into a system then there arises the strong possibility that this energy might serve to create some particle together
with its antiparticle. Thus, our relativistic theory certainly cannot just be a theory of single particles, nor of any fixed
number of particles whatever. Indeed, according to a common viewpoint, the primary entities in such a theory are
taken to be the quantum fields, the particles themselves arising merely as 'field excitations'."

Pay particular attention to Roger Penrose's last sentence which suggests that the "primary entities" are the fields
— not the particles. We will be returning to this idea shortly.

Fock space

At this point, our theory of quantum mechanics hits something of a problem. Quantum mechanics is, essentially, a
more complete update of classical mechanics (the mechanics of Newton). Hence the use of the word "mechanics".
So, like classical mechanics, quantum mechanics is basically a theory of how things move, the "things" in this case
being particles. To see the problem, let's consider an example from classical mechanics.

Imagine you are pushing a heavy wheelbarrow up a hill. If we want to analyse the motion, and calculate how hard
we have to push, we can use classical mechanics and Newton's laws of motion to calculate the forces involved. We
can therefore create a perfectly accurate mechanical model of the situation.

But, all of a sudden, something very surprising happens: the wheelbarrow completely disappears into thin air.
This poses a serious problem for our mathematical model: there is nothing in Newton's laws of motion which says
anything about objects disappearing. Likewise with quantum mechanics, which is just an update on classical
mechanics: there is no way in quantum mechanics to model objects which just suddenly decide to disappear.

As Leon van Dommelen says in his excellent web-based book Quantum Mechanics for Engineers: "The quantum
formalism in this book cannot deal with particles that appear out of nothing or disappear. A modified formulation
called quantum field theory is needed." [10]

So when Paul Dirac revealed that it was possible for particles to appear and disappear, this went beyond the
capabilities of the Hilbert space representation. A new mathematical representation is needed for quantum field
theory. We have to move from the Hilbert space representation to the Fock space representation.

Fock space looks rather similar to Hilbert space in that the coordinate axes represent eigenstates of the system (the
allowable states which can be observed after measurement). Let us consider the Fock space for a number of identical
particles contained in a box. The eigenstates on each axis of the corresponding Fock space will represent one
possible combination of the particles in the box.

As the axes of the Fock Space represent all possible combinations of the particles in the box, it is necessary to
consider the situation when some particles appear and disappear. Hence, the axes of Fock space can even represent
different numbers of particles, as shown in the following diagram of a particular Fock space:



Note that each axis of the Fock space can represent the case of a different numbers of particles in the box (five
particles, four particles, etc.).

A bit of terminology for you: when we move from classical mechanics to the Hilbert space representation it is
called first quantisation. Then when we move from the Hilbert space representation to the Fock space representation
(the QFT representation) it is called second quantisation. A crucial point is that in the Hilbert space representation,
not every situation can be represented (e.g., when the wheelbarrow disappears), whereas Fock space can
mathematically represent absolutely everything that can possibly happen. This is a crucial feature of second
quantisation in QFT, and we will be returning to consider this feature in the next chapter.

Looking at the axes of the Hilbert space and the Fock space, it is clear that there is a similarity between the two
representations, with different eigenstates on each axis. And, just as in the Hilbert space representation, it is possible
in the Fock space representation to apply different operators to rotate the current quantum state to different
eigenstates (which would represent the state of the system when we open the lid of the box and count the particles).

As an example, the following diagram shows the result of a creation operator when applied to a box containing
four particles:



You will see that the result of applying the creation operator has been to rotate the quantum state of the system
from a state which has four particles to a state which has five particles. Hence, this represents the creation of a
particle.

Similarly, it is possible to define an annihilation operator:



You will see that the result of applying the annihilation operator has been to rotate the quantum state of the
system from a state which has five particles to a state which has four particles. Hence, this represents the
disappearance of a particle.

You could apply the creation operator to the quantum state repeatedly, each time adding a new particle inside the
box (and generating a new quantum state in the process). Or you could apply the annihilation operator repeatedly,
each time removing a particle from the box (until there were no more particles left to remove).

Everything is fields

We have to be careful when applying these creation and annihilation operators, because we have to make sure we
do not do something which is forbidden by Nature. This is because all particles can be categorised into one of two
groups: they are either bosons or fermions. Bosons like being in the same state (as described in my fifth book, this is
due to the wavefunction of a boson being symmetric). As an example, a beam of light is composed of many billions
of photons in the same state (photons are bosons). It is therefore possible to use the creation operator to create as
many bosons in the same state as you wish. It is then said that those particles are indistinguishable.

However, two fermions cannot exist in the same state due to the Pauli exclusion principle (as described in my
fifth book, this is due to the wavefunction of a fermion being antisymmetric). So we cannot use the creation operator
to create two fermions (for example, two electrons) in the same state. For this reason, it is said that those particles
are distinguishable.

However, in the Fock space representation, all we see is numbers of particles on each axis. In other words, in
Fock space there is nothing to distinguish one particle (fermion or boson) from any other particle. This is a crucial
point: in Fock space, and therefore in QFT, all particles (of the same type) are indistinguishable.

What is implied by the fact that all particles are identical in QFT? It has been suggested that it implies something
extraordinary: there are not multiple particles, there is only the one field. As an example, all electrons are identical
because they are not actually separate objects, they are merely different parts of a single electron field which
covers the entire universe.



This principle is described well by Leon van Dommelen: "There is a field of electrons, there is a field of protons
(or quarks, actually), there is a field of photons, etc. Some physicists feel that is a strong point in favor of believing
that quantum field theory is the way Nature really works. In the classical formulation of quantum mechanics, the
(anti)symmetrization requirements under particle exchange are an additional ingredient, added to explain the data. In
quantum field theory, it comes naturally: particles that are distinguishable simply cannot be described by the
formalism."

This principle is also described on the Wikipedia page for quantum field theory, under the section "Physical
meaning of particle indistinguishability".[11] Again, note that the crucial factor in QFT is that all particles (of the
same type) are indistinguishable: "The second quantization procedure relies crucially on the particles being identical.
From the point of view of quantum field theory, particles are identical if and only if they are excitations of the same
underlying quantum field. Thus, the question 'why are all electrons identical?' arises from mistakenly regarding
individual electrons as fundamental objects, when in fact it is only the electron field that is fundamental."

So it is now believed that we live in a universe in which everything that exists is a field. Every particle is just a
part of a single field for that particle type. Every field stretches the length and breadth of the universe.

How does the single field sometimes appear like particles? It is because particles emerge in the field like waves in
the ocean — they are not actually separate from the field, just like a wave is not separate from the ocean. These
particles emerge when enough energy is transferred to a small region of the field, like a rock dropped into the ocean.
[12] Particles are often referred to as "excitations" of the field (see Roger Penrose's earlier quote). As an example,
this is how the Higgs boson was generated from the Higgs field by the high-energy collider at the LHC.

Sean Carroll has an excellent talk on YouTube filmed at Fermilab called Particles, Fields, and the Future of
Physics in which he emphasises this idea that everything is a field: "That particle stuff is overrated. Actually,
everything is made of fields. You don't need to separately talk about matter made of particles and forces made of
fields. All you need are fields."

Here is a link to Sean Carroll's talk:
 
http://tinyurl.com/seancarrolltalk
 
Here is another quote from Sean Carroll's talk. This is certainly a guiding principle behind the writing of this

book: "To working physicists, quantum field theory is the most important thing we know. But when we talk about
physics to non-physicists, when we popularise it, we never mention quantum field theory. We talk about particle
physics, we talk about relativity, we talk about quantum mechanics. Heck we even talk about string theory and the
multiverse and the anthropic principle. But we think quantum field theory is too much to bother about."

Another populariser of the "Everything is Fields" philosophy is the retired physicist Rodney Brooks. Brooks is no
longer working in academia, but in the 1950s he was taught by Julian Schwinger who was one of the founders of
QFT, and Brooks has made it his retirement project to raise awareness and understanding of QFT in the general
public. He is very much an evangelist of the idea that fields are everything, and everything is fields: "No particles,
only fields".

Brooks has created a video in which he explains his views on QFT:
 
http://tinyurl.com/rodneybrooks
 
Brooks also appears to be on a mission to increase awareness of his tutor, the Nobel prize-winning Julian

Schwinger. Schwinger's field-based approach to QFT lost in the popularity stakes to the particle-based approach to
QFT which was easier to understand and calculate and was popularised by the more charismatic Richard Feynman
(who we will be considering in the next chapter). Here is a photograph of Schwinger, who undoubtedly deserves
more recognition as one of the most important figures of 20th century physics:

http://tinyurl.com/seancarrolltalk
http://tinyurl.com/rodneybrooks


In his video, Brooks mentions how Richard Feynman said it was impossible to understand the counter-intuitive
behaviour of quantum mechanics. Brooks then explains how an understanding of QFT can explain effects which
seem so puzzling in quantum mechanics: "In quantum field theory, the uncertainty principle becomes trivial. A field
is spread-out. An electron is a particle which might be here, it might be there, might have this momentum, might
have that momentum — that doesn't make sense. Feynman is correct. But a field that is spread out is not just 'could
be here' or 'could be there' — it's here, and here, and here. So that problem, for example, is resolved."

I would agree with Brooks's explanation of the uncertainty principle: uncertainty about position makes a lot more
sense when you consider fields rather than point-particles. Also, quantum entanglement — a connection between
particles over great distances — also makes more sense when we consider fields extended through space rather than
point-particles. And at the 28-minute mark of his aforementioned video, Sean Carroll also explains how a field (or
wave) approach can provide a simple explanation for the interactions between particles.

However, so far we have only considered isolated particles in fields in which particles can appear and disappear
(so-called free fields) but do not interact with each other. In the next chapter we will consider the significant
problems which arise when we introduce the possibility of interactions between particles.



QUANTUM FIELD THEORY — PART TWO: THE
FEYNMAN APPROACH

We have seen in the previous chapter how quantum field theory appears to describe the lowest level of reality.
But it was not this field-based picture which made QFT such a success. Instead, it is a particle-based version of QFT
developed by Richard Feynman which dominates QFT calculations. We will be seeing that this approach involves
generating a large number of Feynman diagrams which describe particle interactions. This version of QFT has been
proven to be incredibly accurate, and a powerful tool for physicists. But we will also see that the mathematics
behind this approach has been criticised for lacking rigour and elegance.

Julian Schwinger certainly was rather unimpressed by this contrasting approach to QFT. Schwinger felt Feynman
diagrams encouraged students to think in terms of particles instead of fields. However, Schwinger also had to
reluctantly admit: "Like the silicon chips of more recent years, the Feynman diagram was bringing computation to
the masses."

The totalitarian principle

In the previous chapter, it was explained how any successful theory of QFT has to be able to capture the
possibility that "absolutely anything can happen", including particles being able to appear and disappear. This
principle lies at the heart of QFT, and this behaviour was succinctly described by Murray Gell-Mann in his so-called
totalitarian principle: "Everything not forbidden is compulsory".

The totalitarian principle was certainly the guiding principle in the approach to QFT which was developed by
Richard Feynman. As mentioned earlier, Feynman's approach was particle-based rather than field-based. To
understand Feynman's approach, consider a particle moving in space from a point A to a point B. In classical
mechanics, this is obviously straightforward: we can see a large object — a train, for example — as it proceeds on
its journey between two points. For particles, however, things are not so clear cut. For a particle moving from point
A to point B, we can only observe the particle when it sets off on its journey (at point A) and when it arrives at its
destination (at point B). We have no information about what the particle is doing in between those two points.
Crucially, we can have no information about the route the particle is taking between those two points. We are
fundamentally forbidden from knowing the route. This is basically the principle behind the double-slit experiment:
we do not know which slit the particle passes through.

But — you might argue — why can't we just observe the particle in between the two points, thus revealing its
path? Well, the only way we could do that would be to arrange for the particle to collide with a secondary particle,
for example, to be observed by a photon of light. But if we create an interaction in that manner, then we are
inevitably altering the path of the particle under observation: we have modified the experiment we wished to
observe. There is no way round it: we are fundamentally forbidden from being certain of the path the particle is
taking in order to get from point A to point B.

So Richard Feynman considered the problem of a particle travelling between two points and he applied the
totalitarian principle quite literally. Feynman stated that in order to calculate the probability of a particle travelling
between two points, we have to sum the probabilities of the particle travelling along all possible paths between
those two points. And when Feynman said "all possible paths" he most certainly meant ALL possible paths. We
even have to consider the possibility of the particle taking an apparently crazy route — such as detouring via the
Moon, or even the Andromeda galaxy!



This approach is called the Feynman path integral (an "integral" is just a summation of lots of smaller elements,
like the summing of the small path elements along the curve). To be precise, if we consider the particle as moving in
some field of force, then we have to integrate the Lagrangian along the path (the Lagrangian was described in my
second book, and is equal to the particle's kinetic energy minus its potential energy due to the field of force). The
integration process involves dividing the path up into infinitely small pieces and then adding all of those pieces
together.

However, a problem arises when we have to add all of the possible paths together as there are infinitely many
possible paths. We now see the problem of infinities in QFT: how can we possibly add together an infinite number
of objects and still arrive at a finite result? This problem arises because — as was stated earlier — in QFT we have
to consider absolutely anything that can possibly happen. As we shall soon see, the challenge for any
computational technique in QFT is to avoid the infinities which are introduced.

Fortunately, for the case of the Feynman path integral, there is a relatively straightforward reason why the final
result is not infinite. Remember, we are dealing with quantum particles, and the position of a quantum particle is
always governed by probability. In particular, when the particle travels between two points its position is determined
by a wave — a wavefunction — and the probability that the particle is in a certain position can be calculated from
the square of the wavefunction at that position.

So a quantum particle acts like a wave. And, like any wave, it has an associated angular phase. If we add two
waves and the phases are the same, then the result will be a large value (this is called constructive interference).
However, if the phases of the two waves are opposite (pointing in opposite directions) then the waves will cancel
(this is called destructive interference).

Fortunately, in the Feynman path integral, the more crazy paths — such as travelling to Andromeda or travelling
to the Moon — tend to point in various unrelated random directions and so tend to cancel each other due to
destructive interference. We are left with the most direct route from point A to point B being the route taken by the
particle. This would be the same classical route we would expect a large object to take, such as a ball. As Brian
Greene says in his book The Elegant Universe: "No matter how absurd nature is when examined on microscopic
levels, things must conspire so that we recover the familiar prosaic happenings of the world experienced on
everyday scales. To this end, Feynman showed that if you examine the motion of large objects — like baseballs,
airplanes, or planets, all large in comparison with subatomic particles — his rule for assigning numbers to each path
ensures that all paths but one cancel each other out when their contributions are combined. In effect, only one of
the infinity of paths matters as far as the motion of the object is concerned. And this trajectory is precisely the one
emerging from Newton's laws of motion."

In his book of lecture notes called QED: The Strange Theory of Light and Matter, Richard Feynman considered a
photon reflecting off a mirror. We would intuitively imagine the path taken by the photon to be the same as that of a
bouncing ball, with the angle of incidence being equal to the angle of reflection off the mirror. However, Feynman
described how the actual quantum process underlying the behaviour of the photon is far from intuitive.



The following diagram shows a photon of light being reflected off a mirror. The photon is emitted at point X, is
reflected off the mirror (shown by the long thin rectangle along the bottom of the diagram), and is detected at point
Y:

You will see that Feynman divided the long rectangular mirror into small segments and denoted those segments
by letters, from A to M. The mid-point of the mirror is segment G. Intuitively, we would imagine the photon simply
being emitted at point X, being reflected off segment G, and being detected at point Y. We would certainly not
expect any of the other segments of the mirror — from A to F, or from H to M — to have any involvement in the
reflection process. As Feynman says in his book: "We would expect that all the light that reaches the detector
reflects off the middle of the mirror, because that's the place where the angle of incidence equals the angle of
reflection. And it seems fairly obvious that the parts of the mirror out near the two ends have as much to do with the
reflection as with the price of cheese, right?"

However, Feynman then proceeds to apply his path integral technique to this example, and surprisingly reveals
that even segments of the mirror which are far away from the midpoint play an important role in defining the
reflection. Remember, the Feynman path integral says that we have to consider the photon taking all possible routes
from point X to point Y. This means that we have to consider the photon also reflecting off segments which are far
away from the middle of the mirror, such as segment A and segment M. In fact, we have to consider the photon
reflecting off all the segments.

Fortunately, though, when we add up all the probabilities of all the different possible paths, we once again find
that the apparently crazy paths — reflecting off the segments near the ends of the mirror — tend to cancel out. We
are left with the route of the photon reflecting off the middle segment G.

However, I hope this has shown that effects which we intuitively consider to be common sense — such as a
bouncing ball, or a reflecting ray of light — are actually products of quantum effects which involve taking all
possible routes.

Feynman diagrams

Richard Feynman's greatest achievement was the joint development of the theory of quantum electrodynamics
(also known as QED) which is the quantum field theory of the electromagnetic force. As mentioned in the previous
section, Feynman wrote a very accessible book based on his lecture notes on quantum electrodynamics called QED:
The Strange Theory of Light and Matter. As Feynman says in his book in his usual conversational style: "What I'd
like to talk about is a part of physics that is known, rather than a part that is unknown. People are always asking for
the latest developments in the unification of this theory with this theory, and they don't give us a chance to tell them
anything about one of the theories that we know pretty well. They always want to know things that we don't know.
So, rather than confound you with a lot of half-cooked, partially analyzed theories, I would like to tell you about a
subject that has been very thoroughly analyzed. I love this area of physics and I think it's wonderful: it is called
quantum electrodynamics, or QED for short. My main purpose in these lectures is to describe as accurately as I can
the strange theory of light and matter — or more specifically, the interaction of light and electrons."

As Feynman said in the previous quote, his particle-based approach to quantum field theory meant that his version
of QED was a theory of the interactions between electrons and photons (which are the field particle of the
electromagnetic force). As a result, in the examples in this section we will be considering the interactions between
electrons and photons.

Perhaps Feynman's most significant contribution to quantum field theory came from his introduction of Feynman
diagrams which were based on his path integral formulation. Feynman diagrams are simple representations of the
interactions between particles. Once again, their ability to represent absolutely anything that can possibly happen



makes them perfect for calculations in quantum field theory.
A Feynman diagram is a spacetime diagram, with space along one axis, and time along the other axis. Even

though space is three-dimensional, only one dimension of space is included on the diagram.
The following diagram is an example of a Feynman diagram. Note that time increases along the horizontal axis

(they are sometimes drawn with time on the vertical axis). The diagram shows an electron coming in from the left of
the diagram, and colliding with a photon which changes the path of the electron:

You will notice that the electron is denoted by a straight line (all fermions are denoted by straight lines) while the
photon is denoted by a wavy line (all bosons are denoted by wavy lines). Each line — together with its associated
mathematical probability — is called a propagator.

This very simple Feynman diagram is called the minimal interaction vertex (a vertex is the point where the lines
meet on the diagram). Rather wonderfully, we can create all of the Feynman diagrams for the electromagnetic force
just by glueing together these minimal interaction vertex diagrams — as we shall soon see. As David Griffiths says
in his textbook Introduction to Elementary Particles: "All electromagnetic phenomena are ultimately reducible to
this elementary process." Bruce Schumm makes the same point in his book about particle physics Deep Down
Things: "It is the general electron-photon vertex that we should look to as the fundamental component of the
electromagnetic force."

So remember what the minimal interaction vertex looks like: it is the junction of two electron paths and one
photon path. You will be recognising this arrangement again soon.

To show the amazing power of the minimal interaction vertex, let us consider what happens when we rotate the
diagram. Relativity tells us that we can treat time as just another dimension — just like the three dimensions of
space. So there is complete freedom to rotate Feynman diagrams (converting space into time, and vice versa) and the
resulting interaction will still be valid. As an example, the following diagram shows the previous minimal
interaction vertex rotated 90° anticlockwise:



There is now a remarkable interpretation possible for this diagram. You will see that it appears that the electron is
travelling backward in time on the second half of its path (denoted by the star on the diagram). Also, if we
temporarily ignore the arrows on the paths of the electrons, we could interpret the left-hand side of the diagram as
representing two electrons coming together and annihilating each other — producing a photon as the result. We
could therefore interpret this as an electron and a positron (the antimatter equivalent of the electron) annihilating
each other and producing "pure energy". In which case, that would mean a positron is actually an electron travelling
backward in time (as shown in the star on the diagram). It was this definition of a positron which Feynman often
used in his diagrams.

Let us now examine how Feynman diagrams can be used in quantum field theory calculations.
Firstly, in the following diagram, let us simply consider two separate electrons moving through spacetime and

ending up at two different points. The simplest way that this can happen is shown here:

What we are interested in is calculating the probability that this situation shown actually happens (i.e., both
electrons move as shown in the diagram). Fortunately, we know precisely how to do this as we can use the Feynman
path integral technique which was explained earlier in this chapter. If you remember, the path integral technique
gives the probability of a particle moving between two points, so it is just what we need here.

Then, to calculate the complete probability of the situation shown in the previous diagram, we need to calculate
the probability of the first electron moving along its path, and then multiply that probability by the probability of the
second electron moving along its separate path (according to basic probability theory, we have to multiply the
probabilities together because BOTH event one AND event two have to happen to provide the correct result).

But there is another way that the two electrons could get to their endpoints. As shown in the following Feynman



diagram, during their journey they could transfer a photon between each other, modifying their trajectories in the
process:

How do we know this is a valid interaction? We know it is valid because we can create this Feynman diagram by
glueing together two minimal interaction vertices ("vertices" being the plural of "vertex"):

If you remember, a minimal interaction vertex is a junction of two electron paths and one photon path. So you can
see that the previous diagram represents two minimal interaction vertices glued together. Everything fits together
like Lego! And the golden rule is that if you can create a Feynman diagram by glueing together minimal interaction
vertices, then it is a valid Feynman diagram, and you have to consider it in your calculations.

So that gives us two different ways for the electrons to move to their two separate endpoints. If we want to
calculate the probability of the two electrons moving to their endpoints we have to sum the probabilities of these
two separate diagrams (according to basic probability theory, we have to sum the probabilities because EITHER
diagram one OR diagram two would provide the correct result).

But that's not the end of it. It is possible for the photon to convert into an electron/positron pair for a very short
period of time. The electron and the positron can travel a short distance before annihilating each other to produce the
photon again. This is shown by the loop in the photon's path in the following diagram:



In the previous diagram, we can consider the loop as being made of the paths of two particles which are shown by
the two arrows in the loop. You can see that one particle is travelling forward in time and is therefore an electron,
whereas the other particle is travelling backward in time and is therefore a positron.

How do we know this new Feynman diagram is valid? Well, we know it is valid because we have merely added
two new minimal interaction vertices, as shown in the following diagram:

You can see that all we have done is glue together two more minimal interaction vertices (don't be confused by
the curved lines rather than straight lines). Once again, everything fits together like Lego.

The electrons and photon in the previous diagram only appear in internal lines in the Feynman diagram. These
particles which only appear on internal lines (particles which appear only to rapidly disappear again) are called
virtual particles.

So now we have a total of three different Feynman diagrams to add together to find the probability of two
electrons simply moving to two separate endpoints. Here are the three diagrams we must add:



And it doesn't stop there! We can keep going forever, dividing lines, and adding new minimal interaction vertices.
With each new diagram, our estimate of the probability of the interaction becomes more accurate. This repeated
approach is called perturbation theory.

Unfortunately, it appears inevitable that we are going to end up with an infinity of Feynman diagrams which we
have to add together just to calculate the probability of two electrons moving. Once again we end up with the
problem of how to handle the infinities when making calculations in quantum field theory. How on earth can we add
up an infinite number of Feynman diagrams and still get a finite answer?

The fine structure constant

As described earlier in this section, in order to calculate the probability of an entire Feynman diagram, we have to
multiply all the probabilities contained within that diagram. We can calculate the probability of a particle moving
along a path using the Feynman path integral technique. However, that method does not account for all the
probabilities in the diagram: we also have to consider the probability of an electron emitting a photon. And we will
now see that it is the particular value of this probability which saves us from the dreaded infinities entering our
calculations.

Rather simply, the probability of an electron emitting a photon is just a fixed number. The number reflects the
strength of the electromagnetic force. There are four fundamental forces, and they each have a characteristic number
which reflects the strength of each force. The number for each force is called the coupling constant. For the example
of the electromagnetic force, which interests us in particular, we will now see how this value is calculated.

Let us consider the strength of attraction between two electric charges a distance r apart. According to Coulomb's
law, the force, F, is given by:

where e is the elementary charge carried by a single electron (1.6 × 10-19 coulombs), and ε0 is the permittivity of
free space (8.85 × 10-12 farads/metre).

If you read my previous book then you will know that the r2 term arises purely from the fact that there are three
dimensions of space (the effect of a force dilutes as it extends into space according to an inverse square law). So the
r2 term is not specific to the electromagnetic force — it applies to all forces. Hence, in our analysis we should
remove the term: we are only interested in the strength of the force in terms of fundamental constants.

As a result, we find the strength of the electric force is then characterised by:

If we consider the units (dimensions) of this expression then we find it has units of energy times distance. As



explained in Chapter Four, we do not want to have a term with units as its numerical value will change if we choose
different units. We want to find a dimensionless number (i.e., a plain number without units). We can change this
term into a dimensionless number if we divide the expression by the product of two fundamental constants, ℏc, a
term which also has dimensions of energy times distance (ℏ is the reduced Planck constant which is equal to the
Planck constant divided by 2π, and c is the speed of light).

We then end up with a mathematical expression describing the strength of the electromagnetic force which is
called the fine structure constant, and is often denoted by the Greek letter α (alpha):

The fine structure constant is a famous number in physics and, if you substitute the correct values (given earlier)
into the formula, you will find it has a value approximately equal to 1/137. The fact that this vital constant has such
an interesting value has made it a target for numerologists who have attempted to derive its peculiar "137" value
from various combinations of other constants. Most physicists would regard these attempts as being unscientific
(randomly throwing numbers together and hoping to come up with the correct solution shows a lack of
understanding).

What makes the fine structure constant so interesting from the point of view of our Feynman diagrams is that it
represents the probability of an electron emitting a photon (hence it determines the electric force between two
electrons). To be more precise, the fine structure constant represents the probability of a pair of electrons emitting
and absorbing a photon (because an electron/photon interaction always requires two vertices: one electron to emit
the photon, and a second electron to absorb the photon). But what really interests us is the probability of one vertex:
a single electron emitting a single photon, so that value is provided by the square root of the fine structure constant
(because when the value is then squared by multiplying it by itself due to the pair of interactions it will result in the
fine structure constant).

Richard Feynman makes this point in his book: "There is a most profound and beautiful question associated with
the observed coupling constant, the amplitude for a real electron to emit or absorb a real photon. It is a simple
number that has been experimentally determined to be close to 0.08542455. My physicist friends won't recognize
this number because they like to remember it as the inverse of its square: about 137.03597. It has been a mystery
ever since it was discovered more than fifty years ago, and all good theoretical physicists put this number up on their
wall and worry about it."

What makes this coupling constant so vital from the point of view of our Feynman diagrams is that its value is
less than 1.0. If you remember, when we calculate the probability of a Feynman diagram we have to multiply all of
the probabilities of all the interactions contained within that diagram. If the probability of an electron/photon vertex
is just 0.085 then the overall probability of a Feynman diagram will reduce rapidly for each vertex we add.

This reduction in probability is shown in the next diagram. For Feynman diagrams with two electron/photon
vertices there is only a probability of 0.7% that the event described by the diagram will actually occur. For Feynman
diagrams with four electron/photon vertices there is only a probability of 0.005% that the event will occur (a less
than one in ten thousand chance).



As you can see from the previous diagram, because the value of the coupling constant is less than 1.0, this means
that Feynman diagrams with multiple vertices will have a very low probability and can be safely ignored by our
calculations. Hence, we do not have to add an infinite number of Feynman diagrams together in order to calculate a
sufficiently accurate result: the value of the fine structure constant has saved us. Another infinity has been avoided!

However, this is not the case for all forces. The strong force has a coupling constant of 1.0, so this will not
become progressively less important as more diagrams are added. Hence, perturbation theory using Feynman
diagrams cannot be used to perform calculations involving the strong force.

Interestingly, this probability-based approach gives us another way of thinking about the "strength" of a force. A
force with a larger coupling constant simply means there is a greater probability of more force-carrying bosons
being produced — and that translates into a stronger force between particles. As Bruce Schumm says in his book
about particle physics Deep Down Things: "The stronger the coupling, the more quanta are exchanged in a given
interaction." Considering an analogy to skaters on ice throwing a ball between themselves, Schumm says: "A
stronger force would correspond to a greater likelihood, in any given instant, that a ball would be exchanged
between them."

The Higgs mechanism

One of the fields which crosses the entire universe is called the Higgs field. The behaviour and structure of the
Higgs field is notably different from the other fields. The Higgs field is responsible for giving mass to elementary
particles. [13]

The way the Higgs field gives mass to fermions is rather different to how it gives mass to bosons. Firstly, let us
consider how the Higgs field gives mass to fermions.

Unsurprisingly, there is a particle which is associated with the Higgs field (it was explained in the discussion of
quantum field theory in the previous chapter how every field has an associated particle which can be produced by an
excitation of the field). The particle associated with the Higgs field is the famous Higgs boson. As a fermion travels
through the Higgs field (which permeates the entire universe) it interacts with a sea of Higgs bosons. The result is
that the particle slows down as if it is being pushed through a vat of sticky molasses (another common analogy is of
a popular person trying to cross a room in a crowded party). As mass is defined as "resistance to acceleration", we
interpret this slowing as the particle gaining mass.

To understand how the Higgs field gives mass to bosons, let us first consider the difference between particles
which have mass (massive particles) and particles which do not have mass (massless particles).

The theory of special relativity states that if we try to accelerate an object up to the speed of light, the mass of that
object will progressively increase. At the speed of light, the mass of the object would become infinite. In other
words, it is not possible for an object with mass to move at the speed of light. This is a principle which applies to all
massive particles such as electrons: electrons have to move at less than the speed of light.

However, a photon is an example of a massless particle. And if a particle has no mass, then it has no mass to
increase as the speed of the particle approaches the speed of light. It is therefore possible for a massless particle to
move at the speed of light. After all, a photon is a particle of light, so it obviously has to move at the speed of light.

Put simply, all massless particles move at the speed of light, and all massive particles have to move at less than
the speed of light.

This principle has implications for the spin of massive and massless particles. If we consider a particle in three-



dimensional space, it is clear that there are three axes about which it can spin (the z-axis is coming out of the page):

Each of these spin axes is called a degree of freedom, with each degree of freedom representing an independent
way in which the particle can move. However, if we consider a massless particle, i.e., a particle which is moving at
the speed of light, then we encounter a problem.

To understand the problem, consider the following diagram which shows a massless particle moving at the speed
of light in the x direction. You will see from the diagram that if the particle is also rotating about either the y or z
axis then there would always be a part of the particle which would be moving faster than the speed of light (the top
semicircular arrow would be moving faster than light, while the bottom arrow would be moving slower than light):

This is obviously forbidden, so the massless particle is forbidden from rotating about its y or z axis.
This is not a problem if the particle is rotating about its x axis because then the plane of rotation would be

perpendicular to the particle's motion along the x axis. So a massless particle is allowed to rotate in a plane
perpendicular to its direction of motion. On that basis, the following diagram shows a massless particle moving at
the speed of light in the x-direction, while also rotating about that x axis:



It is clear from the previous diagram that the particle can spin in either direction around the x-axis, and we call
these directions spin up and spin down (as shown on the previous diagram). Hence, the massless particle has two
rotational degrees of freedom. These two states are called the polarization of the particle, and it is the reason why
light (which is composed of massless photons) has two directions of polarization. This is the basis for polarized
sunglasses (one of the two directions of polarization — the horizontal glare from road surfaces — is filtered-out).

Now let us consider what happens when the massless particle interacts with the Higgs boson — the particle of the
Higgs field.

When the massless particle combines with the Higgs boson, it gains one additional degree of freedom which is
possessed by the Higgs boson. This additional degree of freedom becomes a freedom of motion along the x axis, the
direction in which the particle is moving. And if the particle has a freedom along the x axis then it is not longer
restricted to moving at only the speed of light. In other words, the particle might be said to be "slowing down". It has
already been described how massive particles (particles with mass) move slower than the speed of light, so we
interpret this "slowing" of the massless particle as the particle "gaining mass".

Hence, the Higgs field can give mass to otherwise massless bosons.

The hierarchy problem

But the Higgs boson — which was detected for the first time by the LHC in 2012 — introduces an additional fine-
tuning problem. The problem is associated with the measured mass of the Higgs boson.

The value of the Higgs mass cannot be calculated — it has to be measured experimentally. The LHC discovered
the Higgs has a mass of approximately 125 GeV. Intuitively, though, particle physicists would have expected the
Higgs mass to take a "natural" value, which turns out to be vastly heavier. As explained in Chapter Four, a natural
mass would be one in which all the "arbitrary dials" were turned to 1.0. In which case, the mass would have to be
calculated only from fundamental constants. The three truly fundamental constants are the speed of light, c, the
gravitational constant, G, and the Planck constant, h. These three constants can be combined in only one way to
produce a quantity which has the the units of mass, and this is shown in the following formula:

The value of this mass, mp, is called the Planck mass.
If you substitute the correct values into the formula for the Planck mass you will find you get a surprisingly heavy

value: approximately 21 micrograms, the weight of an eyelash. So the measured Higgs mass value is vastly lighter
in comparison, which is a surprise and a puzzle.

Another reason why the Higgs mass appears to be surprisingly light arises when we consider the effects of virtual
particles temporarily popping into existence (virtual particles were considered earlier in this chapter). As described



in the previous section, the Higgs is responsible for giving mass to particles, so, conversely, the Higgs can interact
with any particle that has mass. As an example, the following diagram shows a possible minimal interaction vertex
for a Higgs boson (always denoted by a dashed line in Feynman diagrams) interacting with a top quark (an example
of a massive particle) and its antimatter equivalent:

At this point, we have to remember that we can glue together these minimal interaction vertices and the resultant
Feynman diagram will still be valid. So we can glue together two of these vertices back-to-back to give the
following diagram:

The previous diagram shows a Higgs boson which momentarily converts into a top quark/anti-top quark pair,
before converting back to a Higgs boson. A top quark has been deliberately chosen for this example as it is the
heaviest elementary particle (i.e., the one with the most mass). And, as this Feynman diagram represents a valid
interaction, we have to include it in our calculation of the Higgs' path (remember: Feynman diagrams have to
include absolutely anything that can possibly happen). The result is that the weight of the top quark adds to the
Higgs mass. Plus, we have to include the effects of all massive particles in our calculations (because the Higgs
interacts with all massive particles). The end result is that all these quantum contributions once again push the
expected weight of the Higgs up towards the vastly larger Planck mass.

So here we have an apparently huge gap between the expected value of the Higgs mass and the measured value:
the Higgs is ten million billion times lighter than we would expect, or sixteen orders of magnitude. This huge gap in
the mass values represents a hierarchy, and the problem of why the Higgs is so light is called the hierarchy problem.
The hierarchy problem is considered to be one of the greatest unsolved problems in physics.

The hierarchy problem introduces another fine-tuning problem. If the Higgs mass was lighter, then atoms could
not form and life could not exist. But if the Higgs was heavier — and particles were therefore as heavy as the Planck
mass — then all particles would turn into black holes (too much mass squeezed into a microscopic volume). Hence,
the Higgs mass value appears fine-tuned for the existence of life.

There is a popular hypothesis in physics called supersymmetry which has been around for forty years which has
been touted as a potential solution to the apparent fine-tuning of the Higgs mass. Supersymmetry requires the
existence of a whole suite of additional undetected particles called superpartners, each superpartner particle being
matched to an existing known particle. According to supersymmetry, the superpartner of a boson is a fermion, and



vice versa. The precise symmetry means that the huge quantum contributions from the known virtual particles would
be cancelled by the contributions from the superpartner particles. With the huge contributions eliminated, a light
Higgs is left. However, no superpartner particles have been discovered at the LHC, and supersymmetry appears to
be in trouble. This is a big deal. Many theorists have spent decades of their lives working on supersymmetry. Also,
if supersymmetry crashes and burns, then so does string theory which depends on supersymmetry. This has clearly
become a high-stakes game. The failure of the LHC to discover new particles leading to the potential demise of
supersymmetry — and the dearth of any replacement explanations — has been variously called the "nightmare
scenario", a "crisis in physics", or even "the end of science".

Perhaps a new approach is needed …
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THE WEAKNESS OF GRAVITY
This is the final chapter of this book.
As regular readers of my books will know, I like to include some of my own original ideas at the end of my books

— and this final chapter is no exception. So please bear in mind that parts of this chapter should be considered as
being highly-speculative.

Although I have tried to present the concepts as clearly and simply as possible, this is still quite a technical
chapter.

In the previous chapter, we considered the mystery of the surprisingly light Higgs mass, a mystery which is called
the hierarchy problem. It emerges that there is another hierarchy in Nature, another big gap in the value of the
constants. This second hierarchy involves the ratio of the strengths of the fundamental forces. This second hierarchy
might appear unrelated to the problem of the Higgs mass, but further analysis shows it might hold the key to solving
the hierarchy problem.

Let us start by reminding ourselves that there are four fundamental forces:

Gravity. Keeps your feet on the ground.

The electromagnetic force, a combination of both the electric force and the magnetic force. In the atom, the
electric force attracts negatively-charged electrons to positively-charged protons.

The strong force. In the atomic nucleus, it is the strong force which holds quarks together to form protons and
neutrons. It has to be strong to overcome the electrical repulsion between positively-charged protons.

The weak force. In the atomic nucleus, this force can convert a neutron into a proton during radioactive decay.

As explained in my fifth book, in all of these four cases, the actual force is transmitted via gauge bosons, which
can be considered as being the "force-carrying" particles. For the electromagnetic force, the gauge boson is the
photon. However, as we have seen in the discussion of Feynman diagrams in the previous chapter, the passage of the
photon between electrons is constantly disrupted by a swarm of virtual particles. The effect of these virtual particles
is to hide the true strength of the electric charge, and to make the force seem weaker over distance than it would
otherwise be. This effect is called screening. However, if we consider particles interacting at higher energy, these
particles will have shorter associated wavelengths and so will be able to "probe" closer to each other. Hence, this
will reduce the screening effect and give a truer picture of the strength of the force. And this is what is found
through experiment: at higher energies, the electromagnetic force gets stronger.

The opposite is true for the strong force which holds quarks together in the atomic nucleus to form protons and
neutrons. Because of the behaviour of the gauge bosons of the strong force (gluons), the strong force becomes
stronger at large distances. In fact, it is due to the strength of the strong force that no isolated quarks are ever found
on their own (it would require so much energy to separate the quarks that new quarks would be produced from that
energy).

On that basis, the following graph shows the predicted variation of the strengths of the three forces as the energy
of the interactions increases:



As just described, you can see in the diagram that the electromagnetic force becomes stronger at higher energies,
whereas the strong force becomes weaker.

It can be seen that the lines describing the strength of the forces are predicted to approximately intersect at a
single point at high energy (marked on the diagram by the "Unification" arrow). You will see from the horizontal
scale that this represents an energy of approximately 1016 GeV, and this is called the grand unification energy. This
represents a much higher energy than can be achieved using current particle accelerators. This seems to indicate that
the fundamental strengths of all three forces are actually the same, and this would become clear at high energies, but
that fact is being hidden by the behaviours of the gauge bosons at low energies.

We now know that the electromagnetic and weak forces have the same origin, and only appear to be of different
strengths because of the differences in the associated gauge bosons. The gauge bosons of the weak force have mass
(due to the Higgs mechanism) which results in the bosons being short-range and they are therefore confined to the
atomic nucleus, whereas the gauge boson of the electromagnetic force (the photon) remains massless and is
therefore capable of traversing the universe (bringing light from the stars). The true strength of the weak force is not
actually weak at all.

It therefore appears probable that all the forces have fundamentally the same strength. So this makes it all the
more mysterious to discover that the strength of the force of gravity is many orders of magnitude weaker than the
strengths of the other three forces.

At first glance, it might not appear that gravity is a particularly weak force. After all, it is the force which keeps
the planets in orbit around the Sun. It is also the force behind terrifyingly-attractive black holes. However, the
planets, and the stars, and black holes need to possess immense mass in order for gravity to become dominant.

To understand the weakness of gravity, consider the act of lifting a metal paperclip by using a magnet. The
paperclip is being attracted to the centre of the Earth by the force of gravity, and the entire mass of the Earth is
pulling on it. However, the electromagnetic force from the small magnet can easily overcome that pull of the entire
mass of the Earth.

So just how weak is gravity?
In the previous chapter we considered the electrical repulsion between two electrons in order to derive the fine

structure constant which is the coupling constant which describes the strength of the electric force. Now let us derive
a coupling constant for the gravitational force which describes the strength of the force of gravity.

Let us calculate the coupling constant for gravity in a similar manner to the way we calculated the coupling
constant for the electric force. So, instead of starting with Coulomb's law (for the electric force) we will start with
Newton's law of gravity. As we considered electrons in the previous example, let us be consistent and consider
electrons again (comparing like-with-like). In which case the gravitational force, F, between the two electrons is
given by:



where G is Newton's gravitational constant, and me is the mass of an electron (we can obviously replace the two
instances of me with me

2).
Next, as with our earlier derivation of the fine structure constant, we remove the r2 term which leaves us — once

again — with an expression which has dimensions of energy times distance. So we once again have to divide by ℏc.
This gives us our final result, a value for the gravitational coupling constant which is a dimensionless number
expressed purely in terms of fundamental constants:

So what is the value of this gravitational coupling constant (which describes the strength of the force of gravity)?
Well, if you substitute the correct values into the previous formula you will find that the coupling constant for
gravity is approximately 10-45, which is obviously an extremely small number. In her book Warped Passages, Lisa
Randall refers to this extraordinarily small number when comparing the forces between a pair of electrons: "The
gravitational attraction is about a hundred million trillion trillion trillion times weaker than the electrical repulsion
between the electron pair."

So here we have another hierarchy, another immensely large number: 1045. Why is there such a huge difference
between the strength of the electric force and the strength of gravity? This forms another puzzling hierarchy
problem, but it is believed that this particular hierarchy problem is related to the earlier hierarchy problem of the
surprisingly-light Higgs mass.

In her book, Lisa Randall considers the hierarchy problem of the Higgs mass and states: "It ultimately boils down
to the weakness of gravity compared with all the other known forces." Why is there a connection between the
lightness of the Higgs and the weakness of gravity? Well, if you remember back to the discussion of the Higgs mass
in the previous chapter, you will remember that the natural value of the Higgs would be expected to be the Planck
mass, the formula for which was given earlier as:

The hierarchy problem is based on the fact that the Higgs mass is immensely smaller than the Planck mass. Or, to
put it another way, the hierarchy problem is therefore based on the fact that the Planck mass is so large. And, for
reasons we shall consider shortly, a large Planck mass represents weak gravity. Lisa Randall agrees: "A huge Planck
scale mass is equivalent to extremely feeble gravity." So that presents us with a possible opportunity: if we want to
solve the hierarchy problem of the Higgs mass, we might only need to solve the problem of why gravity is so weak.

The Randall-Sundrum model

One proposal as to why gravity is weak comes from string theory. String theory requires the existence of many
hidden spatial dimensions, and it also predicts the existence of branes. Branes are like membranes or sheets in multi-



dimensional space, containing fewer dimensions than the space around them. So a brane is a slice of a higher-
dimensional world. The full, multi-dimensional world which surrounds the brane is called the bulk.

According to string theory, the particle which carries the force of gravity — the graviton — is a closed string
loop, whereas the particles which carry the other forces are open strings which have to have their ends terminated on
a brane. This restricts the motion of those particles to the brane, whereas the graviton is free to travel through the
bulk:

The Randall-Sundrum model, proposed by Lisa Randall and Raman Sundrum, is based on the idea that our
universe with its three spatial dimensions might be a brane in a higher-dimensional bulk which actually has four
spatial dimensions. Unlike the particles associated with the other forces, the graviton is free to travel through the
bulk. This, then, presents a proposal for why gravity appears so weak in our universe: we only see a "shadow" of the
force of gravity in our three-dimensional universe. The suggestion is that gravity weakens along that fourth spatial
dimension as it passes through the bulk to our three-dimensional world:



In her book, which was published in 2005, Lisa Randall listed some of the predictions of the Randall-Sundrum
model: "Should this warped geometry scenario prove to be a true description of our world, the experimental
consequences at the Large Hadron Collider (LHC) at CERN in Switzerland will be tremendous. Signatures of the
warped five-dimensional spacetime could include Kaluza-Klein particles, five-dimensional black holes of anti de
Sitter space, and TeV-mass strings."

Any one of these discoveries would have been incredibly exciting. Unfortunately absolutely none of these things
were discovered when the LHC started operation in 2010 — although they should have been discovered if the model
was correct. Lisa Randall goes on to say: "Results from the LHC are likely to change the way we view the world."
Considering the stream of negative results which has emerged from the LHC, I think I can agree with Lisa Randall
on that statement — though perhaps not in the way she intended.

Considering the Randall-Sundrum model, imagining an additional invisible dimension of space might represent
one route to solving the problem of why the strength of gravity is so weak. But in this series of books I am
attempting to build a model of how the universe works in which no unseen extra dimensions are allowed, there are
no invisible parallel universes, and you are not allowed to rely on huge suites of undetected supersymmetric
particles. In my "reality-based" model, solutions to problems must be found on the basis of what we already know:
you are not allowed to invent some parallel universe in which you get to make your own rules.

However, I find those self-imposed constraints concentrate the mind wonderfully. One of the themes of my series
of books is that we need to try harder to make sense of what we already know. Sometimes the simplest solution may
have been overlooked.

Maybe it is hidden in plain sight?



The true strength of gravity

The weakness of gravity is perceived as being a great mystery, and possibly holds the key to the solution of the
hierarchy problem. Let us examine the problem more closely.

Firstly, let us remember that in the previous chapter it was stated that we would naturally expect the mass of the
Higgs boson (and therefore the mass of the other particles) to be close to the value of the Planck mass. And the fact
that the Higgs is orders of magnitude lighter than this expected value forms the hierarchy problem. But why should
we expect the masses of the particles to be naturally close to the Planck mass?

Well, to answer that question, let us remind ourselves of the formula for the Planck mass:

and also let us remind ourselves of the formula for the gravitational coupling constant which we derived earlier
(remember, the small value of this expression is the reason for weak gravity):

You will see that the mass of the electron features in this formula for the gravitational coupling constant. But what
happens if the electron mass was instead equal to the Planck mass? What would be the strength of gravity in that
case?

To answer that question, let us substitute the value of the Planck mass into the previous formula for the
gravitational coupling constant. That gives us:

So, you can see from this formula that the value for the gravitational coupling constant (and, therefore, the
strength of gravity) would be equal to 1 for a particle whose mass is equal to the Planck mass.

(Conversely, if the mass of a particle is far less than the Planck mass then it will experience weak gravity —
which is the reason why the large Planck mass represents a weak force of gravity in the universe).

At what energy will the strength of gravity become equal to the strengths of the other forces? Well, if you
substitute the value of the Planck mass into E=mc2 you will discover it represents an energy of approximately 1019

GeV. This is called the Planck energy. This is a huge amount of energy for a single particle, approximately equal to
the chemical energy stored in a car's petrol tank. You will see that this value is only moderately greater than the
value of the grand unification energy (1016 GeV) which we considered earlier. This seems to suggest that for
particles with extremely high energies — just beyond the grand unification energy — the strengths of all four forces
would be approximately equal.

It therefore seems likely that the true strength of gravity is the same as the other three forces, and this would



become clear at high energies. I believe this is fairly generally accepted. This is a valuable insight we can use in our
quest to discover why gravity now appears so weak.

Now let us continue by considering a vital fact about the laws of physics.

The laws of physics do not change over time

Emmy Noether was a mathematician who has been described as "the most important woman in the history of
mathematics". Emmy Noether worked in academia in the early decades of the 20th century, which was not an easy
time to be a female scientist. However, she showed great determination and resilience to make several important
contributions to mathematics, and also make an extremely important and influential contribution to theoretical
physics.

Noether's great contribution to physics is now called Noether's theorem. Put simply, Noether's theorem states that
if there is any symmetry in Nature then there will also be a corresponding conserved quantity, i.e., a quantity which
does not change over time. Noether's theorem was considered in detail in my fifth book, which explained the
tremendous value of the theorem to particle physics.

In that book, an example was presented of the application of Noether's theorem to a skateboarder riding in a
halfpipe. It was explained that if there was a symmetry in space, i.e., if the skateboarder was riding down the length
of the halfpipe, then the quantity that would be conserved would be the momentum of the skateboarder. In other
words, the skateboarder would continue to travel at a constant speed.

So when there is a symmetry in space, momentum is conserved.
Noether's theorem indicates that there is another similar relation between time and energy: if there is a symmetry

in time, energy is conserved. But what does symmetry in time actually represent? Well, it means that if we move
some physical process — maybe an experiment — along the time dimension then we would find that the underlying
situation would be unchanged (that is the definition of a symmetry). As an example, if I perform an experiment
today and get a certain result, then if I perform precisely the same experiment again tomorrow then I will get exactly
the same result. So what symmetry in time really means is that the laws of physics do not change over time.

Noether's theorem tells us that symmetry in time implies conservation of energy. Is there any easy way of
understanding why this should be the case? Well, imagine if the strength of gravity (one of the laws of physics)
varied with time. In that case, when gravity was weak I could lift a heavy object up some pulley system, connected
to an electrical generator. Then when gravity became strong again I could release the weight and get back more
energy (in the form of electrical energy) than I put into the system. I could get free energy! This obviously cannot be
the case, so the laws of physics not changing with time implies conservation of energy.

I believe that the fact that the laws of physics do not change with time plays a key role to understanding why the
strength of gravity is weak. To see why that is the case, let us again consider Newton's law of gravity, which is
obviously one of the laws of physics and which should therefore not alter with time:

The r2 term represents an inverse square law which means the force reduces according to the square of the
distance. This is an inevitable consequence of the three dimensions of space (as described in my previous book). It is
clear that this aspect of the equation would not vary with time.

However, you will notice that the equation also includes Newton's gravitational constant, G. If the laws of physics
do not change with time then that implies that the value of G does not change with time. I believe this is an
important result in explaining why the strength of gravity now appears so weak, as we shall soon see.

You might not think it is such a big deal to state that the value of G does not change with time. After all, it is
supposed to be a fundamental constant! However, that has not stopped the emergence of several theories which
suggest a varying value of G. Perhaps the most famous example is that of Paul Dirac, one of the greatest physicists
of the 20th century. In one of his wilder flights of fancy, Dirac proposed that the huge ratio of the strength of the
electromagnetic force to the strength of gravity was equal to the ratio of the radius of the universe to the radius of a
proton. Unfortunately, in an expanding universe, this would mean that both ratios would have to be smaller in the



past than they are is now. How could that possibly be the case if the strengths of the forces does not change? The
only way Dirac could think of avoiding this problem was to suggest that the value of G was actually larger in the
past (thus reducing the ratio in the past). Could it really be the case that G has varied with time? Dirac stuck
doggedly with his theory, but it was shown that if it was the case that G was larger in the past then this would have
resulted in increased energy output from the Sun: the oceans would have boiled and life could not have survived.

I firmly believe that we should take it as a rock-solid fact that G has not varied with time. I have always taken it as
one of my guiding principles. In fact, I would suggest that if you have a theory which predicts a varying G, you
would be wise to throw your theory in the bin.

The early universe

For our next step in trying to construct a potential solution to why gravity is so weak, we will need to travel back
in time. A long way back in time.

Physicists now have a very accurate model of the early universe right back to a tiny fraction of a second after the
Big Bang. This was a time of extremes, of tremendous temperatures and pressures. The temperature of the universe
at this point in time is believed to have been the highest possible temperature which is known as the Planck
temperature. The Planck temperature is equal to 1032 K, or 100 million million million million million degrees
kelvin. Heat is the result of particles moving randomly at tremendous speed. This means particles had immense
kinetic energy.

We can understand this situation by considering a large number of particles (for example, a gas) trapped in a box.
The box is then heated to a great temperature. Heat is the result of particles moving randomly at tremendous speed,
so the kinetic energy of the particles increases. As a result, the total energy of the box increases, and so does its
mass. As the Wikipedia page on "Mass in Special Relativity" explains: "If a stationary box contains many particles,
it weighs more in its rest frame, the faster the particles are moving. Any energy in the box (including the kinetic
energy of the particles) adds to the mass, so that the relative motion of the particles contributes to the mass of the
box." [14]

And what is the universe if not a big box full of particles?
As you will see in the following diagram, the Planck temperature of the early universe corresponds to the average

energy of particles being 1019 GeV, a value which we calculated earlier as being the Planck energy. And, as we
calculated earlier, this is the immensely high energy at which the strength of gravity becomes equal to the strengths
of the other three forces.

As a result, it is suspected that all the forces were unified into a single force at the time of the Big Bang, and
separated into individual distinct forces as the universe cooled.

The following diagram shows this process. Time is on the horizontal scale, with the Big Bang on the left of the
diagram:



You will see that the first force to split into a separate distinct force was the force of gravity — which is what
interests us. You will see from the diagram that this happened just a fraction of a second after the Big Bang: 10-43

seconds, to be precise, an incredibly short period of time which is known as the Planck time (the period before this
time is known as the Planck era or Planck epoch). Due to quantum uncertainty, we seem to be fundamentally
limited about what we can know about conditions during the Planck era.

As discussed earlier, it is believed that 1016 GeV represents the grand unification energy at which the three
remaining forces (strong, weak, and electromagnetic) are still unified, but as the universe cooled beyond that point,
those three forces separated into distinct forces.

As the universe continued to cool, you can see that at the much lower energy of 100 GeV, the electromagnetic and
weak forces split from the previous unified electroweak force. This was due to spontaneous symmetry breaking by
the Higgs field, giving mass to the bosons of the weak force while leaving the photon massless. This energy of 100
GeV is low enough to come within the energy range of our current particle accelerators. And, indeed, the LHC
recently detected the Higgs boson (the particle associated with the Higgs field) with a mass of 125 GeV.

Which places us in a position to attempt to answer the main question …

Why is gravity so weak?

The extreme weakness of gravity is presented as one of the great mysteries of physics. In fact, it has even been
called "the greatest unsolved problem in theoretical physics".[15] Many articles have been written on the subject,
and several models have been produced such as the Randall-Sundrum model in order to explain the phenomenon.
These models have even incorporated highly-speculative extra dimensions — all with the aim of explaining the
weakness of gravity.

However, there does appear to be a very simple solution — an almost trivially simple solution — to this question
which only involves conventional orthodox physics. In order to explain the solution, let us return to consider the
earliest moments in the life of the universe.

We know that the force of gravity split to become a distinct force in just a fraction of a second after the Big Bang.
If there was a force of gravity at that point in time, then there must also have been a law of gravity. And, as we know
the laws of physics do not change with time, that law of gravity must have been the same as it is now: Newton's law
of gravity must have come into existence 10-43 seconds after the Big Bang. So the value of Newton's gravitational
constant, G, must have been fixed just 10-43 seconds after the Big Bang. It is as if a snapshot was taken of G at that
time, and we have been using that value ever since:

For the next step, we need to realise that this means that the value of G would have been fixed based on the
extreme conditions prevailing at that time. At that early moment in time, the energy of particles was equal to the
immense Planck energy (you can see this on the earlier diagram showing the progressive separation of the four
forces after the Big Bang: "Average energy of particles: 1019 GeV"). The value of G would therefore have been set
on the basis that the average energy of particles was far greater than today. And, because of the increased energy of
those particles, this would indeed have resulted in gravity having the same strength as the other three forces at that
early moment in time (because, as we calculated earlier in this chapter, even today gravity would have the same
strength as the other forces if the energy of particles was equal to the Planck energy).

This makes sense in another way as well because it means the natural, expected value for mass at that time could



be calculated in the usual manner from the three most basic fundamental constants, without including any arbitrary
constants, which would be equal to the Planck mass:

And the Planck mass was, indeed, the average, expected value of the mass of particles at that early time in those
extreme conditions, when the laws of physics were set in stone.[16] And it has remained the "natural" value for mass
ever since — even though much has changed in the universe since then …

Over the period of time since the Big Bang, the universe has expanded and cooled to a remarkable degree. From
that initial temperature of 100 million million million million million degrees, within three minutes it had rapidly
cooled to a positively chilly billion degrees. And with that rapid fall in temperature came a corresponding reduction
in the kinetic energy of particles. Remember, the kinetic energy of particles dominated in the early universe, but
with the average temperature of the universe now at merely a couple of degrees kelvin, the kinetic energy of
particles currently forms a negligible part of their total energy.

Which brings us to the next crucial point. Mass and energy can be considered to be the "charge" of gravity: the
more mass and energy a particle has, the more it feels the force of gravity. So the cooling of the universe — and the
corresponding reduction in energy — has implications for gravitational charge. But this is not the case for the
other forces. Electric charge, for example, does not vary with temperature. As described at the start of this chapter,
there is a minor variation in the strength of the electromagnetic force with energy due to the screening effect, and a
graph was presented showing how the strengths of the three forces varies with energy. But this variation would be
negligible compared to the variation in the strength of gravity. The cooling of the universe would therefore have left
the strengths of the other three forces unchanged — it is the strength of gravity alone which would be affected by
many orders of magnitude.

To sum up, the law of gravity uses a gravitational constant, G, the value of which was set when the average
gravitational charge was huge. After the cooling of the universe, the average gravitational charge was vastly
reduced. With the strengths of the other forces unaltered, gravity now appears relatively weak.

In the discussion on naturalness in Chapter Four, it was explained how theories have a major challenge in
explaining the origin of any constant which takes the form of a large dimensionless number. What is the origin of
the large number? What mathematics could possibly generate it? Any theory which attempts to explain the weakness
of gravity must explain the origin of the large dimensionless number which describes the ratio of the strength of the
other forces to the strength of gravity. As I say, it is a major challenge for any theory to identify the origin of this
unnaturally-large dimensionless constant.[17] However, in this discussion considering the relative weakness of
gravity, a simple explanation of the origin of that particular immense number has emerged: the origin is the ratio
between the immense temperature of the universe at the time of the Big Bang, and the cool average temperature of
the universe now. In other words, one immense number has been converted into another immense number.

On that basis, a simple calculation can be performed to quantify the effect of the cooling universe on the relative
weakness of gravity. Energy is proportional to temperature.[18] So to understand the drop in energy, we only need
to consider the drop in temperature. As described earlier, the temperature just after the Big Bang was 1032 K (the
Planck temperature). With the current temperature of the universe being a mere 2.73 kelvin, that represents a
dimensionless ratio of temperatures of approximately 1032. This value of 1032 representing the relative weakness of
gravity is very much the kind of value we are looking for, coming right in the middle of the following range:

1045 — the strength of the electromagnetic force relative to the strength of gravity.

1024 — the strength of the weak force relative to the strength of gravity.

To put it simply, it appears that the reason why gravity is now so weak is that gravity was designed for a much
heavier world.

The fine-tuned universe



I hope you have enjoyed this book.
The intention has been to show that grounded, conventional physics provides the best route to solving the

apparent fine-tuning problems. Other techniques — such as the strong anthropic principle — might appear to
provide shortcuts to quick solutions, but the temptation to go down those routes should be resisted.

In trying to discover solutions to the puzzling fine-tuning problems, it seems as though whenever progress has
stalled, the common approach has been to introduce some additional undetected structure as a way of circumventing
the problem. Structures which have been invented to solve the fine-tuning problems include:

Supersymmetry. The proposal for a huge suite of undetected supersymmetric particles as a way of explaining
the hierarchy problem. None of these particles were detected by the LHC, which is currently our highest-energy
particle accelerator. Unfortunately, as these particles have gone undetected as accelerator energies have
progressively increased, some physicists have chosen to conveniently increase the predicted masses of these
particles so that they lie just beyond current accelerator energies. In other words, the predictions have been
modified in order to preserve the theory. That is surely not a good way to do science.

Extra dimensions. The proposal for unseen and undetectable extra spatial dimensions as a means for
explaining the weakness of gravity.

The inflaton field. An additional unexplained and undetected field required by the inflation hypothesis, as a
means for explaining the fine-tuned flat universe.

The multiverse. An undetected and undetectable group of universes beyond our own universe, used by the
strong anthropic principle to potentially "solve" (in the loosest sense of the word) all of the puzzling fine-tuning
problems.

Can we really continue proposing new structures whenever we appear to hit a dead-end? Is this really the best
way to solve the fine-tuning problems? The danger is, of course, that we are trying to solve the fine-tuning problems
by inventing structures that simply do not exist.

Surely it would be better if the process of inventing and proposing new undetected structures was treated as a last
resort, when all else has failed. Instead, it seems as if this approach is being treated as the preferred first option.

The message of this book has been that we should try harder to make sense of current data using our existing tools
and knowledge — rather than inventing additional unseen structures.

The solutions we seek might well be hidden in plain sight.
The principle of naturalness appears to be a useful guide in our efforts to describe fundamental mechanisms. In an

entirely natural solution we would only be left with dimensionless constants of the order of magnitude of one. We
would then be entitled to consider the value of that constant as being "natural", and not fine-tuned. We may not
know the precise origin of the value of the constant, but we can be satisfied we are not far away from knowing the
truth. Examples of "natural" constants might include the fine-structure constant, and the number of dimensions of
space. I suspect it is likely that simple solutions to these problems will arise at some point. Maybe we don't have all
the answers yet, but we can afford to be hopeful in these cases.

In a completely "natural" universe there would be no arbitrariness whatsoever: the state of that universe would be
uniquely fixed as a logical necessity. However, there seems to be a fairly widespread belief that the state of our
universe could not entirely arise as a logical necessity, in which case — despite our best efforts — we might be
forever left with the question of why the universe takes the form it does. In that case, the only answer to why the
constants take the values they have would be "that's just the way it is". I certainly do not believe we have reached
that point yet, but if we do reach that point then we would be at the limit of possible human knowledge (for
example, quantum uncertainty limits our knowledge of conditions during the Planck era).

The discussion of the Fermi paradox in this book seemed to suggest that life is a rare occurrence in the universe,
requiring an almost impossibly special combination of conditions — such as those found on Earth. It has been said
that the Earth appears to be a "gem". So maybe we should view this as an opportunity. If we eventually come to the
limit of possible human knowledge, we should not despair about the "end of science". Instead, we should
congratulate ourselves on a job well done, and spend our time enjoying our lives in this amazing universe on this
very special planet.





EPILOGUE
Regarding the hypothesis of modified gravity I presented in my earlier books, there has been a recent

development which is potentially very interesting. The modified gravity hypothesis did not only predict a naturally-
flat universe, but it also predicted a modification to the structure of black holes. The hypothesis eliminated the
troublesome singularities which are supposed to lie at the heart of black holes. Instead, the hypothesis predicted that
the mass of a black hole would be concentrated at its event horizon.

In August 2016, a team led by Vitor Cardoso of the Superior Technical Institute in Lisbon suggested that the
signature of a thickened event horizon could be detected in the recently-discovered gravitational wave signals. The
gravitational waves were produced by the merging of two black holes, producing a staggering amount of energy.
This prediction was investigated by a team led by Niyayesh Afshordi of the Perimeter Institute and the University of
Waterloo.

In December 2016, Afshordi's team released a paper with the evocative title of "Echoes from the Abyss", in which
they announced that they had detected echoes of energy released between the inner layer of the event horizon and
the outer layer of the event horizon. This would appear to indicate some structure at the event horizon, structure
which was not predicted by conventional general relativity. The announcement was also featured in an article in
Nature magazine which was aimed at the general readership. [19]

Being realistic, the chances that this result will prove to be conclusive evidence of a modification to general
relativity is extremely remote. However, what is exciting is that new data is starting to pour in, and will continue to
pour in for the next few decades as a series of new ambitious experiments go online. The next few years might prove
to be very exciting indeed.

Watch this space!
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NOTES
[1] Paul Steinhardt, The Inflation Debate, http://tinyurl.com/PaulSteinhardt
[2] See the Wikipedia page on "Dimensionless Physical Constant": http://tinyurl.com/physicalconstant
[3] Why is There Life? Discover Magazine, http://tinyurl.com/unlikelyuniverse
[4] Peter Pesic, Times Literary Supplement
[5] You can see Bayes' theorem on Sheldon's whiteboard at the start of the episode called The Cruciferous

Vegetable Amplification.
[6] A similar beacon signal was intercepted by the crew of the Nostromo commercial spacecraft in the movie

Alien. In that case, the beacon was intended as a warning signal. So maybe we should be careful if we ever receive a
genuine beacon signal …

[7] Where should we look for alien life?, BBC website, http://tinyurl.com/wherealienlife
[8] http://tinyurl.com/susskindlandscape
[9] One possibility might be via an exponential mechanism. As an example, place a grain of rice on the first

square of a chessboard. On each successive square, double the number of rice grains. You will end up with 264-1
(note: all small numbers in that expression) grains of rice on the chessboard, which is equal to the immensely large
number 1.8 × 1019.

[10] Quantum Mechanics for Engineers by Leon van Dommelen, http://tinyurl.com/qmforengineers
[11] http://en.wikipedia.org/wiki/Quantum_field_theory
[12] In order to create a particle of mass m, sufficient energy must be put into the field according to the formula

E=mc2.
[13] For composite particles such as protons, i.e., particles which are composed of elementary particles grouped

together, most of the mass arises from the binding energy which holds the elementary particles together — not the
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[14] http://tinyurl.com/massinrelativity
[15] Ethan Siegel, The Greatest Unsolved Problem in Theoretical Physics, http://tinyurl.com/greatestunsolved
[16] With the Planck mass being calculated from the Planck energy. This refers to the relativistic mass of

particles, as opposed to their rest mass. If the particle was placed on weighing scales, it would weigh more due to
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gravity as it moves from the gravity brane to our three-dimensional world. As Lisa Randall says: "An exponential
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energy is proportional to temperature from the energy and temperature values on the earlier diagram showing the
progressive separation of the four forces after the Big Bang.

[19] LIGO black hole echoes hint at general relativity breakdown, http://tinyurl.com/blackholeechoes
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PROLOGUE: THE Nth COUNTRY EXPERIMENT
The year is 1964.
Dave Dobson was a physics student, excited to have just received his PhD. Dobson was a bright guy, and a

science enthusiast. He had a good general knowledge about several fields of physics, but his knowledge was nothing
spectacular.

To all intents and purposes, Dobson was Mr. Average.
This made it all the more surprising when Dobson received a telephone call from the renowned nuclear physicist

Edward Teller. Teller invited Dobson to come to Washington D.C. for an interview for a job in one of the country's
leading nuclear research facilities. Dobson was amazed and, frankly, wondered if they had got his name mixed up
with someone else. He later described everything he knew about nuclear chain reactions at that time: "I had seen an
exhibit with a model of a chain reaction made up of mousetraps and ping pong balls."

Dobson met Teller and they spent an evening together. Teller quizzed Dobson to discover everything he knew
about nuclear weapons, and Dobson honestly replied that he knew nothing more than any other amateur science
enthusiast. To be frank, Dobson admitted he knew absolutely nothing at all about nuclear weapons.

"Great", replied Teller. "You will be perfect for the job".

At that time — the early 1960s — the Pentagon was extremely concerned about the possible proliferation of
nuclear weapons to other countries. Only the United States, the Soviet Union, Britain, and France possessed nuclear
weapons. Britain had been the third country, France had been the fourth. Which country would be the fifth country
to possess nuclear weapons? Or the sixth country? Where would it all end? Which country would be the "Nth
country"?

In order to shed some light on that question, the Pentagon had started a top secret project called the "Nth Country
Experiment". Dave Dobson would be one of two physics students who had been selected to work on the project.

The worry was that so much information about how to make an atomic bomb had been published in the popular
press. While no classified secrets had been leaked publically, there was plenty of more general information freely
available to an amateur enthusiast. Given the availability of that general information, would it be possible for a
rogue state, employing nothing more than a few physicists of very average ability, to create a nuclear weapon?

Basically, the goal of the Nth Country Experiment was to determine how difficult (or easy) it was for a bunch of
amateurs to make an atomic bomb.

This, then, was to be Dave Dobson's first job straight out of university. Dobson was given a desk in a corner of a
laboratory in the Livermore Radiation Laboratory in California. He was introduced to another amateur physics
enthusiast, Bob Selden, a 28-year-old soldier who would be working with him. Neither man had any nuclear
expertise whatsoever.

Their job was to imagine they were working for a rogue state (named the "Nth Country"). They were handed a
document explaining their task. Here is the first paragraph of the document: "The purpose of the so-called Nth
Country Experiment is to find out if a credible nuclear explosive can be designed, with a modest effort, by a few
well-trained people without contact with classified information. The goal of the participants should be to design an
explosive with a militarily significant yield. A working context for the experiment might be that the participants
have been asked to design a nuclear explosive which, if built in small numbers, would give a small nation a
significant effect on their foreign relations."

The first thing which needed to be done was to obtain security clearance for Dobson (Selden had already been
cleared because of his military background). Clearance was necessary because it was against the law to design
nuclear weapons without security clearance.

Dobson and Selden would have access to none of the secret research material at the laboratory, but they would
have access to the general library and its publically-available material. They were told that the imaginary "Nth
Country" they were working for would have "more resources than Ghana, but less than an industrialized nation."
They should assume they had access to good machinists able to shape uranium and plutonium, and also access to
some engineers experienced with conventional explosives. Apart from that, they were given no more instructions on



how they should proceed. They were on their own.
In the library, Selden found a book about the Manhattan Project, the U.S. project which developed the atomic

bomb. According to Dobson: "It gave us a road map. But we knew there would be important ideas they'd
deliberately left out because they were secret. This was one of the things that produced a little bit of paranoia in us.
Were we being led down the garden path?"

If Dobson and Selden wanted to perform an experiment, perhaps with high explosives, they had to describe their
desired experiment in great detail. A team of experts then calculated the result of the experiment and passed the
result back to Dobson and Selden.

Ironically, one of the most useful sources of information came from President Eisenhower's "Atoms for Peace"
programme, the motivation for which was to encourage the use of non-military nuclear power around the world.
Atoms for Peace was just one example of the enthusiasm at the time for nuclear energy, the result of which was to
distribute a vast amount of technical information into the public domain.

After two-and-a-half years, in 1966, Dobson and Selden had finally finished their design. According to Selden:
"We produced a short document that described precisely, in engineering terms, what we proposed to build and what
materials were involved. The whole works, in great detail, so that this thing could have been made by Joe's Machine
Shop downtown."

However, after they had presented their document, everything went very quiet, and Dobson and Selden were not
informed of the outcome. They presumed that they had failed in their task. So, one day in Livermore when they met
a senior researcher, Jim Frank, they asked him why things had gone so quiet. Did he have any knowledge of the
outcome of their experiment? Yes, said Frank, he knew what had happened. The reason why everyone had gone
quiet was because they had realised that if a bomb had been constructed precisely according to their detailed
instructions, it would have exploded with the same order of magnitude as Hiroshima.



1

OUR FRIEND THE ATOM
In 1870, the French science fiction writer Jules Verne wrote the classic adventure novel Twenty Thousand

Leagues Under the Sea. It is the story of Captain Nemo who terrorised the world's shipping using his mysterious
submarine called the Nautilus.

As usual, Jules Verne showed his amazing talent as a futurist, predicting technological advances many years
before that technology came to exist. In this case, the submarines of the 19th century were very primitive vessels, so
Jules Verne's description of a craft which could stay submerged for several days proved to be prophetic. That was
because, in 1954, the real-life Nautilus was launched. And it could, indeed, travel underwater for weeks or months at
a time.

The USS Nautilus — named after the craft in Jules Verne's book — was the world's first nuclear-powered
submarine. In a nuclear-powered submarine, heat generated by a small nuclear reactor turns water into steam which,
in turn, powers the propeller of the submarine. Unlike a diesel engine, a nuclear reactor requires no air to operate. As
a result, nuclear-powered submarines are capable of staying at sea for many months without needing to refuel, and
can travel huge distances under water.[1] To prove the point, in 1958 the real-life Nautilus took four days to
complete the first submerged voyage under the North Pole.

The following photograph shows the USS Nautilus arriving in New York City in 1958:

America in the 1950s was an optimistic time, and nuclear power was viewed very differently from how it is
viewed today. The almost unlimited energy produced by the atom gave the promise of cheap, compact power
sources which could be used for almost any application. The success of the USS Nautilus inspired ideas for other
nuclear-powered forms of transport. One of the most outrageous suggestions included the world's first nuclear-
powered car, the Ford Nucleon which was proposed by the Ford Motor Company in 1958. In the rear of the car was
to be a small nuclear reactor which would allow the car to travel 5,000 miles without refuelling (unfortunately the
car never got off the drawing board: such a small nuclear reactor did not exist, and the required shielding to protect
the passengers would have made the car too heavy).

It was widely-believed that the electricity produced by nuclear power would be so cheap that it would make more
sense to provide it for a flat fee — or even give it away for free — rather than installing expensive meters. This
optimism was summed-up in a 1954 speech by Lewis Strauss who was the chairman of the United States Atomic
Energy Commission: "Our children will enjoy in their homes electrical energy too cheap to meter. It is not too much



to expect that our children will know of great periodic regional famines in the world only as matters of history, will
travel effortlessly over the seas and under them and through the air with a minimum of danger and at great speeds,
and will experience a lifespan far longer than ours, as disease yields and man comes to understand what causes him
to age."

It is believed that Strauss was referring to power produced by nuclear fusion, which would provide almost
unlimited power from readily-available hydrogen. Indeed, if nuclear fusion research proves successful then Strauss's
prediction of too-cheap-to-meter energy might yet come true.

In 1954, feeding off the excitement caused by the launch of the Nautilus, Walt Disney released the movie Twenty
Thousand Leagues Under the Sea starring Kirk Douglas and James Mason as Captain Nemo. To support the release
of the movie, an episode of the Disney television series Disneyland was devoted to examining the wonders of
nuclear power. Continuing the optimistic tone of the age, the episode was called Our Friend The Atom.

The Our Friend The Atom episode is an excellent introduction to nuclear physics, and it is available on YouTube:
 
http://tinyurl.com/movieatom
 
The programme starts with Walt Disney standing beside a scale model of the USS Nautilus (including a clip from

the Disney movie Twenty Thousand Leagues Under the Sea featuring the fictional Nautilus). We are then shown
around Disney's "Atomic Energy Lab" which features some very nice wood-panelling and some "scientists" in white
coats looking down optical microscopes (presumably at "atoms"?). It is rather bizarre to hear Walt Disney say: "As
you can see, we found ourselves deep in the field of nuclear physics."

We are then introduced to Heinz Haber, a physicist who worked for the Luftwaffe in World War Two. After the
war, he was taken to America together with Wernher von Braun to keep his expertise out of the hands of the Soviet
Union. Haber went on to provide valuable contributions to the NASA space programme.

Haber then introduces some Disney animated sequences which are used to illustrate various issues associated with
nuclear energy. For example, in a tale from The Arabian Nights, nuclear energy is compared to a genie in a lamp
which has the power to do good or evil, but can never be trapped back inside the bottle from which it came.

Heinz Haber then proceeds to tell the story of the discovery of the atom, starting in ancient Greece with
Democritus who suggested that matter was formed of indivisible small hard balls. Democritus could never provide
any evidence to support his atomic theory. However, the story then moves to consider the work of the 19th century
English chemist John Dalton who proposed the atomic theory of chemistry. Dalton realised that the combination of
chemical elements (such as hydrogen and oxygen) to form chemical compounds could be explained if the elements
were formed of atoms. This was the first truly scientific theory of the atom. According to Dalton, when atoms of
different elements joined together, compounds were formed, e.g., two hydrogen atoms can combine with one
oxygen atom to form water.

Haber then considers advances in atomic theory through the 19th and early 20th centuries. Slowly, Haber builds-
up the model of the atom.

Atoms are composed of a tightly-packed nucleus surrounded by orbiting electrons. The nucleus is made out of
positively-charged protons and electrically-neutral neutrons. Because protons have positive electric charge, their
tendency is to repel each other. The neutrons, therefore, have to act like glue to hold the protons together and to stop
the nucleus from flying apart. The negatively-charged electrons are held in their orbits by the electrical attraction to
the positively-charged protons (opposite charges attract).

The following diagram shows a carbon atom. It is composed of six electrons orbiting a nucleus which is
composed of six protons and six neutrons:

http://tinyurl.com/movieatom


In this book we are only going to be interested in the nucleus of the atom. The study of the nucleus of the atom is
called nuclear physics. In his book The Making of the Atomic Bomb, Richard Rhodes reveals the key reason why it
is the nucleus of the atom which provides the energy for nuclear explosives: "Nuclear physics, the study of the
nucleus of the atom, is where most of its mass — and therefore its energy — is concentrated."

A Disney book was published in association with the television programme, also called Our Friend The Atom.
The book was written by Heinz Haber who hosted the television programme. Here is a photo of me with a copy of
the book in good condition which I bought off eBay:

When my copy of the book arrived I was delighted to find the pages were pristine white, completely unfaded, and
I got the impression the book had not been opened for over fifty years. This impression was strengthened when I
opened the book and found a cutting from the Daily Telegraph newspaper dated April 13th 1961 announcing that the
Soviet astronaut Yuri Gagarin had returned safely from the first manned space flight, having completed an orbit of
the Earth. I was even more delighted to find hand-written notes (on perfect white paper) detailing contemporary
hydrogen bomb tests and other atomic research. The following photograph shows the notes I found in my book:



The book had clearly belonged to a science enthusiast. It is an example of the interest and excitement of the
general public about atomic energy in the 1950s and early 1960s. I was delighted to find these hidden secrets — I
guess sometimes you just get lucky.

Our Friend The Atom was obviously aimed at a young audience, but it was a superb project. It is a shame to think
that such a high-level educational programme about nuclear energy would never be aimed at young children today.
It is also a shame that we have lost our optimism and enthusiasm about the potential contained within the atom. In
this book, I hope to restore some of that optimism.

The Gilbert Atomic Energy Lab

Our Friend The Atom was not the only example of 1950s nuclear education which was aimed at children. Take a
look at the following toy. The boy on the lid of the box looks thrilled. No wonder! He has just been given the Gilbert
Atomic Energy Lab for his birthday and he is busy doing experiments with radioactive material:



According to its Wikipedia page, the Gilbert Atomic Energy Lab has been called "The world's most dangerous
toy", which is extremely unfair and — frankly — completely inaccurate. I would prefer to call it "The world's
coolest toy ever".

Alfred Gilbert, the toy maker who released the Atomic Energy Lab, believed that his toys held the key to building
a "strong American character", and his toys always included some educational quality. But the Atomic Energy Lab
contained genuine radioactive ore samples. So was the Atomic Energy Lab a safe toy?

Well, in assessing whether it was safe, it is important to realise that we are all constantly being irradiated by a
low-level background radiation. This radiation may come from the rocks and soil which surround us, or even from
the plants which we eat — particularly bananas, which are surprisingly radioactive. This has resulted in the creation
of a measure of radiation called the banana equivalent dose (or BED). One BED is approximately equal to 1% of a
day's worth of background radiation (which would therefore be equal to 100 BEDs). The level of this background
radiation is low, but over a year it all adds up. It is true that the radioactive ore samples in the Atomic Energy Lab
were considerably more active than the constant background radiation, but you would not be exposed to those
samples for long. In evaluating the safety of the Atomic Energy Lab it is important to realise that "safe" is a relative
concept.

It is perhaps a shame that nowadays the concept of giving children an atomic energy lab seems bizarre. It
exemplifies the public misconceptions about the relative risks of radioactivity. We have lost sight of the positive
contributions of radioactivity to our world, from power generation to cancer radiotherapy. I am sure Alfred Gilbert's
laboratory was a wonderfully educational toy.

Later in this book we will be considering my own experiments with radioactive substances when I have fun by
creating my own version of the "Gilbert Atomic Energy Lab" using a Geiger counter and some highly-radioactive
uranium ore. I can assure you that I do live to tell the tale!



Operation Plowshare

In the 1950s, there was also a much more positive attitude towards nuclear explosives. Yes, it was the case that
the atomic bomb had been recently used in warfare, but the general belief was that its use had prevented the loss of
the lives of hundreds of thousands of American servicemen during an invasion of the Japanese mainland. It was also
believed that the awesome destructiveness of the bomb would lead to the end of mass warfare as countries realised
the futility of "Mutually Assured Destruction", or MAD.

As part of that more positive approach to nuclear explosives, the U.S. government started Operation Plowshare to
investigate the use of nuclear explosives for peaceful construction purposes. The name "Plowshare" came from the
Biblical quote "They shall beat their swords into plowshares", indicating a desire to convert weapons into tools.
Proposed uses of nuclear explosives included the excavation of large amounts of earth and rock, creating artificial
harbours, widening the Panama canal, cutting paths through mountains for highways, and creating underground
caverns for mining and storage.

The largest nuclear test of Operation Plowshare was the Sedan test which took place on 6th July 1962. The aim of
the test was to examine the feasibility of using nuclear explosives to excavate large amounts of earth and rock. The
nuclear explosive was buried 194 metres underground, and the explosion displaced twelve million tons of rock. The
resultant crater is called the Sedan Crater and it is the largest man-made crater in the United States. Over 10,000
visitors a year now visit the site on free monthly tours.

The Sedan test took place at the Nevada Test Site, which is a 1375-square-mile area of empty desert which is
located only sixty miles away from Las Vegas. The first atomic test at the site took place in 1951, and over the next
four decades it hosted a further 928 tests giving the area the nickname of "the most bombed place on Earth". Even
today, if you search for "Nevada National Security Site" on Google Maps you will find the pock-marked area of
desert, with each crater representing a nuclear explosion. It is even possible to see the enormous Sedan Crater at the
north of the site.

In 1951, Las Vegas was a struggling small town with a population of fewer than 25,000 which was looking to
boost its profile. When atomic bomb testing started at the nearby test site, the Las Vegas Chamber of Commerce
promoted the blasts as a tourist attraction, handing out leaflets giving the dates of the detonations. Hotels built north-
facing penthouses with the best views of the atomic mushroom clouds.

The following photograph was taken in Las Vegas and shows the mushroom cloud of a nuclear explosion at the
Nevada Test Site rising high above the casinos in the foreground:

 

Project Orion

One of the most remarkable proposed uses for nuclear explosives in this period was Project Orion. The aim of
Project Orion was to design a spacecraft which was to be propelled by a sequence of thousands of nuclear bombs



exploded in succession at the rear of the craft. The craft was to be protected by a 1,000-ton steel plate (called a
pusher plate) and shock absorbers to protect the crew from the crushing acceleration (though that would not be a
problem if the craft was unmanned). Radioactive nuclear fallout would not be a problem if the propulsion system
was restricted to being only used in space. So, although the Project Orion proposal might sound absurd, experiments
at the time showed that it would actually be a viable means of space travel.

In the BBC documentary To Mars by A-Bomb: The Secret History of Project Orion, the physicist and author
Arthur C. Clarke emphasized that the idea behind Project Orion was not crazy: "After all, every time you get into a
motor car you are being driven around by means of a series of rapid explosions." [2]

The following image shows a NASA artist's impression of the Orion spacecraft with Saturn drawn in the
background. The image is taken about four milliseconds after the explosion of a nuclear propellant charge, showing
the blast hitting the pusher plate at the rear of the craft. The line drawing underneath is another NASA diagram
showing the key components of the Orion craft, including the pusher plate and the multiple shock absorbers:

If the spaceship was of standard size (e.g., just a few tons in weight) then the force of the exploding bombs would
pulverise the craft. The solution was to make the spacecraft big: a few thousand tons in weight. According to
Newton's second law of motion, the resultant acceleration would be greatly reduced due to the immense mass. Not
only would this save the structure of the craft, it would also make the acceleration endurable for the on-board
travellers. The plan was therefore to make an enormous craft, the size and weight of an ocean liner. To this day, the
Orion technology remains our only method for moving extremely large payloads around the Solar System because
of the huge energy advantage of nuclear explosives over chemical propellants. It has been said that: "To this day,
Orion is still the only feasible means of interstellar travel, both robotic and manned, that could actually be built with
current technology and knowledge." [3]



As a result of the necessity for large mass, the spacecraft would be built using a radically new philosophy. The
spacecraft would be constructed out of steel, resembling a building more than a spacecraft. In fact, it would be more
like a hotel — or an ark. It would have the potential to carry a large population out of the Solar System to colonise
nearby planetary systems. According to Freeman Dyson, one of the physicists who worked on Project Orion:
"Establishing human colonies was certainly part of our plan".

But surely there could never be a pressing need for such an ark. Why would humanity ever need to leave the
Earth? Why would humanity need to colonise distant planets? Well, there is potentially one very good reason: a
large asteroid or comet might appear on a collision course with the Earth threatening the mass-extinction of all life
on the planet. In that situation, Orion might provide our only chance of survival.

If an asteroid on a collision course is detected a long way from Earth, there would be time to use "kinetic impact"
— ramming a spacecraft into the asteroid — in order to produce a slight deflection to the course of the asteroid.
Because of the great distance left on its course, that small deflection might be enough to cause the asteroid to miss
the Earth. Time is of the essence when it comes to asteroid deflection.

Unfortunately, we would probably not have a long-enough warning period to launch such a spacecraft. In 2014, a
comet was detected on a collision course with Mars — just 22 months before it crashed into the planet. According to
Dr. Joseph Nuth, a NASA researcher, that would not have been nearly enough time to launch a rocket had the comet
been on a collision course with the Earth. It takes five years to design and launch a spacecraft.

Orion might be the best technology to intercept and deflect an Earth-bound asteroid. Johndale Solem, a physicist
at Los Alamos National Laboratory, said that "Orion provides such an advantage in speed over chemical propellants
that it seems that interception could take place in a much shorter timescale, and consequently the deflection could
take place further away so that it would be easier to make such an object miss the Earth."

Once intercepted, nuclear explosives could also be deployed either close to the asteroid to deflect it, or they could
be used on the surface or beneath the surface of the asteroid in order to destroy it. The public perception of nuclear
explosives might be very negative, but one day we might need to rely on them to save our planet.

I hope this introductory chapter has convinced you that nuclear explosives are not necessarily evil and maybe one
day — in a world without war — they may prove to be of tremendous benefit to humanity. After all, dynamite has
been a great boon to the construction and demolition industries, and we do not consider there to be anything
fundamentally evil about dynamite.

A nuclear explosion is just an astonishing natural phenomenon. How we harness the power of that natural
phenomenon represents a challenge — and an opportunity — for humanity.

 
Let us now start the long story of the development of the atomic bomb …
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FAINT FAIRY LIGHTS
Marie Curie looked at the test tube in delight. The year was 1902. Marie was thirty one years old, and working in

the laboratory of her husband Pierre at the School of Physics and Chemistry in Paris. The test tube contained radium,
a new element which Marie and Pierre had just discovered. To her delight, she noticed the test tube was glowing
with a beautiful green colour, an effect she innocently called "faint fairy lights". Even when Marie closed her eyes
she could still see the magic colours as the rays penetrated her eyelids as though they were not there.

In the evenings, she would often sit with Pierre in the laboratory they shared and gaze in wonder at the eerie blue-
green glow of their new discovery which illuminated the entire room. Marie gave a name to these emitted rays:
radioactivity. In this chapter we will be considering radioactivity in detail.

Six years earlier, the French physicist Henri Becquerel had first discovered the radioactive properties of uranium.
Becquerel was investigating the effect of sunlight on photographic plates when he was frustrated by a cloudy day in
Paris. Unable to perform his experiment due to the lack of sunlight, Becquerel put away his photographic plate into a
drawer — which also happened to contain a nugget of uranium.

The next day, when Becquerel took the plates out of the drawer, he was surprised to find that the uranium had left
clear imprints on the plates as though they had been exposed to a bright light. This was the first detection of
radioactivity, and Becquerel's cloudy day in Paris stands as a clear example of the role of good luck in scientific
discovery.

The discovery of radioactivity is presented in animated form at the 19:53 minute mark of Disney's Our Friend
The Atom. This link takes you there directly:

 
http://tinyurl.com/radioactivediscovery
 
Becquerel did not take his work any further, so it was left to Marie and Pierre Curie to pursue this mystery.
Marie discovered that the rays were purely a product of uranium on its own — not due to any chemical reaction

with any other element. Therefore, Marie had the insight that the rays were a fundamental property of uranium
atoms. It was also clear that there was considerable energy being produced purely from the atom. This was the first
observation of the potential of atomic power. Marie Curie's "faint fairy lights" were going to light up the world.

But if uranium was radioactive, might not other elements be radioactive as well? This was the question which was
to lead to the discovery of radium. Marie tested all eighty known elements for radioactivity, and many other
substances as well. Eventually, Marie found one particular mineral called pitchblende — a by-product of mining —
which appeared to be far more radioactive than uranium. If radioactivity really was generated from the atoms of a
single element then there had to be some new and mysterious element in the pitchblende compound. But it would be
no easy task to refine the mystery element. The Curies obtained seven tons of pitchblende from the mines of
Bohemia, a pile of black rubble which filled their laboratory. The rubble had to be laboriously crushed by hand in a
pestle and mortar. But after four years of hard labour, the Curies managed to extract one tenth of a gram of a new
element — radium — from the pile of rubble.

The discovery of radium proved to be an international sensation. It appeared to be a new, constantly-glowing
miraculous source of energy — ideal for the luminous paint of watch dials. Radium was also viewed as a potential
cure for numerous diseases, including throat medicines and cough cures, and you could even buy radium toothpaste,
condoms, and suppositories.

Marie and Pierre were interested in the medical applications of their new discovery, and were even willing to
sacrifice their own health in their research. At one time, Pierre strapped a test tube filled with radium to his arm for
ten hours, creating a lesion on his arm. Bizarrely, Pierre was thrilled — and for good reason. If radiation could
damage healthy tissue, then it should also be able to destroy diseased tissue. This gave the Curies the idea to use
radioactivity to treat cancer — the first use of radiotherapy. Radiotherapy represents one of the ways in which
radiation has provided benefits to humanity.

The declining health of Pierre was noted when Edward Rutherford came to visit the Curies in Paris in the summer
of 1903. To celebrate the award of Marie's doctorate, a party was held in their garden. Pierre brought out a glowing
tube of radium which impressed Rutherford greatly, describing it as "a splendid finale to an unforgettable day".

http://tinyurl.com/radioactivediscovery


However, the light was bright enough to reveal Pierre's hands to Rutherford, who noted that they were inflamed and
painful due to exposure to radioactivity.

In April 1906, Pierre was crossing the busy intersection of Rue Dauphine near the Seine when he fell under a
horse-drawn carriage. He narrowly missed being trampled by the horses as the driver attempted to stop the carriage,
but the carriage was carrying six tons of military equipment and kept slowly rolling. The back wheels of the carriage
crushed Pierre's head, killing him instantly.

Marie was devastated by the loss of her husband and colleague. The Sorbonne (the University of Paris) awarded
Pierre's professorship to Marie, making Marie the university's first female professor in its 650-year history.

By 1911, Marie was feeling more content about her personal situation, and there were three reasons for her
improved state of mind. The first reason for Marie's happiness was that she had just received a telegram confirming
that she had won her second Nobel Prize. That award of the 1911 Nobel Prize in chemistry, together with her 1903
award in physics for the discovery of radioactivity, made her the first person to win two Nobel prizes.

Secondly, Marie was invited to be a participant at the first International Solvay Conference in Brussels, which
was a meeting of the greatest minds in physics. Attendees included Albert Einstein, Max Planck, and Ernest
Rutherford. The following photograph shows the attendees, with Marie Curie the second seated person from the
right:

The third reason for Marie's happiness was the presence of her lover, Paul Langevin, who was standing next to
Einstein at the extreme right of the Solvay photograph. Unfortunately, Langevin also happened to be a married man.
When Langevin's wife saw the photograph of Marie and Paul together at the Solvay Conference she told the press of
the affair and it quickly became a national scandal with lurid stories in the newspapers. At one point, an angry mob
formed outside Marie's house and threw stones through her window. Einstein wrote a letter of support to Marie
regarding her treatment by the press: "If the rabble continues to be occupied with you, simply stop reading that
drivel. Leave it to the vipers it was fabricated for."

Paul Langevin, defending his honour, challenged the journalist of the newspaper to a duel. The two duellists met
at eleven o' clock in the morning. Each took their pistol, and paced-out twenty five yards. But when they turned to
face each other, the journalist fired into the ground. Explaining his action later, he said: "Paul Langevin has a
reputation as a scientist. However grave may be the errors made by Langevin in his domestic life, I did not wish to
deprive French science of a precious brain." On seeing his adversary's action, Langevin also fired into the ground,
saying: "I am not an assassin".

Langevin returned to his wife, and the outrage over the affair was brief. But the incident gives us an insight into
the non-conformist life of Marie Curie, and reminds us of the challenging culture in which she had to work.

Marie Curie died at the age of 66 from exposure to radiation. The bodies of Marie and Pierre Curie were interred
in the Panthéon in Paris. To this day, Marie's original documents remain so highly radioactive that they are kept in
lead-lined boxes and can only be read whilst wearing protecting clothing.



Alpha and beta

As has just been described, Marie Curie explained that radioactivity had to be a property of the atoms of certain
elements. But what was the cause of radioactivity? What was so special about those elements? And what was the
radiation made of? It was the great experimental physicist Ernest Rutherford who supplied the answers to these
questions.

In 1899, Rutherford took a sample of uranium and wrapped it in layers of thin aluminium foils. As more foil was
added, the effect was to reduce the amount of emitted radiation which could penetrate the total amount of foil. The
experiment revealed that there were two types of radiation being emitted from the uranium sample with greatly
different abilities to penetrate the foil. Rutherford called these two types of radiation alpha and beta (named after the
first two letters of the Greek alphabet).[4] Alpha rays could be quite easily stopped by the foil, whereas the beta rays
were more penetrating. Also, it was observed that the two types of rays were deflected by a magnetic field,
suggesting that the alpha rays were composed of positively-charged particles, while the beta rays were composed of
negatively-charged particles. Also, the alpha rays were deflected by a smaller amount than the beta rays, suggesting
that the alpha particles had much greater mass than the beta particles.

What particles do we know which have negative charge and low mass and so have the same properties as the beta
particles? Yes, electrons have negative charge and low mass. Indeed, further experiments revealed that the beta
particles were, in fact, just electrons being emitted from the atoms at extremely high speed (high energy).

But what were the alpha particles made of? In 1909, Ernest Rutherford found the answer.
Rutherford was famous for creating ingenious experiments using the very limited apparatus available at that time.

As an example, to examine alpha particles Rutherford placed a sample of radioactive radon gas in a thin-walled
glass tube and then surrounded that tube with a second glass tube which had a thicker wall. The alpha particles
emitted by the radon were able to penetrate the first glass wall but could not escape the second wall. As a result, the
alpha particles became trapped in the space between the two glass walls. After a week, the substance between the
two walls was analysed and found to be helium, which meant that alpha particles are composed of the nuclei of
helium atoms.

The nucleus of a helium atom is composed of two protons and two neutrons. Rutherford's discovery, therefore,
explained why alpha particles had positive electric charge (supplied by the two protons in the helium nucleus), and
also had greater mass than the beta particles (which were just electrons).

The alchemists

The type of element (hydrogen, helium, uranium, etc.) is defined by the number of protons it has in its atomic
nucleus. If alpha particles (which each contain two protons) were being emitted from atoms, then that implied that
the element was changing into a different element, the atoms of which had two fewer protons. To change an element
into a different element (for example, changing lead into gold) had long been the dream of alchemists. However,
until the start of the 20th century it was considered impossible for any chemical element to change into a different
chemical element — a process known as transmutation.

However, all that changed when Rutherford — together with Frederick Soddy — discovered that a sample of the
radioactive element thorium appeared to be converting into radium. When Soddy realised what was happening, he
shouted out "Rutherford! This is transmutation!", to which Rutherford replied "For Christ's sake, Soddy, don't call it
transmutation. They'll have our heads off as alchemists."

If an element is capable of spontaneously changing into a different element, it would be very desirable to find a
way of quantifying that change. For example, if I have a sample of uranium, I would like to know how long it would
take for that sample to change into a different element. In order to be able to quantify the speed of the transmutation,
it would appear we would need to know the precise details underlying radioactive decay (in physics, whenever an
unstable particle transforms into a different particle it is called "decay"). However, the physics which underlies
radioactive decay is quantum physics, and — if you have read my fourth book — you will know that all quantum
processes are fundamentally random. In other words, you can never analyse those processes to a deeper level to
discover how they work — you just have to accept that they are completely random. So that leaves us with a
problem: if completely random quantum physics underlies radioactive decay, then how can we ever hope to develop
a precise formula which describes the transmutation?

Well, even though we can never accurately predict when the decay of a single atom will occur, if we have billions
of decay events then we can determine the average likelihood of a decay occurring and we can use that to make
reliable predictions (the same method a casino uses to be certain of making money from probabilistic events).



A single atom of uranium, for example, might decay in the next second, or it might take billions of years before it
decays — we have no way of knowing, it is fundamentally random. However, if we are considering a sample of
billions of atoms then we can use an averaging statistical measure to describe the rate of decay. The statistical
measure which is generally used is called the half-life of an element. The half-life is defined as the length of time it
would take for half of the atoms in a sample to decay.

As an example, the half-life of uranium is 4.5 billion years. That means if I have a sample of uranium and wait for
4.5 billion years, then half of my sample will have turned into a different element, leaving me with a sample
containing only half the original amount of uranium. If I then wait another further 4.5 billion years, half of that
remaining amount of uranium will turn into a different element, leaving me with only a quarter of the original
amount of uranium.

Nuclear reactions

This discussion of radioactive decay has provided us with a clearer understanding of the cause of radioactivity.
Radioactivity occurs in heavy elements whose nuclei are fundamentally unstable. Those elements are heavy
precisely because their atoms have nuclei made of a high number of protons and neutrons. As Heinz Haber says in
Our Friend The Atom: "Here Nature has crowded so many protons and neutrons into the nucleus that it becomes
unstable". Parts of those heavy nuclei get radiated-away as those elements decay into elements which have more
stable nuclei. It is the emitted particles which form alpha and beta radiation.

Let us now consider the effect of the two types of radiation. We will need to define two important numbers which
describe an atomic nucleus.

The atomic number of a chemical element is the number of protons in the nucleus of each atom of that element.
The atomic number is crucial because an element is uniquely defined by the number of protons in the nuclei of its
atoms. For example, all hydrogen atoms contain one proton, and all oxygen atoms contain eight protons. Hence, the
atomic number defines which element an atom represents.

The other important number which describes the composition of an atomic nucleus is the mass number. The mass
number is the total sum of the number of protons and neutrons in the nucleus.

The conventional notation is to describe a sample of an element by writing its chemical symbol preceded by its
atomic number (as a subscript) and its mass number (as a superscript). This convention is shown in the following
example for uranium (the chemical symbol for uranium is "U"):

The previous example shows natural uranium, in which the nucleus has 92 protons and 146 neutrons, giving a
total mass number of 238 (as shown in the previous image). Crucially, though, it is possible for an atom of a
particular element to have the same number of protons but a different number of neutrons, in which case the
substance is called an isotope. As isotopes of elements have different numbers of neutrons they therefore have
different values for their mass number. The natural form of uranium shown in the previous diagram is uranium-238
where the "238" represents the mass number. Later in this book we will be examining the vital importance of the
isotope uranium-235 for nuclear reactions.

Let us now consider what happens during the radioactive decay of an element. Remember, in alpha radioactive
decay the nucleus emits a helium nucleus which is composed of two protons and two neutrons. So the emission of an
alpha particle would decrease the atomic number by two (as the nucleus has lost two protons) and decrease the mass
number by four (as the nucleus has lost a total of two protons and two neutrons). For the example of uranium-238,



this would transmute the uranium atom into an atom of thorium:

You can see from the previous diagram that thorium has an atomic number of 90 and a mass number of 234. You
can also see the emitted helium nucleus forming the alpha particle.

Any process such as this in which atomic nuclei are modified is called a nuclear reaction (as opposed to a
chemical reaction). When we describe a nuclear reaction using this notation, we must check two rules which are
always true in any nuclear reaction:

1. The total number of protons and neutrons before the reaction is always equal to the total number of protons and
neutrons after the reaction. In other words, the total mass number is always unchanged.

2. Electric charge is always conserved through a nuclear reaction.

Let us now examine how those two rules apply in the case of the alpha decay of uranium we have just considered.
Considering the first rule, and referring back to the previous diagram of alpha decay, you will note that the total

number of protons and neutrons before the reaction (238, the mass number of uranium) is equal to the total number
of protons and neutrons after the reaction (234 for the thorium nucleus, plus the mass number of four for the helium
nucleus gives a total of 238). So the first rule is obeyed.

Now let us consider the second rule about conservation of electric charge. Every proton has a single unit of
positive electric charge, so the total electric charge of the uranium nucleus before the reaction is 92 (the atomic
number of uranium). After the reaction, the thorium nucleus has 90 units of positive electric charge (its atomic
number), and the emitted alpha particle has two units of positive electric charge (the atomic number of helium). So
electric charge is conserved through the reaction (92 = 90+2), and the second rule is therefore also obeyed.

The power of the atom

Alpha particles have enormous energy as they are ejected at about 5% of the speed of light. Plus, these particles
are being constantly emitted as the individual atoms of a piece of radioactive material decays. Each click of a Geiger
counter reveals the detection of one of these charged particles. You can see the use of a Geiger counter in the
following direct link to Our Friend The Atom, immediately followed by the use of a cloud chamber to reveal the
"constant shower" of radioactive particles emitted by a sample of radium:

 
http://tinyurl.com/radioactiveparticles
 
Now imagine the enormous quantity of energy which would be released if all those clicks of the Geiger counter

happened at the same time. Or, equivalently, imagine if all those radioactive particles were emitted by the radium at
the same time. Well, that is basically what happens in a nuclear explosion, with all the energy released in a few
microseconds. According to Ernest Rutherford, a single gram of radium emits enough energy in its lifetime to raise a
500 ton weight a mile high.

Soddy commented on this energy release in a 1903 paper: "This reaction sets free more energy for a given weight
than any other chemical change known. The energy of radioactive change must therefore be at least twenty-thousand
times, and maybe a million times, as great as the energy of any molecular change."

This gives us our first insight into why nuclear reactions (and explosions) are so powerful. For example, the
detonation of dynamite releases about ten electron-volts of energy per molecule, whereas a nuclear reaction can
release millions of electron-volts of energy per nucleus. Multiply that value by the trillions of atoms in a sample of
nuclear explosive and you can start to understand the source of its extraordinary power. As Bruce Cameron Reed
says in his book The History and Science of the Manhattan Project: "This begins to give you a hint as to the
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compelling power of nuclear weapons. An 'ordinary' bomb that contains 1,000 pounds of chemical explosive could
be replaced with a nuclear bomb that utilizes only 1/100 of a pound of a nuclear explosive. Thousands of tons of
conventional explosive can be replaced with a few tens of kilograms of nuclear explosive."

In a lecture in 1904, Soddy suggested presciently: "It is possible that all heavy matter possesses — latent and
bound up with the structure of the atom — a similar quantity of energy to that possessed by radium. If it could be
tapped and controlled what an agent it would be in shaping the world's destiny! The man who put his hand on the
lever by which a parsimonious Nature regulates so jealously the output of this store of energy would possess a
weapon by which he could destroy the Earth if he chose."

Beta radiation

We have just examined alpha radiation so we will now examine beta radiation.
As explained earlier, Rutherford had discovered that beta radiation from an atom was composed of an emitted

electron. This happens when a neutron in the nucleus converts into a proton — by a process which we will examine
later in this chapter.

Now let us consider the effect of beta radiation on atomic number and mass number. The conversion of the
neutron into a proton increases the atomic number by one (one more proton in the nucleus) while leaving the mass
number unchanged (total number of protons and neutrons is unchanged). Hence, the following diagram shows how
an atom of carbon-14 is transmuted into an atom of nitrogen-14 after beta radioactive decay (atomic number
increases by one, mass number stays the same):

You will see that an electron and a particle called an antineutrino are also emitted. We shall consider the
antineutrino later in this chapter, but let us now consider why this conversion of a neutron in a proton necessarily
results in an electron (the beta radiation) being emitted. Well, to see why, remember our two golden rules of nuclear
reactions. The second golden rule says that electric charge must always be conserved through a nuclear reaction.
With this in mind, remember a proton has positive electric charge, whereas a neutron has zero electric charge (an
antineutrino also has zero electric charge). So when a neutron converts into a proton during beta decay we have a
situation in which the amount of positive charge is increasing by one unit — which clearly breaks the law of
conservation of charge. In order for balance to be restored, a negatively-charged electron must also be produced in
addition to the proton. That electron represents the emitted beta radiation. Hence, the beta radiation emerges as a
necessary result of the law of conservation of electric charge.

In 1946, a Bedouin shepherd named Muhammed edh-Dhib was herding his sheep through the barren rocky
wilderness on the west side of the Dead Sea. High in the sheer cliffs above, he saw a small cave and decided to
climb up to investigate. Deep in the cave he found a number of small pottery jars, and in those jars he found seven
ancient parchment scrolls on which there was Hebrew writing.

Muhammed edh-Dhib had just discovered the Dead Sea Scrolls.
After selling the scrolls to an antiquities dealer, they caught the attention of an archaeologist who believed they

dated back to Biblical times. But, unfortunately, there was no way of accurately dating the scrolls. It was left to
science to provide the answer using a new technology which had just been developed.

It has just been described how the radioactive isotope carbon-14 will decay to nitrogen-14 via beta radiation.
There is always a small amount of carbon-14 in the atmosphere, and this combines with oxygen to make carbon
dioxide. Carbon dioxide is absorbed by plants during photosynthesis, and those plants are eaten by animals and
humans, or that plant material is used by humans for creating parchment manuscripts. In other words, a significant



amount of carbon-14 ends up in all organic material.
When a plant dies, it stops absorbing new carbon-14 from the atmosphere. However, the carbon-14 it absorbed

during its life continues to decay. The half-life of carbon-14 is known to be 5,730 years. Therefore, a sample which
was 5,730 years old would only have half the amount of carbon-14 compared to a living organism. After 11,460
years it would only have 25% of the amount of carbon-14 compared to a living organism. On that basis, in the late
1940s the science of radiocarbon dating was developed which was based on analysing the proportion of carbon-14
in dead organic material.

The radiocarbon dating system was calibrated by measuring the amount of carbon-14 in dead bristlecone pines
which are found along the west coast of North America. Bristlecone pines were known to be the oldest living life-
forms on Earth. The age of bristlecone pines could be measured accurately by counting the rings of bark which
make up the tree trunk. Using this method, the oldest bristlecone pine was found to be 5,000 years old.

By measuring the amount of carbon-14 in an ancient bristlecone pine, a graph showing variation of carbon-14
with age was produced. The task now was to apply this new technique to dating the Dead Sea Scrolls. A sample of
the linen wrapping of the scrolls was tested using radiocarbon dating in 1955 and was found to be 1,917 years old,
with a plus or minus error of 200 years. The announcement of this first major success of radiocarbon dating had a
major impact on archaeology, and radiocarbon dating laboratories have been created around the world.

Radiocarbon dating represents another way in which radioactivity has provided benefits to humanity. Remember
that the basis of all radiocarbon dating is beta radioactive decay.

The weak interaction

Let us now consider beta radioactive decay in more depth. This section is quite technical and is not essential
knowledge for atomic bomb construction, so you can skip to the next chapter if you wish. However, if you want to
understand the origin of the antineutrino particle which is emitted during beta decay, here is the explanation.

It is now known that the protons and neutrons which make up the nucleus of an atom are not truly elementary
particles. Instead, protons and neutrons are each composed of three particles called quarks, and it is these quarks
which are considered to be truly elementary. Beta radiation is produced from the interactions between those quarks.

Protons and neutrons are composed of two different types of quarks called up quarks and down quarks. A proton
is composed of two up quarks and one down quark. A neutron is composed of one up quark and two down quarks:

There is a symmetry between up and down quarks, which means it is possible for a down quark to turn into an up
quark, and vice versa. This conversion is achieved via the weak interaction in which the quark interacts with a boson
(a force-carrying particle). The following diagram is a simple Feynman diagram which shows how a down quark
can change to an up quark when it interacts with a W boson, one of the bosons associated with the weak interaction.
You can see that the W boson also modifies the path of the original particle — as if acted on by a force — so it is
said that the W boson is the particle which carries the weak force:



As stated earlier, a neutron is composed of two down quarks and one up quark. So this conversion of a down
quark into an up quark via the weak interaction would have the effect of converting a neutron into a proton, which is
what we know happens during beta radioactive decay. So we can now see why the weak interaction is so important
for the emission of beta radiation.

For the next step in our analysis of beta radiation, we need to introduce a strange and elusive new particle: the
neutrino. A neutrino is the only electrically-neutral matter particle, and it is virtually massless (i.e., it is extremely
light) so therefore travels at speeds close to the speed of light. Because the neutrino is so light and has a ghostly
nature, it passes through materials as though they were not there — including the materials which are used to make
particle detectors. Unfortunately, a particle which flies straight through a particle detector without interacting with
that detector is a particle which is not going to be detected easily. When Wolfgang Pauli predicted the existence of
the neutrino in 1930 he said: "I have done a terrible thing. I have postulated a particle that cannot be detected!"

Don't get a neutrino and a neutron mixed up — their names might sound similar but they are completely different
particles. As explained earlier, a neutron is composed of three quarks so it is not a genuinely elementary particle,
whereas the neutrino is believed to be truly elementary (i.e., not composed of any other particles).

We have just seen that there is a symmetry between a down quark and an up quark, which is moderated by the
weak interaction. There is a similar symmetry between a neutrino and an electron. The following diagram shows
how a neutrino can change to an electron when it interacts with a W boson:

We have now generated two simple Feynman diagrams showing how the weak interaction can act to change down
quarks into up quarks (and vice versa), and neutrinos into electrons (and vice versa). These simple Feynman
diagrams which include just one vertex (junction) are called a minimal interaction vertex. These simple diagrams



can be used to completely characterise the behaviour of a force.
Let us draw our two minimal interaction vertices again, and, so we can refer to them, let us number them as

diagram 1 and diagram 2:

These are the two diagrams which interest us as these are the diagrams which are relevant to beta radioactive
decay. Let us now use these two Feynman diagrams to construct the complete Feynman diagram of radioactive beta
decay. This can be achieved because Feynman diagrams have a very useful feature: they can be rotated and the
interaction they describe will still remain valid. On that basis, the following diagram includes both diagram 1 and
diagram 2 which have been joined together. Both diagrams have been surrounded by grey dashed circles to make
their position clearer. You will see that diagram 1 has been rotated slightly anti-clockwise, while diagram 2 has been
rotated clockwise by a larger amount:

In this way, you can see how the complete diagram for beta radioactive decay can be constructed via these
minimal interaction vertices — just like Lego!

As you can see from the previous diagram, the end result is that a neutron changes into a proton, and in the
process it emits an electron and a neutrino (these two particles shown at the bottom right of the diagram). The



emitted electron represents the beta radiation which is detected (remember, beta radiation is just a stream of
electrons). The neutrino, meanwhile, does not interact with anything — it just shoots away at close to the speed of
light straight through the walls of the laboratory as if they were not there and it is halfway to the moon in a matter of
seconds.

Importantly, note that the arrow on the emitted neutrino seems to indicate that it is travelling backward in the time
direction (you will see the forward time direction indicated by the arrow on the bottom left of the diagram). In a
Feynman diagram, any particle which is travelling backward in time is equivalent to an antiparticle which is
travelling forward in time. In other words, it is a particle of antimatter (see my fifth book for details). Hence, the
emitted neutrino is not actually a neutrino at all: it is the antimatter equivalent of a neutrino which is called an
antineutrino. This explains the origin of the antineutrino which is emitted during beta decay.



3

SPLITTING THE ATOM
As we have just seen, radioactive particles have high energy and are emitted from the nucleus at great speed. The

question then arises: what would happen if one of these particles was directed to collide with a second nucleus?
What would be the outcome?

That was the question first considered by Ernest Rutherford in 1909. Rutherford knew that the alpha particle had
more mass than the beta particle, so an alpha particle colliding with a second atomic nucleus could potentially reveal
the structure of that nucleus. With this in mind, Rutherford directed a steam of alpha particles at thin gold foil and
placed a Geiger counter on the other side of the foil to detect the alpha particles as they passed through the foil. The
intention was to consider the scattering of the alpha particles due to the nuclei in the gold foil.

To Rutherford's great surprise, some of the alpha particles bounced back from the foil. Rutherford realised this
had to mean that there was a minute, comparatively-heavy, positively-charged nucleus at the heart of the atom. This
was to be Rutherford's greatest discovery.

The following image shows Rutherford's laboratory at Cambridge, which was fairly typical of nuclear laboratories
at that time. It looks very different from today's LHC, but no particle physics laboratory has made more historic
discoveries than Rutherford's lab:

So the value of alpha particles as a nuclear probe was clear — but there was a problem. As described earlier, an
alpha particle is a helium nucleus with two protons and therefore has positive electric charge. But a nucleus also has
positive electric charge. So if an alpha particle is directed towards a second nucleus, the alpha particle will be
repelled by the electric charge of that nucleus (two charges of the same sign will repel). This makes it very difficult
to use a charged particle as a nuclear probe. The problem becomes more acute when an attempt is made to probe the
nuclei of heavier elements as heavier elements have more protons in their nuclei and therefore have greater positive
electric charge. As Richard Rhodes says in his book The Making of the Atomic Bomb: "Farther along the periodic
table a barricade loomed. The naturally radioactive sources Rutherford used emitted relatively slow-moving alpha
particles that lacked the power to penetrate past the increasingly formidable electrical barriers of heavier nuclei. For
a time, the newborn science of nuclear physics stalled."

However, everything changed in 1932.



James Chadwick was a researcher at Rutherford's Cavendish Laboratory in Cambridge University. In 1932, in a
letter to the British journal Nature, Chadwick announced the discovery of the neutron. As was described in Chapter
One of this book, the atomic nucleus is composed of protons and neutrons. The neutron has approximately the same
mass as the proton but it has no electric charge. It was realised very quickly that this meant that the neutron had the
potential to be perfect for probing a nucleus as — unlike the positively-charged proton — it would not be repelled
by the positive electric charge of the nucleus.

The neutron was to revolutionise the examination of the nucleus. The Nobel prize-winning nuclear physicist Hans
Bethe once said that he considered everything before 1932 to be "the prehistory of nuclear physics, and from 1932
onward (after the discovery of the neutron) modern nuclear physics was born."

As Bruce Cameron Reed says in his book The History and Science of the Manhattan Project: "Neutrons would
prove to be the gateway to reactors and bombs."

Artificial radioactivity

If nuclear physics had been stalled for over ten years since 1919, with the discovery of the neutron in 1932 it
suddenly sprang into life. Progress would now be incredibly rapid as we shall see, with the discovery of nuclear
fission in 1938, the construction of the first nuclear reactor in 1942, and the first man-made nuclear explosion in
1945 — events which all depended on the discovery of the neutron. After the discovery of the neutron, the race was
on.

The first experimentalist to use neutrons to bombard atomic nuclei was Enrico Fermi. Fermi was a talented
physicist based at the University of Rome who had been appointed to a full professorship at the age of 26. Fermi
gained a reputation for having uncanny intuition about physics. It was even suggested that "Fermi had an inside
track to God". His near infallibility at predicting the results of experiments meant his colleagues gave him the
nickname "the Pope".

Fermi started his work on neutron bombardment in 1934, with a particular interest in bombarding the heavy
metals which had many protons and neutrons in their nuclei. By bombarding various target elements, Fermi found
he could make elements radioactive which would never normally be radioactive.[5] As an example, by bombarding
gold with neutrons he found that a neutron was sometimes absorbed by the gold nucleus, creating a heavier nucleus
with one more neutron than the natural form. However, the resultant isotope with its extra neutron was highly-
unstable, and — as explained earlier — an unstable atom is radioactive. So the resultant isotope atoms were highly
radioactive with a very short half-life of sometimes only a few minutes. As a result, Fermi would have to run down
the corridor with his unstable radioactive isotopes to test them with a Geiger counter in a second room before the
radioactivity faded away (due to the extremely short half-life).

Let us consider the neutron bombardment of gold in more detail. The first stage is for the neutron to be absorbed
by a gold nucleus, adding one to the mass number, and thereby creating an isotope of gold:

(You might want to check that our two rules of nuclear reactions apply here: the neutron is electrically-neutral so
electric charge is conserved before and after, and the total number of neutrons and protons before the reaction is
equal to the total number of neutrons and protons after the reaction: 1+197=198).

But the additional neutron makes the nucleus unstable, so let us now concentrate on the gold isotope and consider
the second stage of the process.

The nucleus of the unstable gold isotope decays via the beta radiation we considered in the previous chapter. That
means a neutron in the nucleus transforms into a proton, with the emission of an electron (beta radiation):



So, as explained in the previous chapter, you can see that the result of the beta decay is to increase the atomic
number of the gold nucleus by one, transmuting it into mercury ("Hg" is the chemical symbol for mercury). In the
previous diagram you can see that the atomic number has increased from 79 (gold) to 80 (mercury).

Crucially, this shows that neutron bombardment can be used to increase the atomic number of the bombarded
element, adding a proton to the nucleus and thereby transmuting it into a heavier element. We shall see later that this
is the process by which heavy elements for nuclear weapons can be made. Indeed, as we shall see in Chapter Seven,
the first atomic bomb used plutonium produced in an atomic reactor by this method of neutron bombardment.

If he could transmute gold into a heavier element via neutron bombardment, Fermi reasoned that he could also
transmute uranium into a heavier element. However, that represented a much bigger deal: uranium is the heaviest
natural element. If he was going to create a heavier element (a so-called transuranic element) then Fermi would be
creating a substance which had never before existed on Earth.

But that appeared to be precisely what happened when Fermi bombarded uranium with neutrons. Beta emissions
from the bombarded uranium appeared to suggest the usual increase in the atomic number by one. In June 1934,
Fermi announced in Nature that his results "suggested the possibility that the atomic number of the element may be
greater than 92 (the atomic number of uranium)." This announcement generated a great deal of excitement in Italy at
the time, with some Italian journalists suggesting that this new element should be called "Mussolinium". However,
this was to be one of the rare occasions when Fermi's intuition failed him.

In detecting a possible new heavy element, Fermi had been careful to eliminate the possibility that the radiation
might be coming from some heavy element which was slightly lighter than uranium. However, he had never
considered the apparently crazy possibility that it was coming from an element which was only half the weight of
uranium, as if the uranium nucleus had been split in two. After all, such an effect had never been seen before.

But that was his big mistake …

The discovery of fission

In 1912, the German Kaiser decided he wanted to support German science — and create a symbol of increasing
German strength — by building a new scientific institute. The result was the Kaiser Wilhelm Institute in a suburb of
Berlin. The architect of the institute decided to incorporate a spiked German army helmet on top of a round corner
tower. The intention was undoubtedly to flatter the Kaiser but, as you can see at the top right of the following
photograph, the end result was rather comical:



Among the first physicists to be based at the new institute were Otto Hahn and Lise Meitner. Hahn had
established his reputation by previously working with Rutherford, and Meitner had published papers on alpha and
beta radiation, gaining a reputation as an accomplished experimentalist. Einstein was later to call her the "German
Marie Curie" (even though she was, in fact, Austrian).

By the 1930s, Hahn and Meitner had acquired enough experience to be acknowledged experts in the field of
radioactivity (Richard Rhodes called Hahn "the ablest radiochemist in the world"). In 1935, they became intrigued
by Fermi's results of bombarding uranium with neutrons and the claim that transuranic elements were being created.
Hahn and Meitner decided to investigate Fermi's claim, and to help them in their task they enlisted the chemist Fritz
Strassmann.

However, the investigations of Hahn and Meitner were to be derailed by the darkening atmosphere in Europe. In
March 1938, Nazi Germany invaded Austria (the invasion was called the "Anschluss"). With Austria now part of the
German Reich, Lise Meitner became a German citizen. This was a worrying development because Meitner was
Jewish, so Germany's many anti-Semitic laws suddenly applied to her. Firstly, as part of the persecution of Jewish
academics, Meitner's research funding was withdrawn. Meitner decided she had no choice but to flee Germany
quickly. Niels Bohr arranged for her to find a research position at a physics institute in Sweden.

Hahn and Strassmann continued their research into the neutron bombardment of uranium, and kept Meitner
informed of their progress. Hahn and Strassmann were discovering some very puzzling results. They appeared to be
detecting barium as one of the side-products of the bombardment. This seemed to make no sense whatsoever as
barium has an atomic number of 56 (56 protons in its nucleus), whereas uranium has an atomic number of 92. As
was described earlier, alpha and beta decay might modify an atomic number by one or two places, but there was no
known explanation for a modification of 36 places (92 minus 56).

However, further extensive checking proved that this seemingly inconceivable result was genuine: barium was
being generated. Hahn and Strassmann were excited, but they were also completely stunned. How could a nucleus of
approximately half the size of the uranium nucleus be produced? It was as though the uranium nucleus was being
split in two!

Hahn contacted Meitner by mail, desperate to obtain a solution to the puzzle: "Perhaps you can suggest some
fantastic explanation", he wrote. "We understand that it really can't break up into barium." At that moment, Meitner
was being visited by her nephew, Otto Frisch, who was also a nuclear physicist who was working in Copenhagen
with Niels Bohr. They went for a walk into the nearby Swedish forest to clear their heads and to try to imagine a
possible solution.

At one point, they both sat down on a log to discuss the problem. Meitner realised that a possible solution might
come from the "liquid drop" model of the atomic nucleus which had been suggested by Niels Bohr. According to
Bohr, the protons in the nucleus were loosely held together by a form of surface tension in much the same way as a
small drop of liquid. The result was that the nucleus was not a hard ball at all, but instead resembled a "wobbly



drop" of liquid. In that case, the addition of just a single neutron to the nucleus might well be enough to make the
whole wobbly nucleus unstable, and it might well split in two.

Meitner found a pencil and a scrap of paper in her purse and drew some rough shapes to explain her idea. You can
see a version of Meitner's shapes in the following diagram. After the addition of the extra neutron, the unstable
nucleus wobbles and becomes elongated. A narrow "waist" appears, giving the nucleus the shape of a dumbbell.
Each end of the dumbbell would repel the other end due to the intense electrical repulsion between the protons. This
would result in the two halves flying apart and forming two smaller nuclei:

Otto Frisch coined the term nuclear fission to describe this splitting of a nucleus into two roughly equal parts. Let
us consider this proposed fission reaction in more detail.

The proposal was that a nucleus of uranium-235 was absorbing a neutron, and that resulted in the nucleus splitting
into a nucleus of barium and a nucleus of krypton, as described by the following reaction:



However, there was one other important factor to be taken into account. A nucleus of uranium-235 is so large that
it needs 143 neutrons to act as "glue" to hold the nucleus together (235-92=143). This is more neutrons than is
required in total by a nucleus of barium plus a nucleus of krypton. Hence, there would be an excess of neutrons after
the reaction. You can see that the previous reaction also shows three neutrons being expelled. We will soon see that
these three extra neutrons held the key to the all-important fission chain reaction.

You might like to check that the previous reaction with its three extra neutrons satisfies our golden rules for
electric charge being conserved (92=56+36) and the total number of neutrons and protons being conserved
(235+1=141+92+3).

Meitner and Frisch then turned their attention to calculating the amount of energy which would be released by this
fission reaction, and the result left them totally astonished …

The nuclear mousetrap

Immediately after a nucleus fissions, two smaller nuclei are created, and those are positioned a microscopic
distance apart. As both of those nuclei are heavily positively-charged, there is a huge electrical repulsion between
them — they would actually fly apart at 3% of the speed of light. Meitner and Frisch calculated that this represented
an energy of about 200 million electron-volts, which is enormous when you consider that — as stated in the
previous chapter — the detonation of dynamite releases only about ten electron-volts per molecule. This meant that
a nuclear explosion based on fission would be twenty million times more powerful than a conventional explosion
using the same amount of material. One kilogram of uranium would have the same explosive power as twenty
million kilograms (equivalently, twenty thousand tons) of conventional explosive.

As another way of looking at it, Otto Frisch calculated that the energy from each split uranium nucleus would be
enough to make a grain of sand visibly jump. That might not sound very impressive, until you realise that in each
gram of uranium there are 2.5 × 1021 atoms, which looks even more amazing when it is written as
2,500,000,000,000,000,000,000 atoms. It has been estimated that there are "only" 1018 grains of sand on all the
beaches on Earth, which means a single gram of uranium possesses enough energy to make all the grains of sand on
all the beaches on Earth jump — quite high. It is clear how an atomic fission bomb can release enough energy to
cause catastrophic damage.

Lise Meitner wondered about the source of this tremendous energy, and then she remembered a lecture she had
attended in 1909 given by Albert Einstein. In the lecture, Einstein had derived his famous formula E=mc2 which
described the equivalence between mass and energy, and explained how a small amount of mass could release a
huge amount of energy. Meitner realised that if a uranium nucleus split into two smaller nuclei of barium and
krypton then the total mass of the barium and krypton nuclei would be very slightly less than the mass of the original
uranium nucleus. Some mass was being lost during fission. Meitner calculated that the amount of mass being lost
was approximately equal to a fifth of the mass of a proton, and if that amount of mass was substituted into the
E=mc2 formula it could be calculated that the equivalent amount of energy was 200 million electron-volts, which
was precisely the amount of energy being released by fission.

So it was clear that this was the source of the energy being released by fission: some of the mass of the uranium
nucleus was being converted into energy. Let us consider this storage and release of energy in more detail.

Protons have positive electric charge, so they would naturally tend to repel each other via the electric force (like
charges repel, opposite charges attract). It is therefore difficult to hold protons together in an atomic nucleus, and
this must be achieved by a force which is stronger than the repelling electric force. That force is the strong nuclear
force, the force which holds protons together in the nucleus. The strong nuclear force has a very short range



compared to the electric force. Imagine the electric force acting like a spring trying to push protons apart. Then, in
order to form a nucleus, protons must be pushed together against that electrical repulsion until the protons are very
close together and then the short-range strong force can lock them into place like a latch.

The mechanism resembles a mousetrap. The electric force acts like the spring on the mousetrap. You have to put
energy into the mousetrap in order to bend the spring and prime the trap, and then the strong force acts to lock the
trap in place:

In the Disney television programme Our Friend The Atom, Heinz Haber compares the energy trapped in the
nucleus to a mousetrap which has been set. Here is a direct link to the relevant point in the programme:

 
http://tinyurl.com/fissionmousetrap
 
How does the strong force work? How can it hold the protons together? Well, when protons and neutrons are

pushed very close together, the strong force locks them into place by releasing an amount of energy via gamma
radiation. This released energy is called the binding energy. If you then wanted to pull the neutrons and protons
apart again to return the system to its initial state — fighting against the attractive strong force — you would have to
do work to put energy into the system which is equal to that lost binding energy. This is due to the law of
conservation of energy: if energy was lost, you will have to replace that energy to return the system to its original
state. So it can be seen how the binding energy acts to lock protons and neutrons together via the strong force.

This release of binding energy during the formation of nuclei — by compressing protons and neutrons together —
is called nuclear fusion. This process occurs in the centre of stars, forming light elements such as helium from
hydrogen, with the release of huge amounts of energy.

But for heavy elements being fused together, with many protons in their nuclei, the electrical repulsion becomes
an ever-larger factor. In other words, the "spring" on the mousetrap becomes much stronger, and the mousetrap
becomes harder to set (it becomes harder to push the nuclei together due to the electrical repulsion). In that case, the
energy required to push the protons together is larger than the binding energy that would be released when the strong
force locks the protons together. Therefore, the generation of energy via nuclear fusion is then no longer possible.
Any element heavier than iron cannot be used for energy production via nuclear fusion inside a star.

But when a star explodes in a massive supernova explosion, the pressures and temperatures are so great that even
heavy elements, heavier than iron, can be fused together, pushing against the tremendous strength of the electrical
"spring". This is how uranium, the heaviest naturally-occurring element is formed: all the uranium now found on
Earth was created in one or more supernova explosions over six billion years ago.[6] Luckily, the 4.5 billion year
half-life of uranium explains why not all of the uranium on Earth has vanished due to radioactive decay over that
period.

The energy then lies trapped in the uranium nucleus for billions of years, like a primed mousetrap. And when the
nucleus fissions, the trap explodes into action. As we have seen, the two halves of the fissioned nucleus fly apart
with tremendous energy because of the intense electrical repulsion between them. The energy stored in the
mousetrap is finally released. As Robert Serber says in his book The Los Alamos Primer, the two nuclei "would fly
apart with an amount of energy equal to the work that went into pushing them together."

So when we are watching a nuclear explosion, we are watching the energy which has been trapped in atoms by
supernova explosions billions of years ago, energy which has waited half the age of the universe before being set

http://tinyurl.com/fissionmousetrap


free. Maybe that thought should fill us with increased awe when we watch the extraordinary phenomenon that is a
nuclear explosion.



4

THE CHAIN REACTION
At this point in our story, we must introduce one of the most fascinating characters in the story of the atomic

bomb. This is a man who played a seemingly peripheral role during the development of nuclear physics in the early
decades of the 20th century, but he had a vision of the true potential of nuclear power and, perhaps more
importantly, he was the first man to see the possibility of a nuclear chain reaction. As we shall soon see, he then
went on to play a central role in the decision to develop nuclear weapons by enlisting the help of none other than
Albert Einstein.

That man was Leo Szilard.
Leo Szilard (the "s" is silent) was born in Budapest in Hungary in 1898. After deciding he could not achieve his

ambitions in Hungarian universities, he moved to Germany. He started a course on engineering, but switched to
study physics at the University of Berlin because he heard that several Nobel laureates including Albert Einstein and
Max Planck taught at the university. At this point we start to see Szilard as a man who was perhaps unsure of the
direction he wanted to take in life, a man who for most of his life lived in rented rooms, living out of suitcases —
which was perhaps not a bad idea given the political situation in Germany at the time (Szilard was a Jew): "All I had
to do was turn the key of the suitcase and leave when things got too bad."

Although Szilard was studying physics, he was more of an inventor and entrepreneur than an academic. In fact, he
might even be described as something of a "hustler", always with an eye for a money-making scheme. Rather
bizarrely, he approached Albert Einstein with an idea for a new type of refrigerator which had no moving parts.
Even more bizarrely, Einstein agreed to work with Szilard to develop the fridge, with Einstein using his earlier
patent office experience to formulate a patent application.

Yes, the Einstein fridge really was a thing.
As we shall see later, Szilard's strong working relationship with Einstein was to play an important role in the

development of the atomic bomb.
Perhaps Szilard's greatest talent was an almost uncanny ability to visualize the future and sense trends — perhaps

a necessary talent for any successful entrepreneur. In the late 1920s he became aware of the promising advances in
nuclear physics and was particularly interested to hear of Chadwick's discovery of the neutron in 1932. Szilard
immediately realised the potential of the neutron as a way to probe the nucleus without being repelled. Might the
neutron also provide a way to unlock atomic power?

In 1933, Adolf Hitler was appointed Chancellor of Germany, prompting Szilard to move to London in
anticipation of the Nazi persecution of the Jews. It was in London that Szilard read a remarkable book by another
visionary figure: the English science fiction writer H.G. Wells.

H.G. Wells had become aware of the discoveries of Rutherford and Soddy (which were described in Chapter
Two) which suggested that there was a huge reserve of energy contained in the nucleus of an atom. Let us remind
ourselves of Soddy's alarming prediction in 1904: "It is possible that all heavy matter possesses — latent and bound
up with the structure of the atom — a similar quantity of energy to that possessed by radium. If it could be tapped
and controlled what an agent it would be in shaping the world's destiny! The man who put his hand on the lever by
which a parsimonious Nature regulates so jealously the output of this store of energy would possess a weapon by
which he could destroy the Earth if he chose."

Such a dramatic statement must have resonated with H.G. Wells who, in 1913, wrote a remarkably prophetic book
called The World Set Free. In that book, Wells imagines a world in which nuclear power has been harnessed by
mankind, but it has also been used to create atomic bombs. Szilard described the plot of The World Set Free in his
own words: "Wells describes the liberation of atomic energy on a large scale for industrial purposes, the
development of atomic bombs, and a world war which was apparently fought by an alliance of England, France, and
perhaps including America, against Germany and Austria, the powers located in the central part of Europe. He
places this war in the year 1956, and in this war the major cities of the world are all destroyed by atomic bombs."

At the time, Szilard was living at the Imperial Hotel in Russell Square in London, not far from the British
Museum, living off his savings of £1,500 (£100,000 in today's money). On the morning of September 12th 1933,
Szilard was lounging in the hotel lobby when he read a report in The Times newspaper of one of Rutherford's recent
speeches at the nearby meeting of the British Association for the Advancement of Science. Rutherford had explained



how alpha particles could be accelerated to such energies that they might be able to release energies from atomic
nuclei. But Rutherford said he believed this would require more energy input than could be gained. Rutherford said
that "anyone who looked for a source of power in the transformation of the atoms was talking moonshine (meaning
foolish talk, or nonsense)."

According to Richard Rhodes: "All of which made Szilard restive. The leading scientists in Great Britain were
meeting and he wasn't there. He was safe, he had money in the bank, but he was only another anonymous Jewish
refugee down and out in London, lingering over morning coffee in a hotel lobby, unemployed and unknown."

Szilard was annoyed by Rutherford's negativity. He threw down his newspaper and stormed out of the hotel onto
the street. Walking down the road, Szilard then had a flash of inspiration which he described in his own words:
"Pronouncements of experts to the effect that something cannot be done have always irritated me. That day as I was
walking down Southampton Row and was stopped for a traffic light, I was pondering whether Lord Rutherford
might not prove to be wrong. As the light changed to green and I crossed the street, it suddenly occurred to me that
if we could find an element which is split by neutrons and which could emit two neutrons when it absorbed one
neutron, such an element, if assembled in sufficiently large mass, could sustain a nuclear chain reaction, liberate
energy on an industrial scale, and construct atomic bombs."

According to Richard Rhodes: "Szilard was not the first to realize that the neutron might slip past the positive
electrical barrier of the nucleus; that realization had come to other physicists as well. But he was the first to imagine
a mechanism whereby more energy might be released in the neutron's bombardment of the nucleus than the neutron
itself supplied." In particular, this was the first time that anyone had conceived of the principle of using neutrons to
generate a chain reaction.

So what did Szilard mean by a "nuclear chain reaction"? Well, as he suggested, if a nucleus can be split
(fissioned) by a neutron, then that split nucleus can produce additional neutrons (as described in the previous
chapter). Those neutrons can then proceed to fission other nuclei. If a split nucleus emits two neutrons, then that will
result in two further nuclei being fissioned. If those two nuclei emit two neutrons each, then that means there will be
four neutrons in total produced, and those neutrons can proceed to split a further four nuclei. By this constant
doubling of numbers, the total number of fissioned nuclei will rise extremely rapidly to a huge number.

Remember the analogy from the previous chapter of the energy trapped in an atomic nucleus being like a
mousetrap. In the Disney television programme Our Friend The Atom, Heinz Haber performs an excellent visual
demonstration in which many mousetraps (representing nuclei) are used to generate a "chain reaction" of mousetraps
and ping-pong balls. Here is a direct link to the relevant point in the programme:

 
http://tinyurl.com/mousetrapreaction
 
The programme segment also considers the discovery of fission by Hahn and Strassmann.
The mousetrap chain reaction idea was also used in a clever (and destructive) Pepsi advert:
 
http://tinyurl.com/mousetrapchainreaction
 
The following diagram shows the start of a chain reaction in which each split nucleus releases three neutrons:

http://tinyurl.com/mousetrapreaction
http://tinyurl.com/mousetrapchainreaction


Bearing in mind that a neutron from a fissioned nucleus moves at about 5% of the speed of light, this chain
reaction is clearly going to release its energy extremely quickly. With a great deal of energy released with each
fissioned nucleus, Szilard realised that the total amount of energy released by an uncontrolled chain reaction could
be used to create an atomic bomb.

But Szilard had his idea in 1933, and in the previous chapter we saw that nuclear fission was not discovered by
Hahn and Strassmann until 1938. So, for the time being, Szilard's idea about a nuclear chain reaction would have to
remain just an idea.

The New World

As another example of Leo Szilard's uncanny foresight, he saw the oncoming Second World War with great
clarity. In 1936 he announced his intention to "stay in England until one year before the war, and then move to New
York City". It was a very strange thing to say as no one in 1936 could be sure if there would be a war, or when it
would start. But Szilard's prediction was perfectly accurate: he moved to America in 1938, precisely one year before
the war began.

Szilard was joining a group of brilliant physicist refugees from Nazi Germany who were either Jewish or had
Jewish family connections. The group included Enrico Fermi, Eugene Wigner, Hans Bethe, Edward Teller, John von
Neumann, and Emilio Segrè. According to Emilio Segrè: "America looked like the land of the future, separated by
an ocean from the misfortunes, follies, and crimes of Europe." All of those aforementioned refugee physicists were
destined to work on the American project to develop the atomic bomb, designed to be deployed against their former
persecutors in Germany.

In 1939, Leo Szilard travelled from New York to Princeton to visit his friend Eugene Wigner who informed
Szilard of the recent sensational news of the discovery of fission by Hahn and Strassmann. According to Szilard:
"Wigner told me of Hahn's discovery. Hahn found that uranium breaks into two parts when it absorbs a neutron.
When I heard this I immediately saw that these fragments, being heavier than corresponds to their charge, must emit
neutrons, and if enough neutrons are emitted then it should be, of course, possible to sustain a chain reaction. All the
things which H.G. Wells predicted appeared suddenly real to me."

Szilard's phrase describing the two resulting fissioned nuclei as being "heavier than corresponds to their charge" is
interesting. This principle was described in the discussion of fission in the previous chapter. A nucleus of uranium is
so large that it needs many neutrons to act as "glue" to hold the nucleus together. But this is more neutrons than is
required in total by the two resulting fissioned nuclei, hence the phrase describing the uranium nucleus as being
"heavier than corresponding to its charge". There would be more neutrons than required. This fact led to Szilard's
suspicion that neutrons would be released by fission.

As Szilard realised earlier, in order for there to be a chain reaction, a uranium nucleus had to emit two neutrons
when it was absorbed and split by one neutron. Whether or not this was the case was something Szilard had to



determine.
Szilard was still living an unsettled life in America, but he arranged to use a laboratory in Columbia University in

New York City for three months. In his experiment, he bombarded uranium with neutrons in order to fission the
uranium nuclei. Any neutrons being released as a result of fission would be detected and displayed on an
oscilloscope. According to Szilard: "If flashes of light appeared on the screen, that would mean that neutrons were
emitted in the fission process of uranium and this in turn would mean that the large-scale liberation of atomic energy
was just around the corner. We turned the switch and saw the flashes. We watched them for a little while and then
we switched everything off and went home."

Analysing the results, Szilard found that there were approximately two neutrons released per fissioned nucleus,
which would be enough to sustain a chain reaction. According to Szilard: "That night there was little doubt in my
mind that the world was headed for grief."

The letter from Einstein

Leo Szilard was now confident that a chain reaction would soon be achieved, and there was now a race with Nazi
Germany to create the first atomic bomb. However, initial contacts with the military were not promising. The only
interest came from a naval physicist who worked on submarine propulsion and was attracted to the idea of a power
source which did not require oxygen (remember the discussion of the USS Nautilus in Chapter One).

Szilard became frustrated at the lack of progress. According to Richard Rhodes, at this point: "despite his
Olympian ego not even Leo Szilard felt capable of saving the world entirely alone." Szilard contacted his fellow
refugee physicists Edward Teller and Eugene Wigner and asked for their help. Wigner, in particular, felt it was
essential to inform the U.S. government, maybe even going straight to the president if necessary. Szilard wondered
if he could get his old refrigerator engineer friend, Albert Einstein, to come on board. Einstein was no longer
producing useful work, but he was still the most famous physicist in the world and his word would carry weight in
Washington D.C.

Despite being unable to swim, Einstein was a keen sailor, and Szilard learned that Einstein was away sailing in
Peconic Bay on Long Island (Einstein had a reputation as a lousy sailor, getting stuck on a sand bar once, and on
another occasion almost drowning when his boat capsized). Einstein was staying at a summer house by the sea on
Nassau Point.

Maybe physicists are generally not good at directions and vehicles, because Szilard could not drive and had to
rely on his friend Eugene Wigner to drive to Long Island. They set out on their journey on Sunday, July 16th, 1939.
Inevitably, they got lost and spent hours circling the narrow country lanes, trying in vain to locate Einstein's house.

On the verge of giving up, Szilard saw a seven-year-old boy standing on the curb, so Szilard asked him: "Do you
know where Professor Einstein lives?" Luckily, the boy knew the way and was able to direct them to Einstein's
house at the end of Old Cove Road. It is interesting to imagine how the world might have turned out differently if
Szilard and Wigner had never met that seven-year-old boy, and therefore never managed to find Einstein.

Once Szilard explained the principle of the nuclear chain reaction to Einstein, Einstein exclaimed "I never thought
of that!" Einstein agreed to dictate a letter which was to be delivered to Franklin Roosevelt, the president of the
United States. Here is an edited portion of the letter which was sent:

 
Albert Einstein
Old Grove Rd.
Nassau Point
Peconic, Long Island
August 2nd, 1939
 
F.D. Roosevelt,
President of the United States,
White House
Washington, D.C.
 
Sir:
Some recent work leads me to expect that the element uranium may be turned into a new and important source of

energy in the immediate future. I believe therefore that it is my duty to bring to your attention the following facts and
recommendations:



It may be possible to set up a nuclear chain reaction in a large mass of uranium, by which vast amounts of power
and large quantities of new radium-like elements would be generated. Now it appears almost certain that this could
be achieved in the immediate future.

This new phenomena would also lead to the construction of bombs, and it is conceivable — though much less
certain — that extremely powerful bombs of a new type may thus be constructed. A single bomb of this type, carried
by boat and exploded in a port, might very well destroy the whole port together with some of the surrounding
territory.

In view of this situation you may think it desirable to have some permanent contact maintained between the
administration and the group of physicists working on chain reactions in America.

 
Yours very truly,
Albert Einstein.
 
When Roosevelt was handed the letter and read it, he agreed that this required investigation, but there was still no

great urgency and only limited resources were assigned to the investigation.
However, everything changed on the morning of December 7th, 1941. On that morning, Japan attacked the U.S.

Pacific Fleet at Pearl Harbor, triggering the entry of America into the war. From that point, the race to build the first
atomic bomb had begun. Codenamed the Manhattan Project, it was to be the largest single industrial and scientific
project in the history of the world.

In his book Trinity, Jonathan Fetter-Vorm describes the challenge of the Manhattan Project: "For all the money
and infrastructure invested, the challenge of the Manhattan Project was still rather mystical. Somehow, a very small
chunk of glowing metal was going to be transformed into the largest explosion that humans had ever made."

Oppenheimer

Robert Oppenheimer had been a precocious child. He was born in 1904 to an ambitious family. When his
grandfather saw his five-year-old grandson playing with bricks, he gave him an encyclopaedia of architecture.
Oppenheimer developed an interest in science at an early age — mainly chemistry and mineralogy — and at the age
of twelve he gave a lecture to the members of the New York Mineralogical Club. He had a wide range of other
interests, including writing poems at the age of ten. At school, Oppenheimer did not hide the fact that he felt
superior to the other children, telling them: "Ask me a question in Latin and I will answer you in Greek". He was
described by a childhood friend as "very frail, very shy, very brilliant of course, and very superior."

Rather a sickly child, at the age of eighteen he was sent to spend the summer at a ranch in New Mexico to
toughen him up before university. The ranch was in the mountains northeast of Santa Fe, and Oppenheimer thrived
in the wilderness environment, chopping wood and learning to ride horses. The area was to make a lasting
impression on Oppenheimer who was to say later that his two great loves were "physics and desert country".

At Harvard to study chemistry, Oppenheimer proved adept in a wide range of additional subjects including French
literature and philosophy. He also wrote short stories and poetry, often giving an impression of being overly-
sensitive and pretentious — and something of a drama queen. In a letter to a friend, he described his recent activities
as: "Read Greek, committed faux pas, and wished I was dead. Voila".

In university, Oppenheimer extended his esoteric interests to include Hindu philosophy, while transferring his
main field of study from chemistry to physics. However, Oppenheimer struggled with the laboratory work, "unable
even to solder two copper wires together", and, as a result, he concentrated on theoretical physics. Oppenheimer
went on to make significant contributions in the field of quantum mechanics.

Here is a photograph of Robert Oppenheimer:



In 1942, in a surprising move, Oppenheimer was selected to be the scientific director of the Manhattan Project.
Oppenheimer was a surprising choice in many ways. Firstly, he was a theoretical physicist, rather than an
experimental physicist. Oppenheimer may have been able to speak six languages, but surely someone in charge of
running the largest-ever research and development project should have been able to solder two copper wires
together.

Secondly, while Oppenheimer had no Nobel Prize he would be in charge of several physicists who did have
Nobel Prizes. It was not so much a question of whether Oppenheimer was their intellectual equal — he was
undoubtedly brilliant — it was more a question of whether the other physicists would be happy working under him.

Thirdly, Oppenheimer was well-known for having left-leaning political sympathies. Though he was not a
communist, many of his friends were. Would he be a security risk? That was to be a question which dogged
Oppenheimer throughout his career.

But what was impressive about Oppenheimer — and the reason he was selected to be project director — was his
ambition and determination to make the project a success. Oppenheimer saw this as his opportunity to prove to
others what he knew all along: that he was the best.

Los Alamos

One of the first decisions to be made was where to locate the development laboratory for the Manhattan Project.
As Bruce Cameron Reed says in his book The History and Science of the Manhattan Project, the selected location
had to satisfy the following criteria: "A laboratory site would have to be isolated, relatively inaccessible, have a
climate that would permit year-round construction and operations, be large enough to accommodate a testing area,
and be sufficiently inland to be secure from enemy attack."

Oppenheimer recommended the "desert country" of New Mexico where he spent summers riding horses as a
youth. Specifically, he knew there was a ranch school in Los Alamos which would be ideal. The army engineers
were concerned about the narrow access road from Santa Fe and the poor water supply, but otherwise agreed with
Oppenheimer that it would be ideal.

The geography of Los Alamos is striking and unusual. It is situated on the slopes of the 13-mile-wide extinct
volcanic crater called the Valles Caldera (or Jemez Caldera). Over a million years, rainfall down the slopes has
carved a series of steep canyons, leaving a flat-topped hill on either side of each canyon. A small flat-topped hill like
this is called a mesa ("mesa" is Spanish for "table"), and Los Alamos was spread out over four mesas. The following
photograph shows the present-day town of Los Alamos spread over the four mesas, with the canyons visible. The
location of the original Los Alamos laboratory is indicated by an arrow:



Because of its location on top of the mesa, the Los Alamos laboratory was given the nickname "The Hill".
For the remainder of 1942, and into the first few months of 1943, Oppenheimer had the job of touring the physics

departments of American universities to persuade the best available physicists to join the Manhattan Project. His
task was not made easier by the need to maintain strict secrecy. Although he could not describe the work in detail,
he could state that this was important work which would probably end the war to end all wars. Almost every
physicist he approached decided to join the project.

Security within Los Alamos was strict. In order to reduce the possibility of security leaks, the entire Los Alamos
site was fenced-off. As a result, the facility operated like a small town, with a school, a general store, a family
doctor, a library, and even a movie theatre. With a whole town having to be built from scratch, conditions were
primitive. There were no paved roads, and fresh food and water was scarce. Los Alamos resembled a frontier town
of the old American West. A wife of one of the physicists described her role as being "akin to the pioneer women
accompanying their husbands across uncharted plains westward."

Initially, the military insisted on strict security in the scientific section of Los Alamos, with a need-to-know
restriction on the transfer of information between sections. However, Oppenheimer argued that scientific progress
could only be made if there was freedom of speech and free exchange of ideas. Eventually, the military agreed to
complete scientific openness within the camp, but it came at a cost: the technical area of Los Alamos had to be
entirely surrounded by high barbed-wire fence. For the refugee physicists from Europe, this generated the uneasy
feeling that they were in a concentration camp.

The following photograph shows the entrance to the technical area of Los Alamos in 1944. The visual similarity
to a concentration camp is clear:



 

The Los Alamos Primer

Because of the strict security, new scientific personnel arriving at Los Alamos were completely unaware of the
work they would be doing or the goal of the Manhattan Project. In order to bring them up to speed quickly, it was
decided to hold a series of introductory lectures. The task of giving the lectures fell to Robert Serber who was a
former postdoctoral student of Oppenheimer. Serber's lectures were recorded in a 24-page document which was
called the Los Alamos Primer.

The document represents everything that was known in 1943 about how to make an atomic bomb. In which case,
it is surprising that this top secret document was declassified in 1965. Once declassified, the document was released
into the public domain.

Here is a link to the original 1943 Los Alamos Primer document:
 
http://tinyurl.com/losalamosprimer
 
It is basically a recipe for making an atomic bomb.
The document was available on the Los Alamos website until 2001. However, everything changed after the

September 11th attacks of that year. Because of the possibility of terrorists obtaining information about atomic bomb
manufacture, the document was removed from the website on that day. But, as is the nature of the internet, once the
document was released the genie could never be put back in the bottle.

Using the Los Alamos Primer as our starting point, let us now consider the physics of how to make an atomic
bomb, starting with the most important calculation …

http://tinyurl.com/losalamosprimer
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THE CRITICAL MASS
In this chapter we will discover the crucial importance of the volume of the fissionable material which is used to

make an atomic bomb. We shall see that there exists a certain size of material at which point the chain reaction will
be unstoppable and an explosion becomes a certainty. This amount of material is called the critical mass.

The accurate calculation of the value of the critical mass is the most important calculation in the construction of a
nuclear bomb. Indeed, when you consider the impact of nuclear weapons, this is surely one of the most important
calculations in the history of science. Therefore, this chapter considers the calculation of the critical mass. The
calculation is inevitably highly mathematical, so most of the mathematical details have been included in the
Appendix at the end of this book. I do not believe the detailed calculation of critical mass presented in this book can
be found anywhere on the internet.

The ratio of volume to surface area

The existence of a critical mass relies on the fact that the ratio of an object's volume to its surface area is greater
for larger objects than for smaller objects. In order to understand this principle, consider the following diagram
showing three cubes of different sizes:

The first cube at the top of the diagram is the smallest. We can say that its volume is equal to one unit of volume
(one small cube). If you count the sides of that small cube, you will find that it has six sides. So the total surface area
of the cube is six units of area. This means that the all-important ratio of volume to surface area is then 0.166, as
shown on the diagram.

The second cube in the diagram has a total volume of eight small cubes (you can count them), and a total surface
area of 24 units. Hence, the ratio of volume to surface area has increased to 0.333, as shown on the diagram.

The final cube, shown at the bottom of the diagram, is the largest. You can count that it has a total volume of 27
cubes, and a total surface area of 54 units. Hence, the ratio of volume to surface area has increased to 0.5, as shown



on the diagram.
So larger objects have a greater ratio of volume to surface area. Interestingly, this explains why — in general —

larger animals are found in cold climates, e.g., polar bears, and smaller animals are found in hot climates, e.g.,
rodents (I guess we are supposed to ignore the elephant in the room). A small animal has a larger surface area
(proportionately) and so can cool down better in a hot climate. Whereas a larger animal has a proportionately
smaller surface area so loses less heat through its skin. This principle is called Bergmann's rule.

The following diagram illustrates Bergmann's rule by showing how larger moose are found in more northerly
parts of Sweden:

Why does this principle allow us to build a bomb based on nuclear fission? To put it simply, if we have a
sufficiently large amount of fissionable material then the build-up of neutrons inside the volume of the material will
be larger than the loss of neutrons through the surface area of the material. When that happens, the resultant chain
reaction will increase exponentially and the result will be an explosion.

If we have a small amount of fissionable material then the surface area of that material will be proportionately
quite large compared to its volume. As a result, the amount of neutrons being lost through the surface will be greater
than the amount of neutrons being generated inside the material and the chain reaction will be unable to continue.

As the amount of mass is progressively increased, the surface area becomes proportionately smaller compared to
the volume of the material, and so the loss of neutrons also becomes proportionately smaller. As the amount of mass
continues to increase it is clear that a certain balance point will be reached at which point the loss of neutrons
through the surface will be precisely equal to the build-up of neutrons inside the material. This amount of mass is
called the critical mass. A sample of material this size — or larger — is going to explode.

This is an important point which we will be using later in our calculation: if we have a volume of fissionable
material, then critical mass occurs when the build-up of neutrons inside the material is equal to the loss of
neutrons out of the material.

Put simply, the critical mass is the smallest amount of fissionable material which will cause a nuclear explosion.
Therefore, determining the correct value of the critical mass is the most important task in designing a nuclear bomb.

Spherical coordinates

In our analysis of critical mass, we will need to use the most efficient and natural method of describing the
distribution of neutrons within the material.

Normally, when we want to describe the shape of an object in three-dimensional space we would use Cartesian
coordinates (as shown in the following diagram). We could then define any point in space by its (x, y, z) coordinates,
where x, y, and z are the distances along the three axes:



However, for describing the distribution of neutrons within a sample of fissionable material, we can use a better
method of defining a point in space. This is because nuclear bombs almost always use a solid sphere of fissionable
material as a critical mass (a solid sphere represents the most efficient use of the material). The most efficient means
of defining a point in a solid sphere is to use spherical coordinates.

Spherical coordinates define a point in space using the distance from the centre of the space, and two angles of
rotation, as shown in the following diagram:



This method for defining a point in space is so efficient because our sphere of fissionable material has rotational
symmetry: it does not matter how we rotate that sphere in space, it would still look the same. Because of that
rotational symmetry, all we need to consider is the distribution of neutrons along the radial thick dashed line coming
out of the centre of the material, as shown in the previous diagram. We do not need to be concerned about the two
rotational angles because it does not matter how we rotate the line the distribution of neutrons along it will still be
the same.

So, in this calculation of critical mass, we will only be interested in the distribution of neutrons in the one
dimension along the line of length r coming from the centre of the material.

The build-up of neutrons

In this section we will consider the build-up of neutrons within a volume of the fissionable material. In the next
section we will consider the loss of neutrons through the surface of the volume.

You will remember from the previous chapter that when a nucleus undergoes fission, several neutrons can be
released. These neutrons would then continue the chain reaction by splitting more nuclei. In the diagram below, you
will see an example in which three neutrons (on the right of the diagram) are released by the fission of a single
nucleus:

If we are to generate an ever-increasing chain reaction then the question of how many neutrons are released in a
single fission is crucial. Clearly, if the chain reaction is to build in intensity then we will need a situation in which



the total number of neutrons in the volume increases.
Considering the example of the previous diagram, what is the net increase in the number of neutrons due to the

fission of a single nucleus? We can see that one neutron comes in from the left and is absorbed by the nucleus. The
nucleus then fissions and three neutrons are released. The net increase in neutrons is therefore going to be three
neutrons minus one neutron (the neutron which was initially absorbed), giving a net increase of two neutrons.

On that basis, we can now calculate the build-up of neutrons within the volume of fissionable material. Let us
define the average number of neutrons produced per fission as ν (the Greek letter "nu"). In the previous example, ν
would be equal to three. Then the net increase in the number of neutrons because of the fission of one nucleus will
be given by ν-1, the "-1" term coming from the absorption of the initial incoming neutron. That means that as long
as more than one neutron is produced by the fission of a nucleus, then the total number of neutrons will increase
over time (ignoring the loss of neutrons through the surface of the volume).

If there is currently a total of N neutrons in a volume of material, and we assume that each of those neutrons goes
on to fission a nucleus, then the new total number of neutrons in the volume after the round of fissions will be the
net increase in neutrons due to a single fission, multiplied by the number of fissions:

If the average time between fissions is given by τ (the Greek letter "tau") then the rate of increase in the number of
neutrons will be given by:

This formula then tells us the rate of increase of neutrons within a volume of the material — ignoring the loss of
neutrons through the surface of that volume. This is the first result we need on our quest to calculate the critical
mass.

The derivative

Now let us start to consider the flow of neutrons out through the surface.
The flow of neutrons out through the surface represents a current flow of neutrons — just like an electric current

is a flow of electrons. And just as the magnitude of an electric current depends on the potential difference (voltage)
over a distance, so the current flow of neutrons depends on the difference in the number of neutrons over some
distance. In other words, the neutron current depends on the gradient of the number of neutrons.

We are well aware of the idea of a gradient as representing the steepness of a hill. In that case, if we are driving up
a hill, the gradient is defined as the change in our vertical height divided by the distance we drive in the horizontal
direction. This is shown in the following diagram:



But the principle of a gradient can be applied to the change of any variable — not just height. We have seen that a
gradient is defined as being "the amount of change of a variable divided by the amount of change of another
variable". If we have two variables, x and y, then the change of y with respect to x (i.e., the gradient) is known as the
derivative and is written as:

You can see how this relates to the gradient at a point:

Mathematically, this derivative notation can be used to describe the flow of neutrons out of the material. The
value of the critical mass can then be calculated by setting the flow of neutrons out of the material equal to the build-
up of neutrons within the material. The lengthy and detailed calculation is contained in the Appendix at the end of
this book.

If you want to know the mathematical details of how the world's greatest physicists constructed the world's first
atomic bomb, I can highly recommend that you read the Appendix.



To cut a long story short …

To cut a long story short, the detailed calculation of the value of the critical mass which is described in the
Appendix reveals that the critical radius of uranium-235 is 9.1 centimetres. To give an impression of this size of a
critical mass, I made my own "critical mass" of the correct dimensions (from a rubber ball and a can of silver spray
paint) which you can see me holding in the following photograph:

If this was real, this sphere of metal would explode with a force of several thousand tons of TNT, taking most of
my hometown with it.

If you were to hold an actual solid sphere of uranium of this size, the overriding impression would be due to its
extraordinary weight. Uranium has the atomic number of 92, which means it has 92 protons in its nucleus — the
most of any naturally-occurring element. As most of the mass of an atom is found in its nucleus, this explains why
uranium is so heavy. The "critical mass" of uranium I am holding in my hand in the previous photograph would
weigh 52 kilograms, or over eight stone. In other words, it would weigh more than many people weigh!

We simply never encounter extraordinary substances such as uranium in our everyday lives. How can this metal
weigh so much? How can a small ball of this metal explode with such force? Sometimes these metals glow because
of their radioactivity, or they are permanently warm. The properties of these substances seem uncanny and alien.
Which raises the question … how do we obtain these unearthly metals?
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OAK RIDGE
As explained in Chapter One, it is possible for the nucleus of a particular element to have a different number of

neutrons, in which case the substance is called an isotope. As isotopes of elements have different numbers of
neutrons they therefore have different values for mass number, the mass number being the total number of protons
and neutrons in the nucleus. As an example, the isotope of uranium called uranium-238 has a mass number of 238
(which is composed of the sum of 92 protons and 146 neutrons).

Natural uranium, extracted from uranium ore, is composed of two isotopes: uranium-238 and uranium-235 (from
now on, uranium-235 will be referred to as "U-235" and uranium-238 will be referred to as "U-238", where "U" is
the chemical symbol for uranium). U-238 is by far the most common isotope representing over 99% of natural
uranium. However, for purposes of constructing nuclear explosives, it is U-235 which is more interesting.

In this chapter, we will be considering how to obtain U-235 by separating it from U-238 in a process known as
enrichment.

Remember it was described in Chapter One that neutrons have to act like glue to hold protons together to stop the
nucleus from flying apart due to electrical repulsion between the protons. As we have just calculated, U-238 has 146
neutrons, whereas you can similarly calculate that U-235 has the fewer number of 143 neutrons. As the job of
neutrons is to act like glue to hold the nucleus together, those three fewer neutrons mean that a nucleus of U-235 is
not so strongly "glued together". As a result, U-235 is much more unstable than U-238, and is therefore much more
fissionable.

In order to quantify the difference in fission behaviour between U-235 and U-238 we need to introduce the
concept of a nuclear cross section. Using the usual sense of the term, a cross section is a slice through an object. If
we consider a spherical atomic nucleus (or any spherical particle) then a slice through the middle of that particle is
going to be a circle. We can then interpret that circle as a target, as shown in the following diagram. The behaviour
of the nucleus when it is hit by a bombarding neutron will then depend on whether that neutron hits the target or not:

The area of the target is called the nuclear cross section. The different ways in which a nucleus might behave
when it is hit by a neutron can be described by defining different cross sections (different sizes of target) for each
different type of behaviour. If a cross section is smaller, then that means that the target is smaller, and the behaviour
is less likely (the neutron is less likely to hit the target). Conversely, if a cross section is larger, then that means that
the corresponding behaviour will be more likely.

As an example, when an atomic nucleus is hit by a neutron, one of three things might happen. Firstly, the neutron
might bounce off the nucleus in a process known as scattering. The probability of this occurring would be defined



by the scattering cross section of the nucleus. Secondly, the neutron might be absorbed (captured) by the nucleus.
The probability of this occurring would be defined by the capture cross section of the nucleus. Thirdly, the neutron
might cause the nucleus to split. The probability of this occurring would be defined by the fission cross section of
the nucleus.

The difference in behaviour when a nucleus of U-235 and a nucleus of U-238 is hit by a neutron can be described
in terms of their cross sections. As was explained earlier, a nucleus of U-235 is more fissionable. It can therefore be
said that it has a larger fission cross section. However, remember that U-235 represents less than one percent of
natural uranium, the rest being U-238. This represents a problem if we are trying to achieve a chain reaction in
natural uranium because U-238 has a very large capture cross section. If we consider a neutron emerging from a
fissioned nucleus, we need that neutron to travel unhindered until it reaches a secondary nucleus which it can
fission. If, instead, it hits a nucleus of U-238 then the large capture cross section of that nucleus means that the
neutron will be captured by that U-238 nucleus without fissioning that nucleus. The chain reaction will then grind to
a halt.

Because of this "poisoning" effect of U-238, the only way to achieve an explosive chain reaction is to laboriously
separate the U-235 from the much larger proportion of U-238, and then to use only that extracted U-235 in the
atomic bomb core.

As stated earlier, less than 1% of natural uranium is U-235, whereas weapons-grade uranium needs to be enriched
to 90% U-235. It is therefore clear that a tremendous amount of uranium ore would need to be enriched to make a
bomb. The necessary process would resemble an industrial-scale operation more than a laboratory experiment. In
1939, Niels Bohr insisted "it can never be done unless you turn the United States into one huge factory."

Well, effectively, that is just what happened …

The secret city

The scale of the Manhattan Project was staggering. Apart from the development facility at Los Alamos, the
project involved more than thirty sites across the United States, Britain, and Canada. These sites included two vast
factories in the United States for the production of fissionable material for the bomb cores.

The main industrial facility was the 60,000-acre isotope separation plant (for separating U-235 from U-238)
which was located in rural Tennessee. At the time, the area was virtually uninhabited, so the factories and the entire
town to house the employees had to be built from scratch. The town was given the rural-sounding name of Oak
Ridge in order to make it sound like a small, uninteresting village which would not attract outside interest. In 1945,
after being in existence for just two years, Oak Ridge employed 80,000 people and had become the fifth-largest
town in the state of Tennessee — and it consumed more electricity than New York City.

At its peak, the Manhattan Project employed 130,000 people and was larger than the entire American automobile
industry. It was simply the greatest scientific and engineering gamble in the history of the world. Niels Bohr's
prediction that the United States would have to be turned into "one huge factory" was becoming true.

Oak Ridge had to provide all the facilities of a normal town. It had over seven thousand houses, two high schools,
nine shopping areas, churches, movie theatres, and a hospital. However, the need for security meant that the entire
town had to be surrounded by a barbed-wire fence, and Oak Ridge did not appear on any maps until 1949. To its
inhabitants it was called the "Secret City".

To all intents and purposes, Oak Ridge appeared like a normal town, though none of its inhabitants had any idea
of why they were doing the jobs they were doing. The difficulty of working in such secrecy was described by one of
the managers at Oak Ridge: "Well it wasn't that the job was tough — it was confusing. You see, no one knew what
was being made in Oak Ridge, not even me, and a lot of the people thought they were wasting their time here. It was
up to me to explain to the dissatisfied workers that they were doing a very important job. When they asked me what,
I'd have to tell them it was a secret. But I almost went crazy myself trying to figure out what was going on."

All the workers were sworn to secrecy, and were told never to speak a word to outsiders about their work at Oak
Ridge. They were even told what to say if anyone outside asked about their work. If they were asked what they were
making in Oak Ridge, they were told to say: "Oh, about 76 cents an hour." And if they were asked how many people
were working in Oak Ridge, they were told to say: "Oh, about half of them."

Here are some photographs of everyday life in the secret city of Oak Ridge during the war:



 

The largest building in the world

The isotope separation factories at Oak Ridge were faced with a daunting challenge. In his graphic novel version
of the Manhattan Project called Trinity, Jonathan Fetter-Vorm describes the challenge by using an analogy: "To
make a bomb, you need to enrich the uranium, skimming off the less reactive isotope and concentrating the amount
of U-235. To get some idea of how hard this is, imagine mixing together two different colours of clay, then trying to
separate the colours from each other."

The problem is made more difficult because the relatively simple and cheap process of chemical separation cannot
be used. Chemical separation relies on differences in the chemical properties of the two substances being separated:
the substances would behave differently in a chemical reaction. Those chemical properties are determined by the
distribution of electrons in the shells of the atom, and the numbers of those electrons are, in turn, determined by the
number of protons in the atomic nucleus. But two different isotopes of an element have the same number of protons
(the same atomic number), so they would have the same distribution of electrons. Therefore, their chemical
properties would be the same and chemical separation could not be used.

The only possible alternative is to rely on the difference in the physical properties of the two isotopes, which
means the extremely slight difference in the mass of the atoms due to the additional neutrons. On that basis, it is
possible to separate the isotopes by using diffusion. Diffusion is considered in the Appendix as a means for
calculating the critical mass (by considering the diffusion of neutrons through an atomic bomb core), but it is stated
in the Appendix that diffusion describes the spread of any group of particles through a substance (for example, the
spread of dust particles in air, or the spread of a chemical through a liquid). In Oak Ridge, diffusion was used to



separate isotopes by considering the diffusion of uranium atoms through a membrane peppered with microscopic
holes.

Firstly, in order to allow diffusion of the uranium, the uranium was turned into a gas: uranium hexafluoride. The
gas was then pumped through the membrane. Only gas molecules containing the lighter U-235 isotope would diffuse
through the holes in the membrane, so those molecules could be separated from the heavier U-238.

But the very small difference in the atomic mass of the two isotopes meant that it was impossible to achieve
perfect separation with a single filter. In fact, the amount of percentage enrichment achieved with each filter was
very small. As a result, a high level of enrichment was only possible by using a large number of stages cascaded
together, with the output of one stage passing to the input of the next stage. Each stage only provided a very small
amount of percentage enrichment, but with enough stages the material became progressively more enriched as it
passed through all the stages.

The design of the isotope enrichment process using gaseous diffusion which was used at Oak Ridge was
ingenious and is shown in the following diagram:

You can see that in each stage the material is pumped against the filter membrane which separates the material
into lighter and heavier isotopes. By following the small arrows, you can follow the progressive enrichment of the
material on the diagram as it passes through the stages, emerging at the top as highly-enriched material.

You will see that even if some of the material fails to pass through the filter, that material is not wasted. Instead,
as you can see on the diagram, the rejected material just drops down to the stage below and is processed again. This
is because the filtering process could never be perfect with such a small difference in mass between the isotopes, so
the rejected material might still include some atoms of the lighter isotope which should not be wasted.

Because of the very small percentage amount of enrichment achieved by each stage, the extraordinary total of
2,892 stages were required. And these were not small stages: each diffusion tank held 1,000 gallons. As a result, the
building which contained the sequence of stages was truly monumental. When it was completed, the Gaseous
Diffusion Plant at Oak Ridge was a four-storey U-shaped building which was half a mile long and a quarter of a



mile wide. It surpassed the Pentagon to become the largest building in the world — even though the world did not
know it existed:

 

The Calutron Girls

The other major factory at Oak Ridge employed a completely different method of isotope separation based on the
electromagnetic force. The technique, known as electromagnetic separation, considered the deflection of
electrically-charged uranium atoms as they passed through a magnetic field.

The deflection of the particles is described by Fleming's left-hand rule for motors, which you might have been
taught in your physics class in school. The rule is described by the following diagram:

The previous diagram shows that if your middle finger points in the direction in which the charged particles are
moving (in the case of a motor, this would be electrons moving down a wire), and if your index finger is pointing in
the direction of the magnetic field, then the charged particles will experience a force in the direction of your thumb.
This principle was used by the electromagnetic separation process in Oak Ridge to curve the path of beam of
uranium atoms as they moved through a magnetic field.

In the following diagram, you will see the charged particles emitted from the source at the bottom of the diagram.
At that point, with the direction of the magnetic field into the page, your index finger should point into the page.



Your middle finger should always point in the direction in which the particles are travelling (which would be toward
the right at the start). In which case, your thumb represents the direction of the force experienced by the particles,
which — as you can see on the diagram — will always point toward the centre of curvature:

In fact, at every point of their path, the particles will always experience a force toward the centre of curvature,
which will result in the beam of particles taking a curved path.

Because the U-235 atoms have slightly lower mass, they will be slightly more affected by the force. In other
words, their path will curve more. If a receptacle is correctly placed (a bucket is shown on the diagram) then this
will be able to collect only the U-235 atoms and reject the U-238 atoms.

This electromagnetic isotope separation device was called a calutron. The name derives from a combination of
the words "Cal" and "tron". The "tron" comes from the word cyclotron which was an electromagnetic particle
accelerator developed by Ernest Lawrence. The "Cal" comes from "California" as Lawrence invented the cyclotron
at the University of California.

It can be seen that this calutron method of isotope separation involves building-up the enriched uranium atom-by-
atom. It is clear that this would be a very low-yield and time-consuming process: each calutron could produce only
100 milligrams of U-235 per day. In order to increase the yield up to 100 grams of U-235 per day, nine buildings
were built at Oak Ridge to house 1,152 calutrons — another monumental operation.

Operating a calutron was a labour-intensive process requiring constant human intervention. In practice, the
operators were young women from the local Tennessee community — many straight out of high school or fresh off
the farm — who were given the name the "Calutron Girls". Let us now consider the story of the Calutron Girls as
described in Denise Kiernan's bestselling book about the female workers of Oak Ridge called The Girls of Atomic
City.

Many of the young female workers at Oak Ridge had to work in a state of constant anxiety as their brothers and
husbands were fighting a brutal war on foreign shores. Despite their anxiety, the women worked tirelessly,
motivated by being told that their mysterious work on these futuristic machines would make the war shorter and
bring their loved-ones home sooner.

This was the case for Dorothy Jones (affectionately known as "Dot") who was a young girl from Hornbeak,
Tennessee. All three of Dot's brothers were fighting in the war, including Shorty who was 23 years old and a deck



gunner for the Navy on the battleship USS Arizona. Unfortunately, the Arizona was one of the ships in dock in Pearl
Harbor when the Japanese bombed it in December 1942. Dot's family had received the news just before Christmas
that Shorty was missing, presumed dead. Dot was determined to do something for the war effort in Shorty's memory,
so she had signed up to be one of the Calutron Girls at Oak Ridge.

When Dot entered the building which housed the calutrons, she found it to be a very daunting experience. The
building was enormous, with a high ceiling, bright lights, and constant loud electrical sparking sounds from the
high-voltage calutrons. Also, bear in mind that in 1944 these were the most futuristic and advanced industrial
machines anywhere in the world.

Dot took her place on the wooden stool in front of her calutron control panel, and started her day's work.
The main job assigned to the Calutron Girls was ensuring that the magnetic field strength was set precisely so that

the beam of U-235 atoms would be correctly directed into the final receptacle. This was a labour-intensive process
as it requiring continuous twisting of handles to adjust the strength of the magnetic field and thereby keep the beam
correctly aligned. Here is a photograph of one of the Calutron Girls turning the handles while keeping her eyes
firmly fixed on the dial reading:

The following picture shows the Calutron Girls, each woman seated in front of her individual calutron:



Of course, due to the tight security, none of the girls knew the true nature of the task they were performing. The
woman seated at the front right of the previous photograph was Gladys Owens who only realised the job she had
done during the war when she saw herself in the previous photograph when she toured a museum of Oak Ridge fifty
years later.

The girls were warned never to venture behind their control panels because that was where the giant magnet used
to generate the powerful calutron magnetic field was positioned. The girls knew that if you carelessly wandered into
the magnetic field it would pull the metal hairclips right out of your hair. Or, if you had a belt buckle, it could even
pin you against the wall. Legend had it that a maintenance man who had nails in his shoes had been rooted to the
spot.

It is clear that the tireless and focussed Calutron Girls performed an essential role in the war effort. However, not
everyone was so impressed by the girls. After Ernest Lawrence — the inventor of the calutron — had visited the
plant he ran into the office of the chief engineer and blustered: "How dare you pick these silly hillbilly girls to run
my machines!" Lawrence insisted that only his male PhD physicists had the ability to run a calutron correctly.
Lawrence was certain that the performance of these young girls — straight out of school or off the farm — would be
inferior to that of his highly-educated men. However, the chief engineer defended his girls loyally, and told
Lawrence how productive the girls had been. He persuaded Lawrence that there should be a production race:
Lawrence's highly-qualified physicists versus the Calutron Girls. Whoever produced the most U-235 would be the
winner and would get to keep their job. Lawrence reluctantly agreed to the race, totally confident that his men would
win.

Of course, in predictable Hollywood movie style, when the race started the Calutron Girls blew the physicists out
of the ballpark by collecting a far larger amount of U-235 (apparently the rather geeky physicists were constantly
being distracted by getting their slide rules out and analysing any minor variation in the dials). The Calutron Girls
were victorious — and they finally won their much-deserved respect. Of course, they were allowed to continue
doing their fine job.

The story of the Calutron Girls is one of many remarkable stories of the efforts of the workers at Oak Ridge.

Amazingly, at the end of every week, all the enriched uranium produced by Oak Ridge was taken to Los Alamos
in a briefcase by a plain-clothed military security officer on a public train, with the briefcase handcuffed to his
wrist. All actual bomb design and manufacture took place in Los Alamos. It was there that the received uranium was
machined to form the bomb cores.

After the dropping of the atomic bomb on Hiroshima in 1945, the nature of the work at Oak Ridge was no longer
a secret. The Under Secretary of War, Robert Patterson, sent a letter to all the workers of Oak Ridge: "Today the



whole world knows the secret which you have helped us keep for many months. I am pleased to be able to add that
the warlords of Japan now know its effects better, even than we ourselves. The atomic bomb which you have helped
to develop with high devotion to patriotic duty is the most devastating military weapon that any country has ever
been able to turn against its enemy. No one of you has worked on the entire project or knows the whole story. Each
of you has done his own job and kept his own secret, and so today I speak for a grateful nation when I say
congratulations, and thank you all. We are proud of every one of you."

Mail-order uranium

In this chapter we have examined how the enriched uranium for a nuclear explosive can be produced. It is clear
that this is not a simple process. And for that we should be grateful: it is only the difficulty in obtaining suitable
nuclear fuel which prevents terrorists and rogue states from making their own nuclear weapons.

However, I thought it would be interesting to discover how difficult it actually is to obtain uranium. Especially
when you consider the subtitle of this book is "How to make an atomic bomb". So I did an online search and found it
is surprisingly easy to obtain uranium ore.

There are many online companies who will provide you with uranium ore — especially in the U.S. The company
unitednuclear.com provides a wide range of radioactive material and scientific equipment. Material and equipment
is also available on Amazon and eBay. I bought an excellent sample of radioactive uranium ore from eBay.

I also obtained a Geiger counter in order to examine the uranium ore. You can buy many expensive modern small
plastic Geiger counters, but I went to eBay and bought an ex-military Geiger counter for a very reasonable price
(£50). The Geiger counter was built for the Polish Army in 1970. I get the impression the market is flooded with ex-
military equipment, very reliably-built, the Geiger counter will probably last for another hundred years.

The Geiger counter is called a DP-66. There are plenty of these available on eBay. I also bought an external
microphone for my DP-66 (to make the clicks audible) from the company anythingradioactive.com. They also sell
a range of Geiger counters.

A similar American Geiger counter was built around the same time as the DP-66 and it is called the CDV-700.
The CDV-700 Geiger counters are also available on eBay and Amazon.

I made a five-minute video of my examination of the uranium ore using my Geiger counter. You can watch the
video at the following link:

 
http://tinyurl.com/radioactivevideo
 
Here are some stills from the video:

http://tinyurl.com/radioactivevideo
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PLUTONIUM
In the previous chapter, it was explained that approximately 99% of natural uranium is the isotope U-238 with

less than 1% being the desirable fissionable U-235. It was described how that large proportion of U-238 acts to
"poison" any chain reaction by capturing stray neutrons. Hence, natural uranium cannot be used in nuclear
explosives.

It was then described how the aim of enrichment is to increase the amount of U-235 up to 90%, at which point the
enriched uranium is capable of sustaining a chain reaction and is considered to be "weapons-grade" uranium.

On that basis, it might be imagined that U-238 is nothing more than a nuisance, only having the effect of
poisoning any chain reaction. However, this would not be a correct assessment of the value of U-238. In fact, U-238
has been used to create more modern nuclear weapons than has U-235.

So how can this be the case? How can U-238 be used to create nuclear weapons? Well, it is because the U-238 is
not directly used as an explosive. Instead, it is used to create another element which is highly-fissionable: plutonium.
It is that plutonium which can be used as a nuclear explosive. As Richard Rhodes says in The Making of the Atomic
Bomb, using apparently-useless U-238 to create plutonium "would thereby indirectly put U-238 to work".

To understand how U-238 can be used to create plutonium, remember the discussion of beta decay in Chapter
Two. It was explained how beta decay occurs when there are "too many" neutrons in a nucleus, with the result that a
neutron converts into a proton — with the emission of an electron, which is the beta particle. The conversion of the
neutron into a proton increases the atomic number by one (one more proton in the nucleus) while leaving the mass
number unchanged (total number of protons and neutrons is unchanged).

So, in a nutshell, the effect of beta decay is to increase the atomic number by one, thereby creating an element one
position further up in the periodic table.

Next, remember in the previous chapter it was explained that U-238 acts to poison a chain reaction because it has
a very large capture cross section, which means it is very likely to capture and absorb any neutron which hits its
nucleus. If U-238 captures a neutron, it turns into U-239 (one extra neutron increases the mass number by one). The
resultant U-239 nucleus would then have an excess neutron, and beta decay would therefore be likely. As just
described, the effect of that beta decay would be to move the U-239 one place further up the periodic table,
converting it to an element called neptunium.

The first line of the following diagram shows a nucleus of U-238 capturing a neutron to become U-239. Follow
the curved arrow to see that U-239 then beta decays to neptunium (shown to have an atomic number of 93, which
you will see is one more than the atomic number of uranium, which is 92):

Neptunium is unstable with a half-life of only two days so, as you can see on the diagram, the neptunium quickly
beta decays to produce a new element — plutonium — which has an atomic number of 94.

It is interesting to consider the origin of the names "neptunium" and "plutonium". Uranium was originally named
after the planet Uranus (which is itself named after the Greek god), which is the seventh planet from the Sun in the



Solar System. When the element neptunium was discovered it was decided to continue this naming convention, so
neptunium was named after the planet Neptune which is the eighth planet of the Solar System, one place beyond
Uranus (Neptune was also named after the Roman god). When plutonium was discovered, the naming convention
was continued so it was named after Pluto which, at the time, was considered to be the ninth planet of the Solar
System just beyond Neptune (rather ominously, Pluto was also the name of the Greek god of death).

The following diagram shows the three outermost planets of the Solar System, together with the three elements
named after them. The consecutive atomic numbers of those elements (92, 93, 94) are also shown:

Uranium and plutonium are the only elements which can be used as nuclear explosives. So why is it the case that
uranium and plutonium are nuclear explosives, but neptunium is not? After all, as can be seen, neptunium lies
between uranium and plutonium in the periodic table. To understand why only uranium and plutonium are nuclear
explosives, we need to consider the concept of parity in the atomic nucleus.

In mathematics, parity indicates whether a number is even or odd. If we consider the number of protons and
neutrons in an atomic nucleus, it is known that the parity of those numbers plays a large role in describing the fission
behaviour of that nucleus.

Firstly, if we consider uranium-235, it has an atomic number of 92. That means it has 92 protons, which is an
even number. It therefore must have 143 neutrons (235-92) which is an odd number. So the parity of U-235 is
even/odd.

If we then consider neptunium in a similar manner, we find it has 93 protons and 146 neutrons, so the parity of
neptunium is odd/even, which is clearly different to the parity of fissionable U-235.

However, if we apply the same reasoning to plutonium, we find it has 94 protons and 145 neutrons, which is
even/odd parity, which is the same as fissionable U-235. So this is the reason why plutonium fissions in a similar
manner to U-235, and why plutonium can also be used as a nuclear explosive.

The nuclear reactor

If it takes the capture of a single neutron by a single nucleus of U-238 to produce plutonium then it is clear that to
produce a significant amount of plutonium would require trillions of neutrons. In practice, the only way to generate
those neutrons would be by starting a self-sustaining chain reaction in uranium, with each fissioned uranium nucleus
producing more than one neutron.

But it has already been explained how U-238 acts to poison any chain reaction because of its tendency to capture
any free neutrons. So how can U-238 be involved in any chain reaction in uranium?

The answer is that we have to slow the neutrons down.
It might seem counter-intuitive that slowing-down neutrons can encourage a chain reaction based on the

fissioning of nuclei — it might be suspected that faster neutrons would be more effective at splitting nuclei.



However, a slower neutron can be much more effective. This discovery was made by Enrico Fermi, and Fermi's
discovery was described by Richard Rhodes: "Everyone had assumed that faster neutrons were better for nuclear
bombardment because faster protons and alpha particles always had been better. But the analogy ignored the
neutron's distinctive neutrality. A charged particle needed energy to push through the nucleus's electrical barrier. A
neutron did not. Slowing down a neutron gave it more time in the vicinity of the nucleus, and that gave it more time
to be captured." [7]

This effect was particularly notable in the isotope U-235 rather than U-238. For U-235, the fission cross section
for slow neutrons is absolutely huge. It other words, if you have a sample of U-235 and you bombard it with slow
neutrons, the nuclei will almost certainly fission, rather than the nuclei capturing those neutrons. In fact, it is that
huge fission cross section of U-235 for slow neutrons which allows a chain reaction to be generated in natural
uranium (i.e., uranium which has not been enriched). This is despite U-235 making up less than 1% of natural
uranium. The remarkable fission cross section of U-235 allows a chain reaction in natural uranium as long as the
neutrons are slowed down. And this is what happens in a nuclear reactor: a chain reaction is generated in natural
uranium by slowing down the neutrons.

In order to slow the neutrons down in a nuclear reactor, the uranium has to be surrounded by a material called a
moderator. The neutrons collide with nuclei in the moderator and lose energy: they slow down. An example of a
moderator which is used in nuclear reactors is graphite, which is a form of carbon. A fast neutron which has been
emitted from a fissioned nucleus needs to travel through 20 centimetres of graphite, colliding with graphite nuclei on
its way, before its speed is sufficiently reduced. So it is clear that a nuclear reactor has to be quite a large structure.
In the reactor core, spheres or rods of natural uranium are interspersed with the moderator material, which acts to
slow down the neutrons.

So a nuclear reactor is based on a nuclear chain reaction in much the same way as we have seen a nuclear bomb is
also based on a nuclear chain reaction. But, because slow neutrons are involved rather than fast neutrons, the energy
released by a nuclear reactor is slow and controllable rather than fast and uncontrolled (as in a nuclear bomb). This
is also the reason why slow neutrons (and natural uranium) cannot be used to manufacture a nuclear bomb: a nuclear
bomb requires fast neutrons and enriched uranium.

And if a nuclear reactor is based on a self-sustaining nuclear reaction, then it has to have a critical mass of
material — again, just like in a nuclear bomb. But the inclusion of large amounts of moderator material, and the
complex arrangement of fuel rods, made it difficult to calculate the value of that critical mass — unlike the relatively
simple critical mass calculation for a nuclear bomb core which was presented in Chapter Five of this book. Hence,
the value of the critical mass for a nuclear reactor had to be found from experiment. Richard Rhodes considers the
problem: "A slow-neutron chain reaction in natural uranium, like its fast-neutron counterpart U-235, requires a
critical mass: a volume of uranium and moderator sufficient to sustain neutron multiplication despite the inevitable
loss of neutrons from its outer surface. No one knew the specifications of that critical volume, but it was obviously
vast — on the order of some hundreds of tons."

It was clear that in order to calculate the value of the critical mass, and to prove that a nuclear chain reaction was
possible, a test reactor would have to be built.

The world's first nuclear reactor

We are so used to the idea of nuclear reactors producing electrical power that it may come as a surprise that the
very first nuclear reactor was designed without the slightest interest in its potential to produce power. It has just been
explained that a chain reaction in natural uranium in a nuclear reactor is the perfect environment to produce
plutonium for nuclear bombs, and it was for this purpose that the first nuclear reactor was built.

To tell the story of the world's first nuclear reactor, we must once again catch up with the itinerant Leo Szilard.
When we last left Leo Szilard in 1939 he was just a guest researcher in Columbia University in New York City for
three months. Amazingly, in November 1940, Szilard had managed to find himself a proper job at last, and had been
added to the Columbia payroll. Szilard was worked hard with Enrico Fermi throughout 1941, trying to create an
experimental nuclear reactor. They had been trying to generate a slow-neutron chain reaction in natural uranium,
using graphite as a moderator. So far, they had not been successful.

With the attack on Pearl Harbor in December 1941, and the launch of the Manhattan Project, a decision was taken
in January 1942 to centralise all reactor research at the University of Chicago. Hence, Leo Szilard was on the move
once again.

It was clear that the reactor would be extremely large and would require a lot of space. The University of Chicago
was very supportive of the war effort, and agreed that the physicists could use any of the extensive sports facilities.



There were a number of rackets courts under the West Stand of the university's football stadium at Stagg Field. A
decision was made to locate the reactor in a doubles squash court.

In his successive reactor experiments, Fermi had to determine how close he was to achieving a sustained chain
reaction. In order to measure his progress toward that goal, Fermi calculated a value for the average number of
neutrons produced per fission in the reactor. As explained in Chapter Five of this book (the calculation of critical
mass), as long as more than one neutron is produced by the fission of a nucleus, then the total number of neutrons
will increase over time and a self-sustaining chain reaction will result. The goal for Fermi, therefore, was to ensure
that the average number of neutrons produced per fission was more than 1.0. However, in his first attempt at
creating a reactor, Fermi calculated that neutron production number to be a disappointing 0.87.

By May 1942, Fermi had improved the purity of the uranium and graphite in his experimental reactor and had
managed to improve the neutron production value to 0.995. While this was still short of the value of 1.0 required for
a chain reaction, it was believed that further improvements to the purity of the materials would now push the value
beyond 1.0. Therefore, at that point, work began on the full-scale reactor.

A total of 45,000 black graphite blocks were required. They were all machined to a standard size approximately
the size of a shoebox. The reactor was built in layers on the floor of the squash court. The first layer was purely
made of graphite blocks, containing no uranium. The second layer was made of blocks which had two seven-
centimetre diameter uranium spheres embedded. The layers alternated in this fashion as the reactor was built up.

The resultant arrangement of the graphite blocks is shown in the following diagram. You can see that some of the
blocks have two spheres of uranium embedded in them, whereas some of the blocks have no uranium spheres. The
end result is that the uranium spheres form a perfect cubic lattice, with each sphere surrounded by the necessary 20
centimetres of graphite moderator:

Ten control rods made of cadmium were used to keep the reaction under control. The rods were thirteen foot long
and were inserted into the reactor. Cadmium has a huge capture cross section for neutrons, so the control rods could
be used to dampen the chain reaction if necessary and keep it within safe bounds.

For security reasons, no photographs were taken of the Chicago reactor, but we do have an artist's rendering. At
the top of the ladder, you can see one of the control rods poking out of the blocks of graphite:



After 57 layers had been completed, Fermi's measurements of neutron intensity indicated that the reactor would
now go critical if all of the control rods were removed. By this point, the reactor was 20 feet high and 25 foot wide.
The reactor was completed on December 1st 1942, but it was decided that the experiment would take place the
following day.

The temperature the following morning was below zero. A crowd of about forty people gathered on the balcony
of the squash court to witness the historic event. As each of the control rods were removed slowly, the neutron
intensity increased but then levelled off — the reactor was still subcritical. The last remaining control rod was then
withdrawn slowly, with Fermi predicting "Now it will become self-sustaining. The trace on the recorder will climb
and continue to climb; it will not level off." Fermi's colleague, Herbert Anderson, describes what happened next: "At
first you could hear the sound of the neutron counter, clickety-clack, clickety-clack. Then the clicks came more
rapidly, and after a while they began to merge into a roar. Suddenly Fermi raised his hand and said that the pile had
gone critical. No one present had any doubt about it."

Now the chain reaction had started, the neutron intensity would keep rising instead of levelling-off. If the control
rods had not been reinserted then after an hour-and-a-half the rate of increase would have resulted in a power output
of a million kilowatts. But before it would have reached that stage, it would have killed everyone in the room and
melted through the concrete in the floor and the underlying rock. Theoretically, there is nothing that can stop a
reactor in meltdown before it melts its way to the Earth's core.

The Chicago event was historic. It was the first artificial nuclear chain reaction, the birth of nuclear power, and
the first time appreciable energy had been released from the atom. Crucially, it also opened the way to the
production of plutonium as a nuclear explosive.

As described earlier in Chapter Four, just eight years earlier, Leo Szilard had crossed the road in Southampton
Row in London and had first had the idea of how a nuclear chain reaction might be achieved. Standing on the
balcony of a squash court in Chicago, he had now seen his idea become a reality.

The Demon Core

Plutonium is an incredibly dangerous substance. Plutonium is extremely toxic if it is ingested or inhaled, and the
radiation from plutonium can also be deadly. The American environmental activist Ralph Nader once claimed that a
pound of plutonium could kill eight billion people.

A single plutonium core (sphere of plutonium) was responsible for two separate horrific fatal incidents at Los
Alamos. The sphere of plutonium had been created to be used in a series of "criticality experiments" designed to
accurately determine the necessary critical mass of plutonium for the bomb. The sphere was only 3.5 inches in



diameter — about the size of an orange. It was designed to be 5% smaller than the critical mass, and therefore safe
for experimentation. However, that was a small safety margin, and if any neutrons which were emitted by the core
were reflected back into the core then that could cause the core to become critical.

On August 21st 1945, the physicist Harry Daghlian was working alone, performing a criticality experiment using
the core. When Daghlian accidentally dropped a tungsten carbide block near the core, the neutrons which were
reflected by the block turned the core critical. There was a sudden blue flash — and even the air seemed to glow
blue (this is because of the fluorescence of air molecules when they are hit by charged radioactivity). Daghlian
quickly threw the brick away, but it was too late: he died 25 days later from radiation poisoning.

Precisely nine months later, Louis Slotin was working with the same core, performing a different criticality
experiment. However, Slotin's dangerous technique was unapproved. Slotin had surrounded the core with two
hemispheres of neutron-reflecting beryllium. Slotin was keeping the hemispheres apart by using the blade of a
screwdriver as a lever. Slotin was full of bravado, and had performed the experiment a dozen times before to various
teams of observers, proud of his ability to wield his screwdriver. When Enrico Fermi saw Slotin's experiment he told
Slotin that he would be "dead within the year".

The following photograph shows a re-creation of Slotin's experiment showing the hemispheres being kept apart
by a screwdriver blade (the spherical core is hidden inside the hemispheres, approximately the same size as the two
spheres you can see on the right):

On the day of the accident, Slotin's screwdriver slipped and the two hemispheres came together for a fraction of a
second. There was the usual flash of blue light showing that the core had gone critical. The criticality lasted for only
half a second before the core expanded due to the heat produced, and was then no longer critical. But the damage
was done.

Slotin died nine days later.
As a result of these two fatal incidents by the same core, the core was given the ominous name the "Demon Core".

The second of the Demon Core incidents was dramatised in the 1989 movie Fat Man and Little Boy. The character
of Louis Slotin in the movie was played by John Cusack. The Demon Core sequence is accurate and extremely
chilling. The sequence is available on YouTube at the following link:

 
http://tinyurl.com/thedemoncore
 
Right at the start of the sequence if you look carefully you can see the two hemispheres being kept apart by

http://tinyurl.com/thedemoncore


nothing more than the blade of Slotin's screwdriver, and you can even see the small spherical plutonium core inside
the hemispheres. You can later see Slotin twisting the wooden handle of his screwdriver to move the upper
hemisphere up and down. Then, as Slotin's screwdriver slips, you can see the deadly flash of blue light.

After these two fatal incidents, all hands-on criticality experiments at Los Alamos stopped. From then on, remote-
controlled machines were used to perform the experiments, with all personnel safely watching TV cameras a quarter
of a mile away.
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DETONATION
In this final chapter we will move on to consider the final step of the process: actual bomb design, and how to

detonate a nuclear bomb.

The sex of the bomb

The message from the discussion so far seems to be that the theory behind building a nuclear bomb is fairly
straightforward: you just have to assemble a critical mass of fissionable material in order to generate an explosive
chain reaction. However, there is another major technical challenge involved in the detonation of a nuclear bomb:
there is a need to assemble the critical mass in a very short period of time.

The critical mass must be assembled from smaller sub-critical pieces. A problem arises in that before the critical
mass is fully assembled, there is inevitably a short period of time when the total assembled mass is smaller than the
critical mass. During this very short window of time, it is possible for a small chain reaction to start in the material.
This small chain reaction might be initiated by an external source, for example, a neutron from a cosmic ray. Only a
very small amount of the material will be fissioned and the bomb will detonate with a vastly smaller explosive
power. This small explosion will blow the rest of the bomb apart before the majority of the material is fissioned.
This represents a failure of the nuclear explosive. This problem is called predetonation, and the resultant relatively
small explosion is called a fizzle.

In order to avoid predetonation, it is essential that the entire critical mass is assembled in an extremely short
period of time. In practice, this needs to be less than one millisecond.

The simplest way in which a critical mass can be rapidly assembled is to split the critical mass into two sub-
critical pieces, and then fire those two pieces together at great speed by using a conventional explosive. An example
is presented in the following diagram which shows an assembly mechanism which has been successfully used in a
nuclear bomb. The diagram shows a hollow tube of U-235 being fired down a gun barrel towards a bullet of U-235.
When the two pieces of U-235 are joined together, the resultant mass will be equal to (or greater than) the critical
mass and the bomb will explode:

It might appear rather perverse to fire the hollow tube of uranium onto the bullet, rather than performing the
reverse operation by firing a "male" bullet into the hollow tube. In fact for fifty years after the first atomic bomb was
constructed it was always believed that the bullet was fired into the tube, and this was always how it was presented
in every history book. However, we now know the correct design of the bomb thanks to the investigative work of a



truck driver from Wisconsin named John Coster-Mullen.
Coster-Mullen, together with his son Jason, has built a perfect replica of the Hiroshima atomic bomb. The

construction details were laboriously obtained from a huge variety of different sources including interviews with
machinists who worked on the bomb, and by forensic examination of photographs of the bomb.

In 1994, as part of his detective work to uncover the secrets of the bomb, Coster-Mullen had a telephone interview
with one of the bomb's original engineers named Harlow Russ. Russ was being careful not to divulge classified
information, but in the middle of the interview he happened to mention: "You know the projectile was hollow, didn't
you?" In other words, Harlow Russ had revealed that a hollow tube was fired onto the bullet — not vice versa as had
been assumed. Coster-Mullen had discovered that the "sex" of the bomb was female — not male.

According to the journalist Howard Morland: "Every encyclopaedia in the world, from the Britannica to the
World Book, described how the Hiroshima bomb was made, and included a diagram. News articles and school
teachers referenced these diagrams. But here's the thing: every single one got it wrong. John Coster-Mullen and his
self-published memoir got it right."

The story of John Coster-Mullen — and a discussion about the sex of the bomb — is available at the following
link:

 
http://tinyurl.com/costermullen
 
Coster-Mullen has also published a book called Atom Bombs which contains design details of the first atomic

bombs. The details are so accurate that this is truly "the book that the Feds tried to ban". In 2005, Coster-Mullen was
handed an internal Los Alamos email that described discussions taking place at the highest levels of the Los Alamos
National Laboratory to identify a way to quash his book. The book is also permanently banned from sale at the
National Museum of Nuclear Science and History in Albuquerque on orders from Sandia National Laboratory.
According to Harold Agnew, the former Scientific Director of Los Alamos: "There are drawings in there that are
absolutely correct. He's got everything exactly: dimensions, materials, and things that have been really classified.
His cross-section drawings are the most incendiary portions of his book."

Here is a photograph of me looking suitably awestruck at the cross-sectional diagrams in my copy of John Coster-
Mullen's book Atom Bombs:

 

Implosion

Let us now calculate how long it takes to assemble the critical mass using this method. The following calculation
is from Bruce Cameron Reed's book The History and Science of the Manhattan Project.

The gun muzzle velocity will be approximately 1,000 metres/second, and the lengths of both the projectile tube
and the target cylinder will be approximately 10 cm. These measurements are shown on the following diagram:

http://tinyurl.com/costermullen


At that speed of travel, it will take the projectile piece about 100 microseconds to completely surround the target
piece. So, using the "gun assembly" mechanism, it is possible to assemble a critical mass in approximately 100
microseconds. Hence, this method can be used to create a critical mass of uranium (it was stated earlier that
assembly time for a critical mass of uranium needs to be less than one millisecond).

However, it was discovered that the problem of predetonation was more serious for a plutonium bomb. The
problem arises because plutonium was found to have a far higher rate of spontaneous fission than uranium.
Spontaneous fission can occur when a nucleus splits randomly of its own accord, without being hit by a neutron.
Because of random neutrons being produced by spontaneous fission, it was likely that the chain reaction would start
before the projectile piece had completely surrounded the target piece, which would result in a much smaller "fizzle"
explosion. This meant that the previously-described gun assembly mechanism taking approximately 100
microseconds would be too slow to detonate a plutonium bomb. As an alternative, a more sophisticated "implosion"
method was developed at Los Alamos.

In order to understand how the implosion method works, let us remember the principle which underlies the
calculation of the critical mass. As described in Chapter Five, a critical mass of material is created when the amount
of neutrons escaping through the surface area of the material is less than the amount of neutrons being generated
within the material. So the obvious way to create a critical mass is to add more material. But it is clear that an
alternate method would be to reduce the surface area of the material, and thereby reduce the number of neutrons
escaping. This can be achieved by compressing the material, and increasing its density in the process.

The implosion method works by surrounding the bomb core with conventional high-explosive. The resultant
explosion can have a huge compressive effect, pushing inward at a speed of several kilometres a second and
achieving pressures comparable to those at the Earth's core. It takes only about a microsecond to compress the core
to criticality, which is clearly far faster than the 100 microseconds it takes for the gun assembly method. So the
implosion method avoids the predetonation problem of plutonium.

However, it is extremely difficult to compress a heavy metal object in a symmetrical manner using implosion.
When the method was first proposed, there were many in Los Alamos who thought it was not possible. The problem
was compared to the problem of crushing a full beer can without spilling any beer. A brilliant young physicist called
Richard Feynman who was working at Los Alamos considered the implosion method and simply said "It stinks".

The main problem arises because simply smearing a uniform spherical coating of high-explosive around the bomb
core will not produce a smoothly symmetrical compression of the core. To understand why that is the case, consider
the following diagram:



The diagram shows a uniform coating of conventional explosive (shaded in light grey) spread evenly around a
bomb core. You can see that a series of rectangular detonators are inserted into the explosive at a regular spacing.

In the diagram, let us just consider the top detonator. Because of the curvature of the bomb core, you can see on
the diagram that the distance from that detonator to a point A on the surface of the bomb core is slightly shorter than
the distance from the detonator to a point B on the surface of the bomb core. What this means is that the wave of
detonation of exploding material spreading from the detonator will reach point A slightly earlier than it will reach
point B. As a result, the compression will be applied earlier to point A and the result would be to deform the bomb
core — like crushing and deforming a beer can in your hand — rather than applying a smooth compression at all
points at the same time.

Clearly, the key to achieving a smooth compression is to ensure that the detonation wave hits all points on the
surface of the bomb core at the same time. This can be achieved by using a combination of fast-burning explosive
and slow-burning explosive, as shown on the following diagram:

The previous diagram shows two different types of conventional explosive being used, which burn at different
speeds. The fast-burning explosive is shown in the lighter grey than the slow-burning explosive.

Because of this arrangement of fast-burning and slow-burning explosives, you will see that even though the
distance from the top detonator to point A is shorter, the detonation wave will have to pass through more of the
slower explosive. Whereas the distance from the top detonator to point B is longer, but the detonation wave will
only pass through the fast explosive to get to point B. As a result, the detonation wave reaches both points A and B
at the same time, applying equal compression to all points at the same time. The result is a smooth compression of
the bomb core.

These arrangements of explosive charges have the effect of "bending" the emerging shockwave from the
detonator so that the shockwave meets the entire surface of the core at the same time. In other words, the shockwave
is bent in order to fit the shape it is intended to squeeze. These arrangements of explosives are sometimes called
explosive lenses because of the similarity to the way an optical lens bends a light wave, based on the similar
principle that light travels at different speeds through different media.

Interestingly, in modern implosion bombs the surrounding explosives are often modified by random amounts so
that the timing for individual detonators has to be correspondingly modified. The timing device is then stored away



from the bomb. In this way, even if a bomb is stolen by a terrorist group they will not be able to explode it without
the corresponding custom timing device. This technology — called a Permissive Action Link (PAL) — was
developed by the U.S. in the 1960s and freely-given to the Soviet Union to make the world a safer place.

So that basically describes the structure of a plutonium bomb based on implosion. However, there are two
structures that have not been described yet, and these are shown on the following diagram:

Around the plutonium core can be seen the tamper, which is a jacket of heavy metal. This acts to increase the
yield (the explosive power) of the explosion, and it does this in two ways. Firstly, the sheer weight of the tamper
restricts the expansion of the core due to the extreme heat generated in the core, thus giving the core more time to
fission completely. It is important that the core does not expand too rapidly as once its surface area grows too large
it no longer represents a critical mass and the chain reaction stops. The tamper also acts to reflect neutrons back into
the core and stop them escaping through the surface of the core.

At the centre of the core you will see a small black sphere, about the size of a golf ball. This is called the initiator,
and it is a neutron source which is designed to produce the very first neutron of the chain reaction.

The initiator is usually made of a small piece of the radioactive element polonium surrounded by some beryllium,
which is a very light metal. This arrangement is known to provide a good source of neutrons. Energetic alpha
particles from the polonium can knock neutrons out of the beryllium nuclei. When the core is crushed, the beryllium
mixes with the polonium sending out a shower of millions of neutrons — enough to kick-start the chain reaction.

So that completes the design of the plutonium implosion bomb. In the following final section of this book, we will
now see how a bomb such as this was used in the very first man-made nuclear explosion.

Trinity

In the middle of the barren New Mexico desert, 160 miles south of Los Alamos, there stands a black stone
obelisk, about 12 foot high. The obelisk is made of local lava-rock. There is a plaque on the obelisk on which just a
few words are written: "Trinity Site Where the World's First Nuclear Device Was Exploded on July 16, 1945."



The obelisk marks the hypocentre of the explosion.
There are several reasons why the site was chosen. The site had to be flat to allow for accurate measurements of

the explosion, the site had to have little wind to prevent the spread of radioactive fallout, and it was preferred to have
a site reasonably close to Los Alamos.

The following map shows the location of the Trinity test site. You can see it lies about 160 miles south of Los
Alamos, and about sixty miles away from the town of Alamogordo:



The decision was taken that a test of the plutonium bomb was essential, because of the uncertainties about the
implosion mechanism. The plutonium had cost about 250 million dollars to produce, and if the test failed then the
plutonium could be recovered and re-used.

The plutonium core and the surrounding shell of high explosive were manufactured at Los Alamos and transferred
separately to the Trinity test site. The plutonium core left Los Alamos first on the afternoon of Thursday July 12th

(the test was planned for the early morning of the following Monday). The orange-sized piece of metal was given
the VIP treatment, driven to Trinity on the back seat of an army sedan with a convoy of armed guards riding in front
and behind. The high explosive was driven overnight to avoid traffic and potential accidents, taking eight hours to
travel at thirty miles an hour to Trinity.

At Trinity, a temporary base camp was constructed nine miles away from where the bomb was to be detonated.
The following photograph shows the Trinity base camp:



The bomb was to be detonated at the top of a steel tower, one hundred feet tall. There was an oak platform at the
top of the tower which could support those working on the bomb, and there was a hole in the platform through
which the bomb could be raised. The platform was surrounded on three sides by corrugated iron, making a shack.
Here is a photograph of the Trinity tower:

At 1pm on the Friday afternoon, the high explosive shell arrived at the tower. The plutonium core arrived later in
the afternoon. Final assembly of the bomb took place in a canvas tent at the base of the tower. The bomb assembly
group was headed by Norris Bradbury. It was Bradbury who finished the bomb assembly in the late evening under
floodlights.

The following morning, the Saturday, the canvas was removed and the bomb was hoisted to the top of the tower



by an electric winch. When the bomb was at the top of the tower, the detonators were inserted into the bomb. Here is
a photograph of Norris Bradbury standing by the fully-assembled bomb at the top of the tower:

The power cables you can see attached to the bomb are attached to the detonators which were spaced around the
high-explosive shell. The power cables were so thick because a new type of detonator was developed specifically for
the plutonium bomb. If you remember back to the discussion about implosion earlier in this chapter you will
remember the importance of the shockwave hitting all points of the spherical core at the same time in order to
achieve smooth compression of the core. However, all that work on explosive lenses would have been pointless if all
the detonators did not all detonate at precisely the same time.

In order to achieve that microsecond accuracy of detonation, a new type of detonator was developed called an
exploding bridge wire detonator. The detonator was made of a thin wire through which a pulse of extremely high
current was passed. The current needed to be in the region of 100 kiloamps, which explains the large power cables
attached to the bomb. The wire instantly becomes hot and literally explodes — starting the detonation. Crucially, all
the detonators will detonate within a microsecond when the pulse of high current is applied.

The detonators were inserted on the Saturday, so Sunday became a day of waiting before the planned detonation
of the bomb early on Monday morning. An intense thunderstorm hit the site at 2 a.m. on Monday morning.
According to Isidor Rabi: "It was raining cats and dogs, lightning and thunder. We were really scared that this object
there in the tower might be set off accidentally. So you can imagine the strain on Oppenheimer." The detonation was
delayed until just before dawn. A telephone call was made to the governor of New Mexico warning him that he
might have to declare martial law if the explosion caused a panic.

At 5:30 a.m., the weather had cleared. The detonation sequence was controlled from inside an earth-covered
concrete control centre six miles from the bomb tower. Oppenheimer would watch the explosion from that shelter.

Busloads of visitors from Los Alamos were ready to view the explosion from the summit of Compania Hill,
twenty miles from the bomb. The crowd included many of the physicists who had worked on the bomb. It was dark
and cold, and the tension was almost unbearable. They had been advised to lie face down on the ground, with their
feet pointing toward the explosion. They had also been given welding glasses to protect their eyes. However,
Richard Feynman refused the glasses, later claiming to have been the only person to have viewed the explosion with
no eye protection. According to one observer: "It was an eerie site to see a number of our highest-ranking scientists
seriously rubbing sunburn lotion on their faces and hands in the pitch-blackness of the night, twenty miles from the
expected flash."

In the control centre just six miles from the bomb, the atmosphere was so tense that Oppenheimer could hardly
breathe. He held onto a post to steady himself and stared directly ahead as the last seconds ticked away.

5 … 4 … 3 … 2 … 1 … 0 …



First came the instant blast of light. Pitch black night suddenly turned to the most intense daylight, three times
brighter than the brightest Sun. Those lying on the ground at Compania Hill, twenty miles from the explosion, saw
distant hills suddenly brightly illuminated as if by a rising Sun.

Isidor Rabi at Base Camp, nine miles from the explosion, described the light: "We were lying there, very tense, in
the early dawn. Those ten seconds were the longest ten seconds that I ever experienced. Suddenly, there was an
enormous flash of light, the brightest light I have ever seen or that I think anyone has ever seen. It seemed to last
forever. You would wish it would stop; altogether it lasted about two seconds. Finally it was over, and we looked
toward the place where the bomb had been; there was an enormous ball of fire which grew and grew and rolled as it
grew; it went up into the air, in yellow flashes and into scarlet and green. It looked menacing. It seemed to come
toward one. A new thing had just been born; a new control; a new understanding of man, which man had acquired
over nature."

Philip Morrison described the other overwhelming sensation of the radiant heat: "The thing that got me was not
the flash but the blinding heat of a bright day on your face in the cold desert morning. It was like opening a hot oven
with the Sun coming out like a sunrise."

Norris Bradbury explained the difficulty in making sense of something which no one had ever seen before: "Most
experiences in life can be comprehended by prior experiences, but the atom bomb did not fit into any preconceptions
possessed by anybody."

The bomb had exploded with force of twenty thousand tons of TNT. The temperature at the centre of the
explosion was four times greater than the temperature at the centre of the Sun. The resultant pressure was more than
a hundred billion times the pressure at the surface of the Earth, and was the greatest pressure ever to exist on the
Earth. In Arizona, 150 miles away, it was reported that a woman was puzzled why she saw "the Sun come up and go



down again".
The greatest physics experiment of all time had been a success.
Robert Oppenheimer, the director of the Manhattan Project, was in the control centre just six miles from the

bomb. His brother Frank, also a physicist, was by his side. After the incredibly tense last few minutes, Oppenheimer
could breathe freely at last.

They both walked outside and climbed on top of the earth-covered bunker. Frank turned to face his brother —
who within the next few days would become the most famous man in the world — and said "It worked".
Oppenheimer looked at the immense mushroom cloud now climbing high over the desert.

"Yes", said Oppenheimer, "It worked".



FURTHER READING
The History and Science of the Manhattan Project by Bruce Cameron Reed
A highly-detailed and technical description of the science of the atomic bomb.

 
The Making of the Atomic Bomb by Richard Rhodes
The definitive account of nuclear physics leading up to the development and use of the first atomic bomb.

 
Trinity by Jonathan Fetter-Vorm
A graphic novel of the development of the atomic bomb, with plenty of good science. Extremely well done.



APPENDIX:

CALCULATING THE CRITICAL MASS
This Appendix is highly-mathematical, so only read it if you are confident about your mathematical abilities.

This Appendix contains the detailed calculation of the value of the critical mass, and continues from the
discussion in Chapter Five. We will start by calculating the flow of neutrons out of the material. This initial section
is going to introduce some mathematical terminology which is likely to be new to you. Please do not worry about it
or get bogged-down by the details. All we will need is the result at the end of this section which is a well-established
result in mathematics.

The spread of particles through a substance (for example, the spread of dust particles in air, or the spread of a
chemical through a liquid) is called diffusion. The theory behind diffusion has been well-studied, and there is a
branch of physics specifically called diffusion theory. We can apply precisely the same theory to consider the flow
of neutrons out of a volume (after all, neutrons are just another type of small particle — like dust particles).

To cut a long story short, in this section we will be seeing that diffusion theory tells us that that the flow of
neutrons out of the material is described mathematically by the Laplacian operator. All we will be needing from this
section is to find the formula for the Laplacian operator.

OK, so let's go …
 
As described in Chapter Five, the value of the neutron current is proportional to the gradient of the number of

neutrons. So, using the derivative notation, we can express the value of the neutron current, j, as:

where N is the number of neutrons in a volume of the fissionable material, and r represents the distance from the
centre of the material. Assuming the fissionable material to be in the shape of a solid sphere, then r represents the
distance from the centre of the sphere towards the edge of the sphere.

You will see that there is another constant in the expression: D is a constant called the diffusion coefficient which
is a fixed property of the fissionable material. We will be calculating the value of D later in this chapter.

The minus sign in the formula arises because the current is from the larger neutron concentration to the smaller
neutron concentration, whereas a positive gradient would normally be from low to high (as in climbing a hill, which
would represent a positive gradient).

But if the value of the neutron current remains the same over a distance then the number of neutrons entering a
volume of the material (the current in) will be the same as the number of neutrons leaving the volume of the material
(the current out). In other words, the number of neutrons in that volume will be unaltered. But what we are really
interested in is the change in the number of neutrons in that volume. That will then give us the rate at which the
neutrons are spreading into space, escaping out of the volume. Mathematically, this is called the divergence.

So if we want to calculate the divergence (the change in the number of neutrons in a volume) then we have to
consider the change in the value of the neutron current. In other words, we have to consider the derivative of the
neutron current. But we calculated earlier that the value of the neutron current, j, is given by:



which is, clearly, a derivative itself. So to find the change in the number of neutrons we need to take the
derivative of a derivative. Therefore, the change in the number of neutrons in a volume is calculated by the
derivative of j:

What we have done here is show that the change of the number of neutrons in a volume is given by the
divergence of the gradient. In mathematics, it is well-known that the divergence of the gradient is called the
Laplacian. As I said earlier, this is all we need to know from this section. The mathematical form of the Laplacian is
well-known and you can even find it on the Wikipedia page for the Laplacian.

The Laplacian for spherical coordinates (which is what we want) is given halfway down the Wikipedia page:
 
http://tinyurl.com/laplacianspherical
 
It does indeed have the two derivatives (a derivative of a derivative), which is what we just calculated. You will

see that the precise form is:

 

Creating the equation

So now we have a formula describing the flow of neutrons out of a volume. We are making good progress.
As stated at the start of Chapter Five, the critical mass occurs when the loss of neutrons through the surface of a

volume is equal to the build-up of neutrons inside that volume. In Chapter Five we calculated that the rate of
increase in the number of neutrons in a volume of the material is given by:

Putting this value equal to the previous equation for the loss of neutrons through the surface of that volume gives:

http://tinyurl.com/laplacianspherical


Dividing both sides by D and N, and changing the sign of both sides, gives:

This equation describes the distribution of neutrons in a critical mass. So now all we need to do is solve the
equation and find the shape of the distribution. However, I must admit, the equation does look very complicated!
But do not worry — we will find the equation has a surprisingly simple solution.

And in order to solve the equation, we are going to use a quite amazing tool …

The genius of Mr. Wolfram

We now have an equation we need to solve to find the value of N, which will tell us the distribution of the number
of neutrons within the fissionable material. You will see that the equation includes the value of N, and also the
derivative of N. Equations which include combinations of variables and their derivatives like this are called
differential equations.

Differential equations can capture the dynamics of a complex system in which elements are moving at different
rates to one another. As a result, differential equations are very useful tools for describing physical phenomena such
as heat flow or the motion of waves, and are used throughout physics and engineering. But differential equations can
also be used to describe any complex system with "moving parts" such as biology and economics.

The solution of differential equations then takes a central role in many science problems. The problem can be
complex because differential equations can come in a huge variety of different forms. For many simple forms, the
method of solution is well known and described in mathematical textbooks. But when more complicated situations
are described (for example, modelling the movement of airflow in weather forecasting), the differential equations
might have no simple solution and it is then necessary to use a powerful computer to perform repeated calculations,
slowly converging to a solution.

Our attempt to calculate the critical mass of an atomic bomb has resulted in the creation of a differential equation,
and we now have to solve that equation. However, the task of solving differential solutions just got a whole lot
easier thanks to the artificial intelligence website Wolfram Alpha.

The driving force behind Wolfram Alpha is the controversial mathematical genius Stephen Wolfram. Wolfram
was a child prodigy who published physics papers at the age of 15. In 1988 he left academia to develop the software
package called Mathematica. Mathematica can be used to solve complex problems, and to visualise solutions. The
program was an instant success and made Wolfram his fortune.

In 2002, Wolfram released a controversial book called A New Kind of Science in which he claimed that great
complexity arises from simple rules called cellular automata. Wolfram claimed to be able to use these simple
programs to model almost any complex system. Unfortunately, the book was widely-criticised for its arrogant tone
and unscientific approach, and there was the suggestion that the project represented a huge ego-trip for Wolfram. It
would appear that even geniuses have their failings.

In 2008, Wolfram released the Wolfram Alpha search engine (or "computational knowledge engine" as they call
it). The search engine technology behind Wolfram Alpha claims to be unique in that it can answer questions which
are posed in everyday language. I thought I would test this claim of Wolfram Alpha, so I went to its webpage:

 
http://www.wolframalpha.com

http://www.wolframalpha.com


 
In the Wolfram Alpha search box I entered the question "Who was the oldest Beatle?" Sure enough, in just a few

seconds it came back with the correct answer "John Lennon". In contrast, entering the same query into Google just
returns the usual long list of search results. It is clear that Wolfram Alpha is attempting to do something very
different: it is trying to understand your question, and calculate an answer (this is opposed to the usual search
engine method of just matching character strings). This is true artificial intelligence: a brain on the web.

What makes Wolfram Alpha particularly interesting for our particular problem is that some of the mathematical
processing ability of Mathematica has been incorporated into Wolfram Alpha. This makes Wolfram Alpha
incredibly useful for solving any mathematical problems you might encounter. For example, I was surfing the net
recently when I saw a mathematical puzzle asking me to find the value of x in the following equation:

Can you solve the puzzle and calculate the value of x?
Well, it looked a bit of a brain-ache to me, so I went straight to the Wolfram Alpha website:
 
http://www.wolframalpha.com
 
and in the search box at the top of the page, I typed the puzzle in English just as it is written:
 
square root of (x+15) plus square root of x equals 15
 
So the search box looked like:

Try it yourself. Then click the icon at the extreme right of the search box to start Wolfram Alpha computing the
solution. After a few seconds computation, it returns the correct answer, giving you the value of x (you may have to
scroll down the page to see the solution). I won't tell you what the answer is — try it yourself!

So Wolfram Alpha can understand most mathematics problems (or any question) which you type in natural
English. That makes it very handy for solving a wide range of puzzles. In fact, in typically modest Wolfram style, it
claims to have the ambitious long-term goal of "computing whatever can be computed about anything".

Of particular interest, Wolfram Alpha is able to recognise a differential equation and find its solution — and that's
good news for us because we are going to use Wolfram Alpha to solve our differential equation …

Solving the equation

If you remember, this is our differential equation:

Yes, it looks very complicated, but as I said earlier we will find it has a very simple solution.

http://www.wolframalpha.com


I am going to make a temporary modification to this equation purely for reasons of brevity and convenience, and
also to make it easier to enter into Wolfram Alpha. You will see that the right-hand side of the equation is formed
from a combination of various constants, which are based on the properties of the fissionable material. The end-
result will just be another different constant. So, purely so that I don't have to write out the same long expression
each time, let us replace the right-hand side of the equation with the constant value, k. In other words:

In which case, our differential equation then becomes:

When we finish our calculation, we will replace k with the original combination of constants.
In order to solve this equation, we have to discover the form of the distribution of neutrons which is described in

the equation by N, with the value of N varying as we move from the centre of the material to the edge of the
material. We are going to use Wolfram Alpha to solve this equation in rather a backward fashion. We are going to
suggest a likely candidate solution for N, and then use Wolfram Alpha to check if that potential solution satisfies the
differential equation. If that is shown to be the case, then we have a verified solution for our equation and we would
have achieved success. However, if the solution is only slightly incorrect then we will need to slightly modify our
candidate solution and run it through Wolfram Alpha again.

So what type of candidate solution might we try to describe the distribution of neutrons? Well, we would imagine
that the number of neutrons in the material would be highest in the centre of the material as that is the region which
is furthest from the edge. Conversely, we would imagine that the number of neutrons would be lowest at the edge of
the material as that is where the losses occur. And in between those two extremes we would imagine the number of
neutrons would decrease smoothly along a curve.

This suggests a smooth curve like a sine wave, and there is a simple potential candidate solution which fits the
bill:

Let us now use Wolfram Alpha as a visualization tool to help us see what this candidate solution looks like. Will
it resemble the expected distribution of neutrons in a critical mass? To find out, go to the Wolfram Alpha website:

 
http://www.wolframalpha.com
 
In the search box at the top of the page, enter the following string into the search box (take care to note the first

"minus pi" term):
 
plot (sin(r)/r) from r=-pi to r=pi
 
Your Wolfram Alpha search box should then look like this:

http://www.wolframalpha.com


Click the icon at the extreme right of the search box to start Wolfram Alpha computing the solution. After a few
seconds computation, you will be rewarded with the following graph:

You can see the distribution of neutrons is at its highest in the middle of the graph, which represents the centre of
the fissionable material (r=0). There is then a smooth decline in the number of neutrons toward the edge of the
material as losses are higher nearer the edge. The number of neutrons is zero at the edge as any neutrons produced
by fission are free to fly straight out of the material, so there is never any opportunity there for the number of
neutrons to build up.

So the general shape of this graph looks much as we would expect. This gives us confidence in our candidate
solution.

If you are stuck and having problems getting Wolfram Alpha to work correctly, I have already entered the correct
data and generated the correct graph. So, only if you are stuck, the following link should always work, taking you
directly to the correct page showing the graph:

 
http://tinyurl.com/neutrongraph
 
For our next step, we will use a different feature of Wolfram Alpha: its capability to solve differential equations.

To recap, our candidate solution is:

Can this really be the solution we are seeking? We might have our doubts as it does seem to be rather simple. We
need to check to see if this potential solution satisfies our differential equation. To do that, we need to replace both
occurrences of N in our differential equation with sin(r)/r. That gives:

http://tinyurl.com/neutrongraph


We will check if this is the correct solution by using Wolfram Alpha to calculate the value of the left-hand side of
the equation, and checking that the result is equal to minus k (the right-hand side of the equation).

So return to the Wolfram Alpha webpage and carefully enter the following expression as a single continuous line
into the search box:

 
1/(sin(r)/r) * 1/(r squared) * derivative of ((r squared) * derivative of (sin(r)/r))
 
This expression represents the left-hand side of the previous differential equation. Compare the expression with

the left-hand side of the differential equation and see if you can spot that the various elements in the two forms
correspond to each other.

Your Wolfram Alpha search box should now look like this:

Click the icon at the extreme right of the search box to start Wolfram Alpha computing the solution. After a few
seconds computation, it should come back with its answer:

If everything has gone correctly then at the top of the answer you should see that Wolfram Alpha has correctly
interpreted the input string into the correct form of the differential equation. And underneath that you will see that
Wolfram Alpha has calculated the value of the expression and found that it is equal to minus one.

If you are stuck and having problems getting Wolfram Alpha to work correctly, I have already entered the correct
data and the computation worked correctly for me. So, only if you are stuck, the following link should always work,
taking you directly to my results page:

 
http://tinyurl.com/candidatesolution
 

http://tinyurl.com/candidatesolution


The result of minus one is an encouraging result, though it is not quite correct. We were hoping that the result
would be equal to the right-hand side of our differential equation, which is minus k. But minus one is very similar to
minus k, so all we have to do is tweak our candidate solution slightly.

Clearly, in order to get a result of minus k, our candidate solution will have to include the value of k somewhere in
it. So let us modify our candidate solution slightly by including the value of k in some way. With that in mind, let us
try this new candidate solution for the distribution of neutrons:

You will see that the square root of k has been added to the candidate solution. Let us now check if that satisfies
our differential equation (which has now become even more complicated!):

Let us enter the left-hand side of this equation into Wolfram Alpha and see if it gives us the answer we want. So
return to the Wolfram Alpha webpage and carefully enter the following expression as a single continuous line into
the search box:

 
1/(sin(r * square root of k)/r) * 1/(r squared) * derivative of ((r squared) * derivative of (sin(r * square root

of k)/r))
 
Once again, click the icon at the extreme right of the search box to start Wolfram Alpha computing the solution.

After a few seconds computation, it should come back with its answer:

Hooray! Wolfram Alpha has calculated that the result is equal to minus k, which is the correct result we were
looking for (minus k was the value on the right-hand side of our differential equation). So our complicated
differential equation turned out to have a really simple answer: the accurate formula for the distribution of neutrons
in our critical mass is given by:



If you are stuck and having problems getting Wolfram Alpha to work correctly, I have already entered the correct
data and the computation worked correctly for me. So, only if you are stuck, the following link should always work,
taking you directly to my correct results page:

 
http://tinyurl.com/resultspage
 
If you followed all the steps and everything worked correctly, then congratulations! Now, for the last step, let's

put some actual numbers into this result and calculate the value for the critical mass in terms of kilograms.

Calculating the critical mass

We have now done the hard part of this calculation. The rest is now relatively simple.
To recap, we have shown that the distribution of neutrons in our critical mass is described by:

To obtain the value of r when we have a critical mass of the material, we will use our knowledge of the properties
of the edge of the critical mass. In solving a differential equation, this is called a boundary condition.

We know that the net amount of neutrons produced at the edge will be the smallest value as that is where neutron
losses out of the material are largest. From our high-school knowledge of trigonometry we know that the sine
function reaches a minimum at π radians (or, equivalently, 180 degrees). Indeed, if you look at our earlier graph
showing neutron distribution, you will see that it reaches zero when the horizontal scale is at π radians. So, in the
previous formula, with r set equal to the critical radius, Rc, that means the contents of the bracketed term must be
equal to π.

So, just considering the contents of the bracketed term:

Let us now replace k in this equation with the combination of constants which k represents (remember, we did the
reverse substitution earlier). The equation now becomes:

Squaring both sides of the equation gets rid of the square root:

http://tinyurl.com/resultspage


Rearranging the elements of this equation gives:

Which is the formula for the critical radius which you will find in Section 10 of the Los Alamos Primer which
deals with the calculation of the critical mass.

Let us take the square root of both sides to get our final result for the critical radius:

And that's it! That is the final equation for the critical radius of the critical mass! If you managed to follow all the
steps — and completed the Wolfram Alpha exercises on your computer — then you can genuinely tell your friends
that you used a computational knowledge engine to solve a differential equation to calculate the distribution of
neutrons in a nuclear bomb core. If they are not impressed by that — then get new friends.

Let us now put numbers into this formula to get a value for the critical mass:

If you remember it was explained in Chapter Five that ν is the average number of neutrons produced from the
fission of one nucleus, which for uranium-235 is equal to 2.52.

Also explained in Chapter Five, τ is the average time between fissions. This is a very short period of time, only
a few nanoseconds. As a result, a nuclear explosion releases all its energy in just a microscopic fraction of a
second. To be precise, τ is equal to only 8.1 × 10-9 seconds.

D, which was introduced earlier is the diffusion coefficient. D is calculated from the average distance between
collisions (the mean free path) which is 0.029 metres, multiplied by the velocity of the neutrons which is
1.7 × 107 metres/second, divided by the number of dimensions of space which is 3. That means D is equal to
1.6 × 105 metres2/second.

If you substitute these three values into the previous formula for the critical radius you will get the result that the
critical radius of uranium-235 is 9.1 centimetres.
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NOTES
[1] Note that the "Twenty thousand leagues" of Jules Verne's book refers to a huge distance travelled — not depth

under water, as twenty thousand leagues is twice the circumference of the Earth.
[2] To Mars by A-Bomb: The Secret History of Project Orion, http://tinyurl.com/projectorionmovie
[3] Paul Gilster, Project Orion: A Nuclear Bomb and Rocket — All in One, http://tinyurl.com/centauridreams
[4] A third type of radiation called gamma radiation was discovered later. Gamma radiation is a form of high-

energy electromagnetic radiation (such as light or X-rays). We will not be considering gamma rays further in this
book.

[5] This echoed a discovery in 1932 by Marie Curie's daughter Irène and her husband Frédéric Joliot who had
considered alpha particle bombardment of light elements.

[6] The Cosmic Origins of Uranium, World Nuclear Association, http://tinyurl.com/uraniumorigins
[7] This effect can also be understood in a different way. Because we are dealing with particles, quantum

mechanical effects dominate. Every particle has an associated radius called the de Broglie wavelength which can be
understood as being the cross section of a point particle. A slow-moving neutron will have low energy and will see a
larger de Broglie wavelength of the nucleus, which means a larger fission cross section.

http://tinyurl.com/projectorionmovie
http://tinyurl.com/centauridreams
http://tinyurl.com/uraniumorigins
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1

THE PHYSICS OF CONSCIOUSNESS
Here are six questions. I would like you to answer either "yes" or "no" to each question:

Is a human being conscious? (Presumably you would answer "yes" to this question).

Is a chimpanzee conscious?

Is a dog conscious?

Is an ant conscious?

Is a computer conscious?

Is the internet conscious?

Maybe you answered "yes" to all six of those questions, but I imagine most people would have started saying
"yes" then at some point they would have felt that a threshold had been crossed and they would have started to say
"no", the object was not conscious.

I am not presenting these questions as a test to see if you give "right" or "wrong" answers. I certainly do not know
the correct answers myself, and I do not even know if there is such a thing as a right or wrong answer to a few of
these questions. I am merely presenting these questions to emphasize how difficult it is to define consciousness, and
how difficult it is to detect the presence of consciousness.

Even though it is very difficult to define a feeling, we might ask "what is consciousness?" It might be said it is an
awareness, a perception of one's self and the world around you. It is an awareness that you exist as an independent
thinking entity.

I hope you get the message that it is very difficult to describe consciousness in anything but very vague terms.
However, that is not to say the task of recognising consciousness is impossible. In the late 1960s, the psychologist
Gordon Gallup was shaving himself in the mirror when he got the idea for a consciousness test which is now called
the mirror test. The aim of the test is to determine if an animal has visual self-recognition, which is believed to be a
measure of self-awareness. In the test, a mark is discreetly written on the forehead of an animal (for example, a
chimpanzee) so that the animal is not normally capable of seeing the mark. The animal is then given access to a
mirror and the reaction of the animal is observed. If the animal uses the mirror to recognise and investigate the mark,
then that would appear to show that the animal perceives the reflected image as itself. This seems to suggest that
there is some inner awareness of self — something which is often considered to be a key element of consciousness.

The following image shows an actual example of the mirror test being performed on a baboon:



However, so far only humans, chimpanzees, dolphins, and a single very clever elephant have passed the mirror
test. Are we really suggesting that only those animals are conscious? Are we suggesting that dogs, cats, bears, and
all those other animals are not conscious? Is the mirror test a reliable test of consciousness? In other words, is self-
awareness a necessary factor of consciousness? We shall be considering these questions later in this book.

Perhaps it is easiest to admit that consciousness is best described in fuzzy terms as just a feeling, without strict
definition: if you are currently wondering what consciousness is, then you must be conscious. It is the feeling you
are having right now.

It is this vague and subjective definition of consciousness that has made it an unattractive and unpopular subject
for physicists. And the few physicists who have dared to treat the subject seriously have generally, unfortunately,
not found their work particularly well-received by the physics community. The real problem with the field is that it
is not possible to test — or, more accurately, falsify — hypotheses about consciousness. Everyone seems to have
their own personal hypothesis, their own personal theory. However, unlike physics, it is not possible to test those
theories (how can you perform experiments on "feelings"?) to discover which hypotheses are incorrect. So, unlike
physics, it is not possible to winnow-out the weak theories: there is no natural selection, no "survival-of-the-fittest"
process for those theories. As a result, not only does the field not advance, but it gains a reputation for being
unscientific — and best avoided by physicists. The field has therefore mainly been studied by neuroscientists and
philosophers, with several valuable new insights coming from the neuroscientists. We shall also be seeing later that
the neuroscientists are developing tests for consciousness, so consciousness research should no longer be considered
"untestable".

This book, however, will take a slightly different approach. In this book, we will be tackling the problem from the
viewpoint of physics, mathematics, computer science and artificial intelligence — and even some electronics.

But, before we start our quest to uncover the mystery of consciousness, there are a couple of principles (or
problems) of which you should be aware …

The mind-body problem

In the 17th century, René Descartes presented a rather direct explanation for consciousness. Descartes declared
that the mind was made of fundamentally different "stuff" to the rest of the body. The mind was non-physical, and
was distinctly separable from the rest of the body. This philosophy is called dualism.[1] Descartes even suggested a



region in the brain where the mind might be found: the pineal gland, which is a small gland in the centre of the
brain.

The motivation for Descartes philosophy was that the contents of our minds seem fundamentally different from
the physical world we see around us. We might see a rock, and we know it is not conscious. We might see a more
complex object, like a clock or a car, but we still know that those objects are not conscious. Somehow, the contents
of our minds seem different. We do not seem tied to the physical world, the world of matter. Instead, our minds
seem somehow immaterial, insulated from the material world, somehow floating in a higher realm of thought.

And in that higher realm, our insulated minds cannot be damaged by the physical world. As our bodies grow old
and maybe painful, our minds can stay young, apparently impervious to the ravages of time. I have often heard an
old person say that they feel the same in their mind as they did when they were young — I feel the same way myself
(though I do not yet consider myself old). It is as if the physical world cannot affect our mind.

But if that is really true — if the mind is immaterial and the physical world cannot affect the mind — then that
raises a problem. The problem comes when we consider the other direction. Because if our minds really live in a
higher-realm, unaffected by the physical world, then how on Earth can our minds ever affect the physical world?
How can the immaterial consciousness in our heads move our arms and legs, for example?

This apparent paradox is called the mind-body problem. It is similar to the question of how ghosts in movies can
walk through walls, but conveniently do not fall through the floor.

So, according to the mind-body problem, the challenge lies in the interface:

 

Substrate-independence

The second principle I would like to describe to you is based of the idea that there is nothing particularly special
about biological cells: consciousness could still arise in some different underlying hardware. This idea seems
eminently sensible: if you read my seventh book you will know that physics tells us that all electrons are exactly the
same, and all protons are exactly the same. There is surely nothing special about the particles that form the atoms of
biological cells.

This principle also seems to tie-in with our own experience. Our brains might be made of material with the
consistency of rice pudding, but in our minds we do not feel as though we are made of "brain stuff" — we do not
feel as though we are made of rice pudding. In fact, we feel completely independent of our brain hardware. We
would surely feel the same even if our consciousness was transported to completely different hardware.

This principle — that consciousness is independent of the underlying hardware — is called substrate-
independence. The principle of substrate-independence is described by the neuroscientist David Eagleman in his
book The Brain: "If that turns out to be true, then in theory you could run the brain on any substrate. As long as the
computations chug along in the right way, then all your thoughts, emotions, and complexities should arise as a
product of the complex communications within the new material. In theory, you might swap cells for circuitry, or
oxygen for electricity: the medium doesn't matter, provided that all the pieces and parts are connecting and
interacting in the right way. In this way, we may be able to 'run' a fully functioning simulation of you without a
biological brain."

A very similar standpoint is expressed by the neuroscientist Christof Koch in his book Consciousness:
"Functionalism applied to consciousness means that any system whose internal structure is functionally equivalent
to that of the human brain possesses the same mind. If every axon, synapse, and nerve cell in my brain were



replaced with wires, transistors, and electronic circuitry performing exactly the same function, my mind would
remain the same. It is not the nature of the stuff that the brain is made out of that matters for mind, it is rather the
organization of that stuff — the way the parts of the system are hooked-up, their causal interactions. A fancier way
of stating this is 'Consciousness is substrate-independent'."

Taken to its logical conclusion, substrate-independence appears to suggest that there is nothing preventing a
sufficiently-complex computer from becoming conscious. But is that really the case? We will be considering the
question of whether computers can be conscious in Chapter Five.

The principle of substrate-independence seems to have gained widespread acceptance by consciousness
researchers, and it would appear that any explanation of consciousness would likely need to possess the property of
substrate-independence. That will be a guiding principle of this book.

So the mind-body problem and substrate-independence provide us with some guidance on our quest to explain
consciousness. But where should we look for our solution? Surely, as physicists and scientists, there is only one
place we should be looking …

Consciousness and the Standard Model

The discovery of the Higgs boson in 2012 completed the orthodox model of particle physics. That model is called
the Standard Model of particle physics. The Standard Model contains a complete listing of the known elementary
particles, together with a complete understanding of their interactions. Experiments have tested the predictions of the
Standard Model with great accuracy, and there is no doubt that it is an accurate model of the subatomic world.

Here are the particles in the Standard Model:

Because the Standard Model explains the universe with such accuracy, and as it has been tested so thoroughly, it
makes it very difficult to propose any convincing new extension to the model — there really are very few gaps to be
exploited. The most famous of these "Beyond the Standard Model" (BSM) theories is supersymmetry, which
proposed an additional suite of particles to be added to the Standard Model, but experiments at the LHC have found
no such particles.

The overwhelming success and acceptance of the Standard Model seems to raise challenges for the previously-
described philosophy of dualism, in which consciousness is suggested to be held in some vague "immaterial"
substance in the brain. As scientists, vaguely stating that an additional substance exists which is not described by the



Standard Model is not sufficient: we have searched for additional particles using high-energy accelerators and we
have found nothing more.

So our challenge appears to be to try to find where this peculiar "immaterial" mind substance can be found within
the Standard Model.

As described earlier, the mind-body problem raises the question of how something immaterial could ever interact
with the world of matter. How can consciousness ever hope to move arms and legs? What would the interface look
like between matter and non-matter? Well, perhaps surprisingly, the Standard Model has the answer as to whether or
not something immaterial can affect something material. The solution is that it is absolutely no problem: yes,
something immaterial can definitely affect something material.

To understand why this is the case, we need to realise that all of the particles in the Standard Model can be
divided into one of two classes. Referring back to the previous diagram, you will see that the first class of particles is
the fermions, which are the matter particles such as the electron and the proton which can combine to make atoms.
Atoms are made of matter — the "stuff" which makes the objects around us, the objects we can touch and feel. The
second class of particles is the bosons, which might be considered the immaterial particles ("immaterial" means "not
made of matter"). As an example, a beam of light is composed of photons which are bosons — and you cannot touch
or feel an immaterial beam of light.

However, it is known that a photon (an immaterial particle) can deflect an electron (a matter particle) in an effect
called Compton scattering. The following diagram shows a photon deflecting the path of an electron (this is showing
a vertex from a Feynman diagram):

So here in one diagram we have an answer to one question which is often raised about the mind-body problem:
"Could it ever be possible for something immaterial to affect something material?" The answer — according to the
Standard Model — is yes it can, and this is how. The question raised earlier was how could there possibly be an
interface between the material and the immaterial. Well, the previous vertex describes just such an interface.

The general point I am trying to make is that it is possible to cross seemingly unbridgeable gaps between the
material and the immaterial, and we will be returning to this theme towards the end of this book.

However, elementary particles are not considered to have any internal structure and are surely not capable of
sustaining consciousness as individual units. Also, attempting to tie consciousness to any particular form of
hardware (e.g., a particular type of particle) appears to be at odds with our intended aim of finding a substrate-
independent solution which would be independent of any particular underlying hardware.

So it would appear we have drawn a blank in our attempt to incorporate consciousness into the Standard Model.
But we should not give up yet.

Because there is something else …
There is a different substance, a different candidate to be considered the "stuff" from which our consciousness is

made.
This substance is completely tied to the physical world, it is therefore represented in the Standard Model, but it

also appears to inhabit a realm above the physical world. What is more, it possesses the desired substrate-
independence because it can traverse the world of both fermions and bosons — the material and the immaterial —
giving an impression of how it might represent a potential solution to the mind-body problem.

This substance never decays, never grows old. In that respect, it is impervious to the damage inflicted by the
physical world. But it is also rigorously defined both in physics and mathematics, and it now even has its own law of



conservation — which is considered to be on the same level as the law of conservation of mass or energy.
But this substance seems grander than the purely physical: it can represent music and poetry, art and ideas.

However, it can also start wars — and bring peace. We find this substance so fascinating that we can stare at it for
hours every evening as it holds us spellbound.

In fact, this substance dominates our lives to such a extent that it has given its name to this entire current era of
humanity.

So let me introduce you to this remarkable substance …

Information

463 West Street today is a rather inconspicuous twelve-story apartment block overlooking the Hudson River in
Lower Manhattan. Everyday, people walk past staring into their smartphones, unaware that the technologies which
makes their smartphones "smart" were developed in the building.

Until the 1960s, 463 West Street was the home of the Bell Telephone Laboratories, the largest industrial research
centre in the United States. The technologies invented or developed there included talking movies, colour television,
radar, and live video broadcasts. But the most monumental year of the Bell Telephone Laboratories came just after
the war.

In 1948, there were two major developments in the Bell Telephone Laboratories which might initially appear
unconnected, but acting together they were to create the modern world. The first announcement was of the invention
of a tiny electronic device, described in the press release that "it may have far-reaching significance in electronics
and electrical communication". That was definitely an understatement. The tiny device rather unimpressively
resembled an insect with a small body and spindly legs. It was called the transistor.

Each of those people walking past the inconspicuous apartment block in Lower Manhattan holding an iPhone in
their hand is actually holding two billion of those strange little transistor devices (in the Apple A11 microprocessor).
The transistor was to revolutionise the world. We shall be considering the transistor in Chapter Three.

The second major discovery to emerge from the Bell Telephone Laboratories in 1948 was a scientific paper
published in The Bell System Technical Journal. The paper had the title "A Mathematical Theory of
Communication" and it was written by a thirty-two-year-old researcher named Claude Shannon. Shannon was thin,
gaunt, with an intense gaze. They were the eyes of a man who could see the future:



If the transistor was to create the hardware for the iPhone, the idea in Shannon's paper was to supply the signal —
and the content. The word "transistor" was a new term introduced by the Bell Telephone Laboratories in 1948.
Shannon's paper introduced yet another new word: the bit.

At the time, the Bell Telephone Laboratories' revenue came from telephone sales, and their telephone network.
The question was raised internally, "What do we sell? What do we carry?" The Post Office carried letters and
parcels. What did Bell Telephones carry? Electricity along its wires? Surely not — it was not a power company.
Shannon realised that what was being carried was conversations, but he needed some way to quantify the amount.
Hence, Shannon devised the "bit" as a fundamental unit, just like the metre, or the litre, or the kilogram. But what
did the "bit" measure?

Shannon said it himself. The bit was: "A unit for measuring information."
Up to that point, the word "information" had only been used very informally, with ambiguous meaning. Shannon

redefined the term by giving it a very specific technical meaning: information was something you could measure in
terms of the number of bits it took to describe a message. In his book titled The Information, James Gleick describes
the impact of this redefinition of "information": "And then, when it was made simple, distilled, counted in bits,
information was found to be everywhere. It led to compact discs and fax machines, computers and cyberspace,
Moore's law and all the world's Silicon Alleys."

The word "bit" is a contraction of "binary digit". A binary digit can have one of only two values: either 0 or 1.
Bits can be strung together to make a larger binary number, which could potentially represent any form of
information: a movie, words in a book, music. The more bits there are in a string, the more information is contained
in that string:

 
101100110011000101101110101101011011101
 
When information is transmitted or stored, it is common to use an alphabet of symbols. The most widely-used

alphabet is the Latin alphabet, with its modern day English, French, and Germanic variants. But the same principles
apply to any alphabet of symbols.

Characters in the alphabet can be converted into bits in order to be transmitted or stored electronically. Let us now
consider an example. Let us imagine we have a complete text document — written in English — which we want to



transmit to a second computer in order for that second computer to display the document on its screen in its entirety.
How many characters would we need in our alphabet?

We would obviously need the 26 letters of the English alphabet ("A", "B", "C", etc.) and the 26 lower-case
equivalent letters ("a", "b", "c", etc.) requiring 52 characters in our alphabet. But there would also be other
characters required for punctuation, such as the full stop (period), comma, and hyphen, and — of course — the
"space" character between words. Other characters which might appear in a text document include the dollar sign,
the ampersand, and bracket characters. So it appears our alphabet would require in the region of about a hundred
characters, or maybe slightly more.

To cut a long story short, such an alphabet for representing text in computers has been constructed and it is called
the ASCII code (American Standard Code for Information Interchange). There are 128 characters in the ASCII
alphabet. Those characters are given numeric codes from (0 to 127) in order to be transmitted and recognised by the
receiving computer.

In order to be transmitted as a stream of information, each character is converted into a seven-bit code. Why seven
bits? That is because in the binary numbering system it is possible to represent a number from 0 to 127 using seven
bits.[2] Here are a few of the ASCII characters together with their associated decimal codes and seven-bit binary
codes:

So the total number of characters in an alphabet is given by 2N, where N is the number of bits allocated to each
character. In the previous ASCII example, the total number or characters would be 27, which is equal to 128.

But now let us consider the reverse question: if a single character from an alphabet is received, or a string of such
characters, then how much information has been transmitted? The answer actually depends on the size of the
alphabet. If a single character is transmitted from a very small alphabet (for example, a 0 being transmitted when the
only possibilities are either 0 or 1) then the amount of information which is transmitted is less than if the character
had come from a very large alphabet. This is because, in the latter case, you would be specifying a single symbol
from a greater range of possibilities: more precise and more specific information is being transmitted. Shannon
stated that the amount of information, H, transmitted by a series of n characters is given by:

where W is the size of the alphabet.
Hence, for the previous ASCII example, the amount of information contained in a single ASCII character (setting

n=1 for a single character) would be log2(128), which is equal to 7. The previous formula therefore tells us that the
information transmitted by a single ASCII character is equal to seven bits of information.

By developing this equation to describe the amount of information content, Shannon revealed how information
could be defined and measured. Shannon's breakthrough is described by James Stone in his book Information
Theory: "Before Shannon's paper, information had been viewed as a kind of poorly defined miasmic fluid. But after
Shannon's paper, it became apparent that information is a well-defined and, above all, measurable quantity."



And, if information could now be measured, that made it sound like a very real thing indeed. Information could
now be processed as if it was a physical substance. It could be "compressed" like a gas (for example, to reduce the
size of a movie file on a hard disk), or "filtered" like a liquid (for example, to extract interesting search results).

After Shannon, "information" resembled a physical substance.
After Shannon, "information" was a thing.
 
But what is the connection between entropy and information? Let us find out …

Maxwell's Demon

In our attempts to analyse consciousness, what we would really like to discover would be some way of
representing conscious thought in a form which we could analyse scientifically. However, it would appear to be a
hopelessly ambitious goal to be able to represent consciousness in that manner: how could you express a "feeling" in
an equation? But while it seems an almost impossible task to quantify consciousness, it appears it is possible to
quantify "thinking".

In this section, we are going to generate a scientific definition of "thinking". In doing so, we will gain an insight
into precisely what activity the brain actually does.

The way we are going to define thinking is by considering a famous thought experiment which involves the
following cute little gremlin:

In our thought experiment, the gremlin is going to be doing a lot of thinking. However, rather bizarrely, the
gremlin is going to do no actual physical work. It might appear to be impossible for the gremlin to have any
measurable effect on the physical world if he performs no actual physical work, but we shall see that the thought
experiment describes a particular situation in which that is possible.

To analyse the thinking of the gremlin, we are not going to consider the details of the workings of the gremlin's
mind. Instead, we are going to treat the gremlin's head as a "black box", and merely consider the external effects of
the gremlin's thought processes. With no physical work being performed, we can be sure that all observed effects
must be purely due to the intellectual efforts inside the gremlin's head. We are then going to define "thinking" as the
process which must have occurred in the gremlin's head in order to produce the observed effects.

So let us consider the thought experiment.
In 1867, the great Scottish physicist James Clerk Maxwell wrote a letter entitled "On the Decrease of Entropy by

Intelligent Beings". In the letter, Maxwell proposed a famous thought experiment called Maxwell's Demon.
The thought experiment is shown in the following diagram. You can see it involves our gremlin (the eponymous

"demon" in Maxwell's experiment). But this is not a nasty demon — he is more like a cute gremlin (from the film of
the same name) who cannot stop fiddling with things:



The diagram shows Maxwell's demon lurking over a chamber which is divided into two compartments. There is
gas in both compartments, and initially the temperature of the gas is the same in both compartments. There is an
airtight trapdoor in the wall separating the two compartments, and the demon is in charge of opening and closing the
trapdoor.

The demon is selected because the demon is supposed to have beyond-human superpowers which allow him to
see individual molecules in motion, and incredibly fast reflexes which allow him to open the trapdoor to let
individual molecules pass through into the opposite compartment.

The molecules of the gas are all moving randomly, though some of the molecules are moving faster than other
molecules. Remember that the demon has super-powers, and is capable of seeing individual molecules. As you can
see in the previous diagram, when the demon sees a fast-moving molecule approaching the trap door from the right-
hand compartment, the demon activates the trap door so as to let that faster-moving molecule pass to the left-hand
side. Similarly, the demon lets slower-moving molecules pass from the left-hand compartment to the right-hand
compartment.

As a result, the left-hand side contains more faster-moving molecules and will become warmer, while the right-
hand side will become cooler. This result appears to be in conflict with the second law of thermodynamics which
states that heat will always tend to move from a warmer region to a cooler region, thus eventually equalising the
temperatures. Because of the intelligent action of the demon, you could even take advantage of this eventual
separation of temperature by running a heat engine as the heat passes from the warmer compartment to the cooler
compartment.

But there lies an apparent mystery. It appears we have discovered a source of perpetual power, a steam engine
which could run forever. As James Gleick describes: "A demon who could catch the fast molecules and let the slow
molecules pass would have a source of useful energy, continually refreshed."

The mystery becomes even deeper if we consider the trapdoor to be completely frictionless. In physics, "work" is
defined as the distance an object is moved against a force. If the trapdoor is frictionless, then it will exert no force
against the hand of the demon, and therefore the demon will have to perform no actual physical work in order to
open and close the door. James Clerk Maxwell wondered how energy had been produced "and yet no work has
been done, only the intelligence of a very observant and neat-fingered being has been employed."

As Maxwell states, no physical work has been done. The only effort has been the intellectual effort — the
"intelligence", as Maxwell says — of the demon. Has the clever demon really reversed the laws of physics purely by
thinking?

Well, to a certain extent, yes he has. It is certainly true that the gas in the left compartment will become warmer,
and the gas in the right compartment will become cooler, in apparent violation of the second law of
thermodynamics. To be more precise, the second law of thermodynamics states that the amount of entropy in a



system will always increase, where we might interpret entropy as being the amount of disorder in a system. By
ordering the gas according to temperature — warmer molecules in the left-hand side, cooler molecules in the right-
hand side — the demon appears to have reduced the entropy of the system.

However, the second law of thermodynamics is not violated. This is because if we consider the system as a whole
— including the demon — we find that the total entropy of the system has increased, in line with the second law of
thermodynamics. The demon has to perform some work in his brain — even just by looking at the molecules and
calculating their velocity. When the calculations are performed, it is realised that the increase in entropy inside the
brain of the demon is sufficient to outweigh the reduction in entropy due to his actions. This result was described the
American physicist Carl Eckart: "Thinking generates entropy".

So this provides us with a way to quantify "thinking". All we have to do is measure the change in temperature of
the gas, and — with no physical work having been performed — we then know that that change must have been
entirely caused by the demon's intellectual effort. Therefore, that value provides us with an objective method of the
amount of "thinking".

So that is quite a result. We may not be able to measure consciousness using this method, but it does appear
theoretically possible to measure "thinking". It's a good start!

Now let us remember what was said at the start of this section. It was stated that we were going to define
"thinking" as the process inside the demon's head. So what does the demon do? The demon has to obtain
information about the velocities of the particles (either visually or by some similar method), he then has to calculate
the speed of the particle and decide whether it is slow or fast, and then finally come to a decision as to whether or
not to open the trapdoor. All of this represents the capturing of information, and the processing of that information.
So we can define thinking as information processing, and we can consider the brain to be an information
processing unit.

The material of our thoughts

So might information be the "stuff" of our thoughts?
Information certainly seems to fit the bill. For a start, information possesses the substrate-independence which we

would expect from consciousness. As long as the particular model of information processing is preserved, it would
appear possible that the same consciousness could be created in a range of different hardware. Substrate-
independence also means that information is not tied to any particular type of particle in the Standard Model.
Information can be stored as fermions (as electrons stored in electronic memory, for example), or transmitted as
photons (as electromagnetic radio signals, for example). Hence, information spans both the material and the
immaterial.

Information is also resolutely physical. Information always requires a physical substrate. Information is rigidly
defined both in physics and in mathematics. But, in many ways, information appears to lie in a realm above the
physical, being completely substrate-independent.

This possibility is described by the Information Philosopher: "The 'stuff' of mind is pure information. Information
is neither matter nor energy, though it needs matter for its embodiment and energy for its communication." [3]

The way I am presenting the concept of information, as existing in a substrate-independent "higher realm" from
the material world might make it appear as though it is a mystical substance, similar to the "immaterial" substance of
consciousness proposed by Descartes. And, indeed, in its behaviour we see that information does possess many of
the qualities exhibited by Descartes' mystical substance. But the point I want to make is that information is also
rigorously defined scientifically: we can talk about it, we can analyse it, it unquestionably exists.

Information appears to be a perfect fit for the material of our thoughts, the substance out of which our
consciousness is made. We will be returning to consider information later in this book when we will see how a
network based on information can create our thoughts, our self-awareness, and our consciousness.
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A QUICK TOUR OF THE BRAIN
The importance of the human brain was realised over two thousand years ago when the Greek physician

Hippocrates (of the Hippocratic Oath fame) said: "From the brain, and from the brain only, arise our pleasures, joy,
laughter and jests, as well as our sorrows, pains, griefs, and tears."

That seems like a fairly accurate description. The brain is our central information processing unit which appears to
be the centre of our thoughts, the seat of our consciousness. However, the brain also has to perform other functions
of which our conscious mind is never aware. Regular signals from the brain keep our heart beating, and keep our
lungs breathing. The brain is also responsible for controlling the release of hormones into the bloodstream. If we had
to consciously remember to "breathe, breathe, breathe, …" then our conscious minds would be too occupied to ever
think of anything more productive. Hence, these autonomic output signals are produced by unconscious regions of
our brain.

Similarly, the mass of sensory information entering the brain from the nerves would overwhelm our conscious
mind if we had to deal with each signal individually. This would include monitoring body temperature, and
monitoring carbon dioxide levels in the blood (which can then be used for regulating heart rate and breathing).
Therefore, the unconscious brain has the job of filtering the huge number of sensory signals coming into the brain,
and only passing the really important signals to the conscious part of the brain.

The power of the unconscious mind is illustrated in the medical phenomenon which has come to be known as
blindsight. Blindsight occurs in people with healthy eyes who are blind because they have experienced damage in
the region of the brain which is responsible for conscious processing of visual information. Even though the subjects
are unable to see, the experiment involves showing them various pictures and asking to guess what the subject of the
picture is. It would appear to be a pointless exercise, but the experiment shows that the subjects guess more
accurately than would be expected from chance alone. This reveals the extent of the involvement of the unconscious
visual system.

The unconscious signals coming out of the brain ("breathe, breathe, …") pass out through the spinal cord, and,
similarly, the unconscious signals coming in to the brain come in through the spinal cord. For that reason, the brain
appears to be organised with its unconscious processing region positioned at the top of the spinal cord (and is
therefore able to intercept signals), while the higher-level conscious region of the brain is positioned on top of that
unconscious region. The conscious region of the brain is then able to receive the filtered information from the
unconscious part of the brain.

Another benefit of this arrangement is that the unconscious brain can respond to critical reflex reactions — for
example, quickly pulling your hand out of a fire — without ever having to pass those messages up to the higher-
reasoning levels.

In his book, The New Science of Consciousness, Paul Nunez considers the situation in which a small child runs
out in front of the car you are driving. Your unconscious mind would slam on the brakes of the car as a reflex action,
and this can be performed in 150 milliseconds — which is much too fast for the conscious mind to reason about the
situation (imagine the mental dialogue: "Should I start to brake?" — far too much time wasted). In fact, conscious
awareness of the child does not emerge until a full half-a-second (500 milliseconds). Your conscious mind is not
aware of any delay — it is as if your consciousness is always lagging half-a-second behind the reality of the
situation.

The following diagram shows the brain roughly separated into two regions: the unconscious processing region
positioned at the top of the spinal cord, and the conscious region positioned on top of the unconscious region:



As can be seen on the diagram, the all-important region of the brain believed to be responsible for high-level
thought processes is called the cerebral cortex (or simply the cortex). The cortex is a thin layer — only a few
millimetres in depth — which is spread around the outside of the top region of the brain. It is the cortex that is the
centre of our memory, awareness, thought, language, and consciousness.

To be more precise, the cortex is divided into two areas. Approximately 90% of the cortex is the neocortex, which
is the region responsible for higher-level brain functions and is the region which interests us. The remaining 10% of
the cortex is called the allocortex which is simpler and older in evolutionary terms ("neo" means "new"). In this
book we will only be considering the neocortex. The terms "neocortex" and "cortex" are often used interchangeably.
In this book, I will just be referring to the "cortex".

Because conscious processing appears to be confined to the cortex, we will only be considering the cortex in this
book. In his book On Intelligence, Jeff Hawkins follows a similar strategy. In the following passage, Hawkins
defends his preoccupation with the cortex, and is fairly dismissive of those who disagree: "I know I'm going to meet
some resistance on this point, so let me take a minute to defend my approach before we get too far in. Every part of
the brain has its own community of scientists who study it, and the suggestion that we can get to the bottom of
intelligence by understanding just the neocortex is sure to raise a few howls of objection from communities of
offended researchers. They will say things like: 'You cannot possibly understand the neocortex without
understanding brain region blah, because the two are highly interconnected like so, and you need brain region blah
to do such and such.'"

However, Hawkins stresses that it is the cortex which is the area which interests us from the point of view of
consciousness: "We are going to focus most of our attention on the cortex. Almost everything we think of as
intelligence — perception, language, imagination, mathematics, art, music, and planning — occurs here. Your



cortex is reading this book."
The cortex is composed of dense brain material: the grey matter. This material is made of brain cells called

neurons. The neurons are so tightly-packed within the cortex that the thin cortex layer actually represents 40% of the
total brain mass.

How can such a thin layer be responsible for all our high-level brain functions? Well, the cortex achieves this by
expanding as far as possible in width and breadth, in other words, by increasing its surface area. So the cortex is a
thin layer, but it spreads across the outer layer of the top of the brain.

We now see why the structure of the brain makes so much sense. The cortex needs to maximise its surface area,
so it is positioned on the outer surface of the brain (the outer surface of a sphere has the greatest surface area).
Conveniently, that means the cortex can cover the unconscious part of the brain, which, in turn, acts to filter the
signals coming in from the centrally-positioned spinal cord.

So, as has been described, the cortex seeks to maximise its surface area. But the amount by which the cortex can
expand is limited because it is surrounded by an hard, bony skull. The only way the cortex can grow in size is by
pushing against the skull and wrinkling — thus giving the brain its characteristic wrinkled appearance. If you look at
a human brain you only see about a third of the surface of the cortex because the majority is hidden in the wrinkles.
If you could remove the cortex and spread it flat, it would be about the size of a small tablecloth, revealing how the
wrinkling acts to increase the processing capacity of the brain. Many animals have perfectly smooth brains as their
cortex does not grow enough to push against their skulls.

It seems that — when it comes to the brain — wrinkles really are a sign of wisdom.

Lobes of the brain

It is believed that different regions of the cortex are responsible for different brain functions. The division is not
precise — there is some overlap — but the cortex is often divided into four lobes, each lobe having a distinct
functional responsibility.

As an example of the function of the lobes, it is believed that the frontal lobe is where most of our imaginary
thinking and problem-solving takes place, as well as language processing. It has been said that this is "the seat of our
intelligence and the location of our personalities".[4] The frontal lobe is where we find most of the wrinkles in the
cortex — the brain really does pack the processing power where it is needed the most. As another example, the
occipital lobe at the back of the brain is responsible for processing visual information — very much as if we have a
cinema screen at the back of our head onto which the images are projected.



How have neuroscientists discovered which part of the brain is responsible for which type of behaviour? Well,
originally it was discovered that people with brain injuries in different parts of the brain displayed behaviour which
was characteristic of the site of the injury. The first example of this came from the work of the nineteenth century
French physician Paul Broca. One of Broca's patients was nicknamed "Tan", because that was the only word he
could say. In every other way, however, the patient appeared to be perfectly intellectually sound. When the patient
eventually died in 1861, Broca conducted an autopsy and discovered that there was a lesion in his frontal lobe, and
concluded that this area was responsible for language processing.

Nowadays, neuroscientists have more sophisticated methods of watching the brain in action. One method is
Positron Emission Tomography (PET) scanning, in which the patient is injected with a mild radioactive material
which is dissolved in glucose. The radioactive source decays via beta decay, emitting positrons (positrons are
antimatter, and the principle behind PET scanning was considered in detail in my fifth book about particle physics).
When the emitted positrons reach any normal tissue in the brain, they are annihilated (via matter/antimatter
annihilation). This annihilation produces energy in the form of gamma rays. The gamma rays can be detected by the
surrounding scanner, and the source of the radiation can be pinpointed.

While being scanned, the patient is requested to perform various tasks. To perform these varied tasks, different
areas of the brain require more energy, and so use more of the injected glucose. Different regions of the brain then
"light up" in the PET scan, thereby revealing which areas of the brain are responsible for the particular activity.

The neural correlates of consciousness

One of the biggest challenges in analysing consciousness is being able to detect the existence of consciousness in
the first place. We might judge a person is conscious by whether or not they could respond to questions, or squeeze a
hand when requested. However, this approach is not sufficient: some patients who are damaged in the lower brain
but have no damage in the upper brain can be totally paralysed in a state known as "locked-in" syndrome. Even
though they are conscious and aware of their surroundings, they are unable to physically respond.

So if consciousness cannot be detected via purely external responses, maybe it can be detected if we analyse the
brain directly. With this end in mind, in the 1990s the American neuroscientist Christof Koch began working with
Francis Crick — the molecular biologist who was the co-discoverer of the structure of the DNA molecule. Koch and
Crick tried to identify the sectors of the brain which represented the active regions responsible for different
conscious activities. Koch and Crick called these the neural correlates of consciousness (NCC), a term which seems
to have become widely adopted.

According to Koch in his book Consciousness: "Imagine that you are looking at a red cube, mysteriously left in
the desert sand, with a butterfly fluttering above it. Your mind apprehends the cube in a flash. It performs this feat
because the brain activates specialized cortical neurons that represent color and combines them with neurons that
encode the percept of depth, as well as neurons that encode the orientation of the various lines that make up the
cube. The minimal set of such neurons that cause the conscious percept is the neural correlate of consciousness for
perceiving this alien object."

Koch is currently the Chief Scientific Officer at the Allen Institute for Brain Science in Seattle (funded by
Microsoft co-founder Paul Allen). He is currently collaborating with Giulio Tononi of the University of Wisconsin
in order to identify some of the neural correlates of consciousness. Their approach has involved EEG recording of
the brain to determine which areas are active in conscious patients, and thereafter use that information to determine
the presence of consciousness in other patients.

The situation is complicated by the fact that some areas of the brain are always active — in both conscious
patients and unconscious patients. In order to take account of this fact, the brains of subjects who are in deep,
dreamless sleep (i.e., in an unconscious state) were first analysed and then those areas (which would presumably be
active all the time) were subtracted from images of brains in a conscious state. Logically, the resultant areas of the
brain should be those responsible for consciousness.

Tononi and Koch are developing a theory known as integrated information theory (or IIT). The principle behind
the theory is that the pattern of information in a conscious mind would show certain characteristics, and those
characteristic patterns could be used to detect the presence of consciousness. Two key features of the pattern would
be integration and differentiation. My understanding of IIT is that "integration" means that distant parts of the brain
must be connected, and be able to talk to each other — otherwise the brain would contain many separate
consciousnesses. So we might consider "integration" as referring to the large-scale patterns of activity in the brain.
In contrast, "differentiation" refers to the small-scale patterns of activity. For example, we might be thinking of a
visual scene containing many objects: cars, trees, houses, etc. So there is clearly a lot of detail, there. What is more,



the representation of each of these small-scale objects must be clearly different from each other (otherwise we would
be thinking of many objects which were all the same). This requirement that the small-scale objects must be
different is called differentiation. The following schematic diagrams show three possible arrangements of
connectivity:

The top diagram (diagram A) shows a network with a lot of differentiation (with considerable variation in the
types of connection) but a lack of integration (with two major regions of the network not being connected — you
can see the network is cut by a pair of scissors). The middle diagram (diagram B) shows a great deal of integration
(with all distant parts of the network being connected) but the perfect symmetry means there is a lack of
differentiation. Finally, the bottom diagram (diagram C) shows a healthy balance between integration and
differentiation. According to integrated information theory, in a healthy conscious mind, we would expect to find a
balance of integration and differentiation in the EEG pattern, so this pattern could represent a conscious brain.

Giulio Tononi has developed a measure of integrated information which he has named Φ (the Greek letter "phi").
We shall be considering Φ in the next chapter on emergence.

In the November 2017 cover story of Scientific American, Christof Koch described the promise of IIT: "The
development of several technologies in recent years has raised real prospects for detectors that meet the criteria for
consciousness meters — devices useful in medical or research settings to determine whether a person is
experiencing anything at all. This ability to detect consciousness could also help physicians and family members
make decisions about how to care for tens of thousands of uncommunicative patients."

In his book Consciousness, Koch also explains how this research will make consciousness research testable at
last: "The bottom line is that these physiologic experiments are steadily narrowing the gap between the mind and the
brain. Hypotheses can be put forth, tested and rejected or modified. And that is a great boon after millennia of sterile



debate."

Neurons

The human brain contains approximately 100 billion brain cells which are called neurons — which means that
there are 14 times more neurons in your head than there are people on this planet. Neurons are the only cells which
are able to transmit electrical signals. Neurons transmit those electrical signals to other neurons, forming a network
(a network which eventually forms a brain).

At the heart of a neuron is a cell nucleus, just like any other cell. But the cell body is surrounded by small branch-
like extensions which are called dendrites. These receive electrical signals from other cells. Therefore, these might
be considered the "inputs" to the neuron. There is also one very long extension which comes out of the cell body
which is called an axon. The axon can be extensively-branched. The axon proceeds to connect to other neurons, and
it is a one-way connection. So the axon might be considered the "output" of the neuron.

The following diagram shows a neuron, showing the dendrites which surround the cell body, and the single axon
output:

A crucial feature is the connection between two neurons, when the axon from a previous neuron connects with the
dendrites of the next neuron. There is no direct physical contact between the two cells. Instead, there is a very small
gap between the end of the previous neuron's axon and the next neuron's dendrites, and that gap is called a synapse.
The synapse gap is just one forty-thousandth of a millimetre in width.

The following diagram shows two neurons which are connected together via synapses (shown in dashed circles):



The synapse gap is filled with chemicals called neurotransmitters. Neurotransmitters play a vital role because
they allow signals to bridge the gap of the synapse, thus allowing signals to be transmitted between neurons. It has
been shown that these neurotransmitters play a vital role in our moods and our thinking processes. For example, it is
known that variations in the amount of certain neurotransmitters (such as dopamine and serotonin) can cause mental
health issues such as anxiety and depression.

Mind-altering drugs also target the neurotransmitters in the synapses. Stimulants, which include caffeine, nicotine,
amphetamine, and cocaine, work by increasing the levels of the neurotransmitters dopamine and noradrenaline.
Conversely, sedatives such as alcohol and Valium operate by reducing neurotransmitter activity in the synapse.

It might, therefore, be said that the construction of brain neurons with the synapses outside of the cell is an
ingenious design feature. This makes the all-important synapses easily-accessible to the global release of chemicals
into the general intercellular fluid of the brain. By releasing large amounts of neurotransmitters into the brain, it is
possible for the body to trigger virtually instantaneous changes in mood and performance. For example, the release
of noradrenaline increases the body's "fight-or-flight" response. And the release of natural opiates can lessen pain,
which could be a life-saving strategy if the subject has to quickly run (on a broken leg) to escape a dangerous
situation.

Inside the neuron

We have a remarkably full and accurate understanding of the internal structure of a neuron. What follows next is a
description of the mechanism by which a neuron "fires" and transmits the output signal down its axon.



We know that messages are sent as electrical signals. It might be imagined that these messages would be formed
of electrons passing down a conductive substance (like electricity passes down a wire). However, this is not the case.
We will now see that a completely different — and apparently unnecessarily uncomplicated — method is used for
sending signals down a neuron's axon to the next neuron. Indeed, in his book The Emperor's New Mind, the
physicist Roger Penrose expresses his surprise that such a complicated method is used instead of the apparently
obvious method of simply sending electrons down a "wire": "What form do the signals take as they propagate along
nerve fibres and across the synaptic clefts? What causes the next neuron to emit a signal? To an outsider like myself,
the procedures that Nature has actually adopted seem extraordinary — and utterly fascinating! One might have
thought that the signals would just be like electric currents travelling along wires, but it is much more complicated
than that."

Instead, the signals are passed in the form of ions. An ion is an atom which has either positive electric charge
(because it has lost an electron) or negative electric charge (because it has gained an electron). Signals are passed by
the physical movement of these ionised atoms.

Common examples of ions found in neurons are sodium ions and potassium ions. Sodium has the chemical
symbol Na, while potassium has the chemical symbol K. Sodium and potassium are both metals, which means they
have a single electron in their outer shells (it is that electron which allows electric current to pass through a metal).
By losing that outer electron, a sodium atom can form a positive ion (Na+), and a potassium atom can form a
different positive ion (K+). Other ions can be formed which have negative charge.

The body of each neuron is surrounded by a cell wall called a membrane. The membrane is punctured by many
microscopic gates called ion channels which only allow certain ions to pass through them. These gates are opened or
closed depending on the electric voltage (or potential) across them.

Because there are generally more negative ions inside the neuron than outside the neuron, there is a voltage
difference of approximately -70 millivolts across the membrane, with the interior of the neuron being slightly
electrically negative compared to the exterior environment of the neuron. This voltage is called the resting potential.
This electric potential is enough to hold closed all of the ion channel gates.

However, when the neuron receives a large number of input signals on its dendrites, this can increase the amount
of positive charge inside the body of the neuron. If this increase in positive charge increases beyond a certain
threshold value, then it can overcome the voltage difference which was causing the sodium ion gate to remain closed
(remember: it was the -70 millivolt voltage difference which was holding the gate closed). So when the threshold
voltage is passed, the gate opens and the exterior sodium ions flood through the membrane into the neuron interior,
attracted by the negative charge inside the neuron, as shown in the following diagram:

The influx of sodium atoms makes the interior of the neuron even more positively charged. The forms a positive
feedback effect, and more sodium gates open. The effect is explosive, the opening of gates forming a ripple effect
which passes down the neuron's axon at a speed of up to 100 metres per second. This fast moving spike of voltage
represents the "firing" of the neuron and is called the action potential.



As the voltage continues to climb, a point is reached at which the sodium gate closes, and the potassium gates
open. There is then an outflow of the positively-charged potassium ions, repelled by the positive charge inside the
neuron, as shown in the following diagram:

The effect of this outflow of positive charge is to restore the potential of the membrane back to its resting
potential, ready for the next firing of the neuron.

This mechanism is not just used by brain neurons — it is also used by nerves to tell muscles when to fire.
Whenever I come home after running, I always have an electrolyte drink. Electrolytes are ions including sodium,
potassium, and magnesium. After exercise, you can lose salt through perspiration. Salt (sodium chloride) includes
the electrolytes sodium and chloride. It is therefore important to top-up your body's store of electrolytes to avoid
muscle cramp, in which the ability to send correct firing signals to the muscles is lost.

So why is such a complicated chemical process used to send messages down an axon, instead of simply sending
an electrical signal down a "wire"? In the next chapter we will see a reason why this is possibly the case, and it is all
to do with the -70 millivolts threshold voltage difference across the membrane. We will be seeing how this threshold
voltage can result in "nonlinear" behaviour which would surely be necessary in any thinking machine.

In the last two sections, the two main methods by which neurons process information have been described. As
Christof Koch said: "Two operations underlie information processing by neurons: the chemical transmission of
information from one neuron to another at the synapses, and the generation of action potentials."

It is clear that the method by which signals are passed down the axon of a neuron is surprisingly complicated,
with the arrangement of "gates" and "pumps" resembling nanotechnology. But it is also clear that we have a very
complete and detailed understanding of these processes. We really do understand the workings of a single neuron
remarkably well.

But that is not the challenge for us.
It is undoubtedly the case that consciousness is not held in any individual neuron. Individual neurons frequently

die without obviously affecting our thought processes: we do not suddenly perceive any "dead pixels" in our mental
images. Instead, consciousness arises from the interaction of billions of neurons: there may be 100 billion neurons in
your brain, but each neuron is connected to as many as 10,000 other neurons. If you do the arithmetic you find that
gives the extraordinary total of 1,000 trillion synaptic connections in the brain.

To suggest that we can understand consciousness by considering a single neuron — in however much detail — is
to take a "reductionist" approach. Instead, there is a general consensus that consciousness arises as an "emergent"
effect from the huge connectivity in the brain. Our challenge is to understand how consciousness emerges from this
network.

In Chapter Four, we will be examining the severe challenges which emergent behaviours pose for our current way
of doing science.
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ARTIFICIAL NEURONS AND ELECTRONIC
BRAINS

In this chapter, we will discover that neurons possess a very particular mathematical property which allows them
to perform calculations, and to allow thinking to occur. It is undoubtedly a property which the components of all
conscious systems must possess. We will also be seeing that it is a property which is possessed by electronic
transistors, a property which allows those transistors to make computers — which are, after all, "thinking machines".

The property is called nonlinearity.
 
To understand nonlinearity, and why it is so important, let us first consider the related concept of linearity.
As stated in the previous section, a neuron can be considered as having a series of inputs (its dendrites) and a

single output (its axon). To simplify this picture, let us draw a neuron as a simple block diagram:

We might then ask how the output value varies as the input values are varied. We would probably imagine that as
the input values increase, then the output value would increase proportionately. We might imagine the neuron
simply summing all the input values and passing that total value to the output, or maybe multiplying that output by a
constant number. In either of those cases, the output will be directly proportional to the input. As an example, the
following graph shows this behaviour when the output value is equal to twice the total input value:



You can see in that case that the relationship between the neuron's input and output is given by the steep diagonal
line. A few values for input and output have been plotted on the graph. For example, when the input is equal to two,
you will see that the output is four (2×2). And when the input is six you can see that the output is twelve (2×6).

Because the relationship between the neuron's input and output forms a perfectly straight line, we say that
represents a linear relationship ("linear" meaning "like a line"). We might then call it a linear neuron.

In physics, many systems can be modelled as linear systems. For example, if you double the weight attached to a
linear spring, then the spring would extend to twice its original length. Linear systems are easy to analyse
mathematically, so physicists find it very convenient to work with linear systems. The reason that linear systems are
easy to work with is because of the superposition principle. A description of this principle is presented on the
Wikipedia page for the superposition principle: "If input A produces response X and input B produces response Y
then input (A+B) produces response (X+Y)." [5]

We can see that this principle is true on the previous graph. We can see that an input of 2 produces an output of 4,
and an input of 4 produces an output of 8, so — according to the superposition principle — an input of 2+4 (which
is 6) should produce an output of 4+8 (which is 12). And we can see that this is the case from the graph because an
input of 6 does indeed produce an output of 12. So the superposition principle is indeed true for linear systems.

The key point I am going to be making about linearity is that the superposition principle reveals that a brain could
never be made out of these linear neurons. We will now see why that is the case.

The superposition principle reveals that it is possible to greatly simply any system which is made out of linear
components. For example, it shows that if we had a system made out of two of these linear neurons, we could
simplify it to a system of just one linear neuron.

The following diagram shows how this simplification can be achieved. It shows two linear neurons, which both
act to double the value of the input in a linear manner (as described earlier). You can see that, when inputs of 2 and
4 are applied to the two neurons, the combined output is equal to 12.



However, the superposition principle states that we could achieve the same result by using just one of those linear
neurons, and summing the input — as you can see in the lower section of the previous diagram. You can see that
with precisely the same inputs, the single neuron gives the same output as the output of the two neurons.

So there is no need to have two linear neurons — just one linear neuron would achieve exactly the same result. In
fact, the superposition principle reveals that no matter how many linear neurons we have, in whatever configuration,
the result can always be simplified down to a single neuron. [6]

To see this principle in action, let us consider a linear component from the field of electronics (we will be seeing
that there are remarkable parallels between electronic components and neurons — in the same way that there are
remarkable similarities between a computer and a brain). The electronic component we will be considering is a
resistor. The resistor is a simple component whose behaviour might be thought of as "resisting" (i.e., reducing) the
electrical current flowing through a wire. Here is a photograph of a typical resistor, with the resistance value
(measured in ohms) being denoted by the coloured bands painted around it:

The symbol for a resistor in a schematic circuit diagram is a small rectangle, as shown in the following diagram:



The current through a resistor is proportional to the voltage applied across the ends of the resistor. The
relationship is directly linear, which means if your drew a graph relating current to voltage, then it would be a
perfectly straight line. This linear behaviour of the resistor is important because it means that the previously-
described superposition principle applies if we have a network built of many resistors. That principle can be used to
greatly simplify the network.

As an example, consider the following circuit diagram which contains seven resistors (and a battery on the left).
The resistors have different values written next to them, measured in ohms. You will see that the symbol for the ohm
is the Greek letter omega, Ω:

The superposition principle suggests that we could simply this network down to a single component — a single
resistor. And that is precisely what we find. There are simple arithmetic formulas which are well-known to any
electrical engineer which can reveal that the previous network of seven resistors is equal to a single resistance value
of precisely 3 ohms: [7]

So a network consisting purely of a number of resistors can always be simplified to a single resistor — as
revealed by the superposition principle.

If you were actually designing an electronic circuit, you could never create an interesting complex system with
just one resistor: a single resistor can do nothing useful. Therefore, logically, you could never create a complex
system with any greater number of resistors — as the situation would be equivalent to the single resistor case.

And the same principle applies to linear neurons: you could never create a complex system with any number of
linear neurons. Crucially, you could not build a brain with a single linear neuron, so, logically, you could not build
a brain with 100 billion linear neurons (as the 100-billion-neuron brain could always be simplified to a single-
neuron brain). For this reason, linear neurons could not be used to build a brain.

So, if linear components on their own cannot be used to create complex systems, let us now move on to consider
nonlinear components. As an example, the following graph shows the relationship between input and output when
the output is the square of the input. You will see that the relationship between input and output is no longer



described by a straight line — instead, it is a curved line. Hence, it is a nonlinear relationship:

Let us see if the superposition principle still applies in this nonlinear case. Considering the previous graph, an
input of 2 produces an output of 4, and an input of 4 produces an output of 16. If the superposition principle applies
then an input of 2+4 (which is 6) should produce an output of 4+16 (which is 20). But, from the graph, we can see
that is not the case: an input of 6 produces an output of 36 — not 20. So, crucially, the superposition principle
does not apply to nonlinear components.

And, as you can see from the previous diagram, if the superposition principle does not apply then a network built
from nonlinear components cannot be simplified (i.e., unlike linear components). It might sound like a bad thing to
be unable to simplify a network, but if we want to create a large and complex network, it is very good news indeed.
A network which cannot be simplified down to a single component is a network which can do very interesting things
indeed.

Let us now consider an electronic component which is much more interesting than a resistor — precisely because
it is nonlinear. This is a photograph of a transistor (its actual size would be only about two centimetres long in



total):

It was described in Chapter One how the transistor was invented in the Bell Telephone Laboratories in 1948. It
was invented by John Bardeen, Walter Brattain, and William Shockley, the three receiving the 1956 Nobel Prize in
Physics for their invention. It could be argued that the transistor was the most important invention of the 20th

century.
If we examine the appearance of the transistor in the previous photograph we see a small body and long, thin,

flexible legs. Apart from the obvious difference in size, this is reminiscent of a brain cell — a neuron — described in
the previous chapter. A neuron has a small cell body, a series of inputs (dendrites) and a long axon output. The
similarity is not coincidental as the two different devices have to perform similar functions: receiving inputs from
other similar units, and passing outputs to other similar units, forming a network of a vast number of components. In
this chapter we will be seeing that the similarities between a transistor and a neuron are much more than just skin
deep.

The material inside a transistor is called a semiconductor, and is often silicon or germanium. A semiconductor can
operate as either an electrical conductor or an electrical insulator. In a transistor, the behaviour of the semiconductor
depends on the voltage applied to one particular leg of the transistor, called the base. If a sufficiently high voltage is
applied to the base, a current can pass between the other two legs. However, if no voltage is applied to the base, the
transistor acts like an insulator and no current can pass between the other two legs.

The following diagram shows the schematic symbol for a transistor as used in circuit diagrams. The three legs are
shown. The base leg is indicated, and the current flowing between the other two legs is also shown:

We will be seeing this diagram again later in this book.
Crucially, though, the behaviour of the transistor is nonlinear. Until the base voltage reaches 0.7 volts, no current

can pass through the transistor. But once the 0.7 voltage is reached, the transistor "turns on" and current can pass.
This nonlinear behaviour is shown by the thick black line in the following diagram:



So the 0.7 volts acts as a threshold voltage. If you scan your memory, you might remember where we encountered
a "threshold voltage" earlier in this book. We encountered a threshold voltage in the discussion of neurons at the end
of the previous chapter. There it was explained how, when the neuron receives a large number of input signals on its
dendrites, this can increase the amount of positive charge inside the body of the neuron. If that increase in positive
charge increases beyond a certain threshold voltage, then the neuron will "fire", sending an action potential shooting
down the neuron's axon to the next neuron. For the neuron, this thresholding effect is called the "all-or-none"
law. [8]

In his book The Emperor's New Mind, the physicist Roger Penrose considers how this "all-or-none" law makes
neurons behave as though they were elements of a digital computer: "An important feature of nerve transmission is
that the signals are entirely 'all-or-nothing' phenomena. The strength of the signal does not vary: it is either there or it
is not. This gives the action of the nervous system a digital computer-like aspect."

So both transistors and neurons fire when the combined inputs exceed a certain threshold voltage — and this is no
coincidence. The threshold voltage is essential. In both cases, the threshold voltage introduces the required nonlinear
behaviour — and it is that nonlinear behaviour which allows us to build complex systems (computers or brains)
from transistors and neurons.

And now we see that possible reason why signals are sent down the axons of neurons using the rather surprising
chemical method — instead of simply sending an electrical current down a "wire". The chemical method creates the
crucial threshold voltage inside the neuron, and it is the existence of that threshold voltage which introduces the
essential nonlinear behaviour. In fact, the peculiar chemical method inside the neuron might be considered as
turning the neuron into a form of nonlinear "semiconductor", so to speak.

Paul Davies emphasises this nonlinear behaviour of neurons in his book The Cosmic Blueprint: "The electrical
output signal of a given neuron will depend in a nonlinear way on the combined input it receives from its connected
partners." (That book includes a good section on nonlinearity).

There is one simple message I want you to take from this discussion: in its design and nonlinear functionality, a
transistor can be considered to be an artificial neuron.

Integrated circuits

The similarity between transistors and neurons continues when we consider how most transistors are used
nowadays. The vast majority of transistors are micro-miniaturised onto a semiconductor substrate to form an
integrated circuit ("silicon chip"). The latest fabrication techniques allow extraordinary densities of up to 25 million
transistors on a square millimetre of silicon. This actually results in an individual transistor size which is rather
smaller than a neuron, but it is clear that the principle of packing microscopic transistors onto an integrated circuit
resembles the packing of microscopic neurons in a brain.

Here is an image of the Apple A11 microprocessor. If you have the latest iPhone then you are already in
possession of one of these. This is an image of the entire external package — the actual "chip" and its 4.3 billion
transistors is contained within it:



With 4.3 billion transistors in an integrated circuit, it is clear we are approaching the number of 100 billion
neurons in the brain. So why do integrated circuits possess nowhere near the functionality and flexibility of the
brain? The answer must surely lie in the extreme connectivity of the neurons in the brain: each neuron can be
connected to as many as 10,000 other neurons. In order to achieve that level of connectivity, it would appear we will
eventually have to move away from fabricating integrated circuits on a flat two-dimensional plane, and instead
create three-dimensional cubes of circuitry — again, moving in a direction which resembles the structure of an
actual brain.

Three-dimensional chips are now starting to appear. Samsung have recently released computer memory chips
featuring 38 layers of transistors, and the rumour is that this is seen as the future of the industry. One website
presents this development as a simple solution to the problem of how to achieve more of the crucial interconnects in
integrated circuits, and compares the move to three-dimensions on a chip with the drive to build high-rise towers in
cities: "The obvious choice for where to put these interconnects was the same solution in any sprawling metropolis;
if you can't grow out, grow up. Three dimensional chips will be released. It is only a matter of time. There is simply
no other way to increase the density of interconnects, the number of devices on a chip, or speed than by moving into
a third dimension of silicon." [9]

The development of integrated circuits which resemble the structure of the brain is called neuromorphic
computing. It is currently an area of rapid growth. As an example, IBM released its True North integrated circuit in
2014 which contains over a million artificial "neurons" on a chip. Each neuron has 256 programmable "synapses"
giving a total of just over 268 million synapses. The artificial neurons communicate using transient electrical spikes
— just like real neurons. This chip has been described by IBM as "literally a synaptic supercomputer in your
palm". [10]

It is clear that each successive innovation in the integrated circuit industry is moving us closer to creating true
three-dimensional artificial-neuronal electronic brains. [11]



 

Digital information

The information inside most integrated circuits is purely digital. That means all information is represented in
strings of binary "bits", each bit being either 0 or 1. The principle of Claude Shannon's "bits" as a means of
representing information was described in Chapter One of this book.

Electrical input signals — coming into the metal legs of the integrated circuit — must also clearly represent either
a 0 or 1 bit. If the specification sheet for an integrated circuit is examined, the corresponding voltage levels
representing 0 or 1 are defined. The following diagram represents the actual acceptable input voltage levels for a
family of common integrated circuits:



You can see from the previous diagram that the acceptable input voltage level for a bit 0 is from zero volts up to
0.7 volts. Why 0.7 volts? You will remember that 0.7 volts is the threshold voltage for a transistor. Any voltage
lower than that level will not be sufficient to turn that transistor "on".

The threshold voltage on a transistor therefore performs a valuable function. Imagine an input signal coming into
an integrated circuit with a value of zero volts (bit 0). If there is a temporary noise spike on that signal of anything
less than 0.7 volts, that noise will not be sufficient to turn the first transistor "on" — the signal will still be
interpreted as bit 0. So the threshold voltage acts to "clean up" the input signal and insulate the integrated circuit
from external noise.

We now see how the threshold voltage in both neurons and transistors can act to convert a continuous, noisy,
analogue signal into clean digital information. In The Emperor's New Mind, Roger Penrose describes how a similar
thresholding mechanism is used by the cells in the retina of our eyes in order to reduce speckled noise in the images
we see. Penrose explains that a single photon hitting the retina will not be sufficient to fire a signal: "In this case
there is an additional mechanism present which suppresses weak signals, so that they do not confuse the perceived
picture with too much visual 'noise'. A combined signal of about seven photons is needed in order that a dark-
adapted human subject can actually become aware of their arrival. The type of cells that have been examined all
require a threshold to be reached, and a very large number of quanta are needed in order that the cell will fire."

Once converted into a digital format, the input data can be stored in our brains as digital information. Digital
information does not decay over time: a digital photograph stored as a file on a computer does not fade like a
physical photograph. Digital information can be transmitted without loss and degradation. In contrast, analogue data
will inevitable degrade each time it is copied (try making successive photocopies of photocopies). Digital
information seems insulated from physical damage. In similar fashion, our mental images are uncorrupted by any
interference "snow" which used to afflict old analogue televisions. When we imagine old memories, there are no
random white spots appearing in those images. Instead, our mental images seem noise-free like a modern digital
television.

In Chapter One is was explained how a consciousness based on information would feel insulated from the
physical world. Even though your brain is composed of a material with the consistency of rice pudding, you would
not feel as though you were made of rice pudding — your consciousness would feel substrate-independent,
independent from the physical world, and insulated from physical damage and the ravages of time. We now see how
the threshold voltage — in both neurons and transistors — further acts to insulate our consciousness from the noise
of the physical world. The thresholding mechanism prevents the accumulation of electrical noise, both in



microprocessors and in our brains. It is as if our thoughts exist in a realm above the physical world, and insulated
from physical damage.
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COMPLEXITY
In the last chapter it was explained how a large number of nonlinear components can combine to produce systems

which cannot be simplified to a simple component. This means that the behaviour of the multiple-component system
could never be predicted from just studying the single component. In practice, it means that the behaviour of the
multi-component system can be wildly different — completely unrecognisable, in fact — from the behaviour of the
single component.

Multi-component nonlinear systems which behave in these surprising ways are said to exhibit emergent
behaviour. Human intelligence and consciousness is typical of this emergent behaviour, emerging from the
interactions of billions of neurons. You would never imagine that behaviour so extraordinary as intelligence and
consciousness could arise if you just considered a single neuron in isolation.

The science which considers these nonlinear systems — and their emergent behaviour — is called complexity. We
shall consider complexity in this chapter.

Chaos

Complexity — and its implications for science — was largely ignored by researchers until the second half of the
twentieth century. The catalyst for complexity research was the invention of the digital computer. Suddenly, it
became possible to simulate complex systems in the laboratory.

The first example of this surprising emergent behaviour in computer simulations came with the discovery of
chaos. In the 1960s, the meteorologist Edward Lorenz working at MIT performed a very simplified simulation of
weather systems on a computer and found that his simulation behaved in a surprisingly unpredictable manner. The
long-term behaviour of the simulated weather displayed extreme sensitivity to initial conditions — any slight
difference would eventually produce a wildly different outcome. Hence the well-known phrase about the chaotic
behaviour called the butterfly effect: "A butterfly flapping its wings in China could cause a hurricane next month in
New York". The implications for weather forecasting were clear, as stated on the UK Met Office website: "When
looking at forecasts beyond five days into the future the chaotic nature of the atmosphere starts to come into play". It
can never be possible to make an accurate weather forecast more than a week or two in advance — no matter how
accurate are your measurements or how powerful your computer.

Chaos was considered in detail in my fourth book. In that book, I presented an example of chaotic behaviour
emerging from the remarkably simple nonlinear mathematical expression 2x2-1 (it was explained in the previous
chapter how the x2 term results in nonlinear behaviour). Using that mathematical expression, it was shown how the
following apparently random graph can be produced:

It is clear from the graph that dramatically random behaviour can be produced from very simple arrangements of a
few nonlinear components. In fact, this is how pseudo-random numbers are produced in hand-held electronic
calculators: a very small subsystem composed of transistors in the calculator's main integrated circuit can produce



the random stream of numbers on demand.
With it being so easy to produce such dramatically random behaviour from a few nonlinear components, it is easy

to imagine how a small module of chaotic circuitry in our unconscious brain could be responsible for our random
creativity and flashes of inspiration apparently appearing "out of nowhere". There is surely no need to imagine that
any more exotic processes — such as random quantum processes — would need to be involved to generate our
creativity and inventiveness.

In the December 1986 issue of Scientific American, a major article on chaos described this possibility: "Innate
creativity may have an underlying chaotic process that selectively amplifies small fluctuations and molds them into
macroscopic coherent mental states that are experienced as thoughts. In some cases the thoughts may be decisions,
or what are perceived to be the exercise of will. In this light, chaos provides a mechanism that allows for free will
within a world governed by deterministic laws."

Emergence

Chaos is one example of the surprising and remarkable behaviour which can emerge in complex systems which
contain a huge number of elements. This sudden jump to a new mode of behaviour is called emergence, and the
resulting behaviour would then be called "emergent" behaviour.

In this book, we are particularly interested in emergence as it is clear that consciousness is a form of emergent
behaviour which results from the interaction of billions of neurons. John Barrow describes this surprising nonlinear
jump in behaviour in his book "Impossibility": "Complex structures seem to display thresholds of complexity which,
when crossed, give rise to sudden jumps in the complexity. Take groups of people. One person can do many things;
add another person and a further relationship becomes possible; but gradually add a few more people and the
number of complex interrelationships grows enormously. Economic systems, traffic systems, computer networks: all
exhibit sudden jumps in their properties as the number of links between their constituent parts grows. Consciousness
is the most spectacular property to emerge in this way when a very high level of complexity is reached in a
connected logical network, like the brain."

A dramatic example of emergent behaviour is the termite mound, emerging from the behaviour of millions of
termites. A termite mound is a vertical city, resembling a human skyscraper, and containing very similar heat
regulation and air conditioning systems. The tallest structure constructed by humans is the Burj Khalifa Tower in
Dubai, which stands 828 metres tall. With a man measuring — on average — 1.73 metres tall, that means the Burj
Khalifa is 479 times taller than its human builder. In comparison, the tallest termite mound so far discovered is 12.8
metres high. With a single mound-building termite measuring just 0.6 cm in length, that means a termite mound is
2013 times larger than its builder. [12]

It is clear that termites have the edge when it comes to skyscraper construction. Here is a photograph of a man
standing between two enormous termite mounds in the Northern Territory of Australia:



However, each individual termite has no knowledge of how to build the mound, and there is no single "foreman"
in overall charge of the project. Each individual termite pursues a very simple operation, guided only by its local
environment and its genetically-encoded rules. If you were to study the behaviour of just a single termite you would
see no indication that they were capable of such extraordinary feats. The mound only "emerges" when millions of
termites interact.

This sudden and unexpected emergence of an impressive capability has seen the property of emergence being
described as "The whole is greater than the sum of its parts". As an example, it would certainly appear that the
property of consciousness is far more impressive than any property possessed by a single neuron.

Though not everyone is so impressed …

Reductionism vs. emergence

Many scientists would feel uneasy — or even reject outright — this notion of emergence, the notion that the
behaviour of a system cannot be reduced to considering the behaviour of one of its component parts. That is because
the philosophy seems to strike against the way we have done science for 400 years.

The modern scientific method is a relatively new phenomenon, the start of which can be traced back to Galileo in
the 17th century. René Descartes described his own scientific method in 1638: "To divide all the difficulties under
examination into as many parts as possible, and as many as were required to solve them in the best way, and to
conduct my thoughts in a given order, beginning with the simplest and most easily understood objects, and gradually
ascending, as it were step by step, to the knowledge of the most complex."

The suggestion of Descartes is that the best way for science to progress is to break Nature into its smallest pieces,
and analyse how those pieces behave. This has certainly proven to be a successful strategy for science, and has
underpinned our technological advances.

This philosophy that a full understanding of behaviour can be achieved by considering the smallest elements of a
system is called reductionism.

However, the scientist who believes in the importance of emergent behaviour would say the philosophy of
reductionism is like saying: "I understand how a brain works because I understand how a neuron works", or "I
understand how a computer works because I understand how a transistor works".

The difference of opinion between the reductionists and those who believe in the importance of emergence is
often portrayed as an ideological conflict. So which is right: reductionism or emergence?

Well, as is usually the case when you have two sides with strong arguments, both sides are right — and both sides
are wrong. It all depends on the behaviour of the components which make-up the system of interest. Specifically, it
depends on whether the components which make-up the system are linear — or nonlinear.

The solution was actually presented in the previous chapter when we considered nonlinearity. In that chapter, it



was explained how systems which were formed from linear elements could successfully be reduced to a single
component while still maintaining the behaviour of the system. Remember the resistor network being reduced to a
single resistor? That was a typical example of reductionism: the single resistor had exactly the same behaviour as the
combined network of seven resistors. Reductionism is a convincing argument — with just one problem: it is only
true for linear components. As soon as you shift to consider nonlinear components (such as neurons and
transistors), the argument breaks down. As described in the previous chapter, a system which is composed of
nonlinear elements cannot be successfully simplified: the behaviour of the composite system is not completely
contained in the behaviour of a single component. This principle is described in the December 1986 issue of
Scientific American: "The interaction of components on one scale can lead to complex global behavior on a larger
scale that in general cannot be deduced from knowledge of the individual components."

By simplifying the system, you lose some aspect of the overall behaviour. In that case, your only option is to
consider the large-scale emergent behaviour. On the plus side, that emergent behaviour due to nonlinearity can be
very interesting indeed (consciousness, for example).

Particle physicists tend to be reductionists: they operate at the lowest-level, and they assume that systems will
scale linearly. For many systems and materials, that will be the case: a sample of a few atoms of iron behaves in just
the same way as a planet-sized block of iron, for example. If you know the behaviour of atoms, it is a simple process
to scale that behaviour up to systems consisting of billions of atoms — as long as those atoms remain in a regular
arrangement so that their behaviour scales linearly: a crystal, for example. It is believed that there is a 1,500 mile-
long crystal of iron at the centre of the Earth, and geologists know how it behaves because they know how single
atoms of iron behave: the behaviour scales linearly.

However, sometimes large numbers of atoms can combine to produce surprising behaviour which is highly
nonlinear. The study of these materials is called condensed matter physics. Condensed matter physics is the most
popular area of physics research (according to a recent poll, one third of all American physicists consider themselves
to be condensed matter physicists). That means one third of American physicists are studying emergent behaviour.
However, the field gets very little publicity compared to other areas of physics research. This general lack of
awareness of the subject was made clear when the 2016 Nobel Prize in physics was awarded to condensed matter
research. The announcement of the award sent science journalists scurrying to the internet to find out more about
emergent behaviour. [13]

Another example of emergent behaviour when large numbers of particles interact is superconductivity. The
phenomenon of superconductivity occurs when electrons act together and can freely move through a conductor as
though there is no resistance. According to an article by the National Science Foundation: "Take a metal such as
lead or tin and cool it below a certain critical temperature: many of the individual electrons in that metal will
suddenly start to march in step, so to speak — a collective motion that allows them to flow as if the metal offered no
electrical resistance whatsoever. Again, electrons in the aggregate exhibit behaviors that are nowhere to be
found in one electron alone." [14]

In the case of nonlinear components there is no way of predicting the onset of emergent behaviour unless you
actually connect a huge number of the components together, or maybe run an equivalent huge computer simulation
featuring possibly billions of simulated components. There are no short-cuts. As stated earlier, you cannot simplify
large complex systems which result from the interaction of nonlinear components — the whole thing becomes a
mathematical nightmare.

This is the reason why — as stated earlier — scientists only became able to tackle the problems of complexity
when digital computers were invented. Maybe at this point you are starting to realise why complexity presents such
a problem for conventional science.

I have seen this mathematical "nightmare" mentioned in the scientific literature. Melanie Mitchell is a professor of
computer science who has worked at the Santa Fe Institute which is the world's leading centre for complexity
research. In 2009, Mitchell wrote a book entitled Complexity: A Guided Tour which is an introduction and overview
of complexity. Chapter Two of that book provides a clear explanation of nonlinearity. The mathematical
"nightmare" that nonlinearity poses for reductionism is described by Mitchell: "Linearity is a reductionist's dream,
and nonlinearity can sometimes be a reductionist's nightmare."

It was mentioned earlier that emergence is often described as: "The whole is greater than the sum of its parts". In
her book, Melanie Mitchell presented a similar succinct phrase to describe reductionism in which the behaviour of
components scales in a linear and predictable manner: according to Melanie Mitchell, reductionism can be described
as "The whole is equal to the sum of its parts".

A measure of emergence: Φ



In the previous chapter, it was explained how Christof Koch and Giulio Tononi have developed a theory of
consciousness which is called integrated information theory, or IIT. This is regarded as being the current leading
theory of consciousness. If you remember, IIT involves considering the connectivity of the network of information
in the brain.

Giulio Tononi has described a numeric value which can be calculated from that connectivity of information.
According to Tononi, this numeric value — which is called Φ (the Greek letter "phi") — then represents the
consciousness of the network. According to Tononi, this calculation could be applied to anything: from an iPhone to
the Milky Way, and the calculated value of Φ would reveal whether or not the object was conscious.

After reading more about Tonini's work, it seems rather clear to my mind that Φ is a measure of the emergent
behaviour of a system: the more emergent the behaviour, the more likely the system is to be conscious. Indeed, in
his book entitled Phi, Tononi describes Φ as the extent to which "the whole is more than the sum of its parts" — the
definition of emergence.

The following discussion describes my attempt to visualize this measure of emergence: Φ.
IIT possesses a cool and imaginative feature which is called the "cruellest cut". Tononi considers the situation in

which a network of information might be sliced into two smaller networks. What would be lost by doing that?
Again, the question boils down to the distinction between reductionism and emergence: a system formed of linear
components would lose nothing by being sliced in half, whereas a system formed of nonlinear components —
exhibiting strongly emergent behaviour — might find its performance severely reduced by being sliced in half.

The "cruellest cut" is specified as being the single slice of a network which has the most destructive effect,
reducing the emergent behaviour by the greatest amount. To illustrate the principle of the cruellest cut, Tononi
considers examples involving slicing a conscious brain in two, or cutting the head off a person's body — both of
which, I would suggest, place this aspect of the theory firmly in the "untestable" category!

Let us consider the particular example of the brain. It has been described how a brain has approximately 100
billion neurons. We might slice a brain into two parts, each containing 50 billion neurons. In general, this most
dramatic of actions — the cruellest cut — would significantly reduce the consciousness present in each of those
half-brain parts. In fact, it might eliminate consciousness altogether.

So if 50 billion neurons represents "low consciousness" and 100 billion neurons represents "high consciousness",
we might draw a graph showing how consciousness varies with the number of neurons:

You will see from the previous graph that a part containing 50 billion neurons is shown as having "low"
consciousness, whereas a part with 100 billion neurons is shown as having "high" consciousness. So the graph is
highly nonlinear, with a pronounced upward kink at about the 90 billion neuron mark. This extreme nonlinearity is
the signature of emergent behaviour.

So let us now apply that "cruellest cut", dividing the brain into two parts, each part containing 50 billion neurons:



On the previous diagram, you can see a pair of scissors applying the cruellest cut, splitting the brain into two 50-
billion-neuron parts. If the cut makes a big difference, then that reveals that the 100-billion-neuron network (the
whole brain) vastly outperforms a 50-billion-neuron network (the half-brain part). That would be a clear sign of a
highly-emergent network, a sign that "the whole is greater than the sum of its parts". As shown on the diagram, that
would result in a large value of Φ.

In contrast, the following diagram shows a situation in which the behaviour of a system scales linearly, in other
words, there is no sudden jump in behaviour, no emergent behaviour:

You will see on the previous diagram that the same cruellest cut has been applied at the 50-billion-neuron level.
However, in this linear case, the destructive effect of the cut is reduced. Each 50-billion-neuron part has a greater
amount of consciousness than the previous example. In this case, it could be said that the whole is equal to the sum
of its parts — which, as has been stated, is the signature of reductionism. This system could be decomposed into
smaller units with no loss of performance. As shown on the diagram, the measured value of Φ would be smaller in
this case.

According to integrated information theory, we can then interpret the value of Φ as the amount of consciousness
present in any network.

The low-hanging fruit



This seems like a good opportunity for me to say something which is possibly rather controversial …
On the basis of the discussion so far, we now see why reductionism has been so closely associated with the

scientific method. Whenever scientific researchers have had the freedom to pick-and-choose their domain of interest,
they have tended to concentrate their efforts on areas which are amenable to this method of decomposition into
smaller components. In practice, that means the study of systems formed of linear components. Fortunately, as
explained earlier, this has been sufficient to explain the behaviour of many materials when the behaviour of
individual atoms is known. The discovery of semiconductors — and the resultant technological revolution initiated
by their discovery — would be a good example of this: it has proven to be a route to success.

Unfortunately, this freedom of choice has meant that scientists have tended to avoid considering the difficult
mathematically-intractable systems formed of nonlinear components — all of which explains why we have made the
amazing discovery of the Higgs boson, while at the same time we are left almost completely in the dark about how
the brain in own heads works.

Put more simply, areas have been picked in which most progress can be made, perhaps taking the easier option,
and areas involving complexity have been avoided. Because of those choices, the suggestion might be made that
scientists have picked the "low-hanging fruit".

The physicist Paul Davies has written a book about complexity called The Cosmic Blueprint. At the end of the
following extended quote from his book, Davies refers to the general lack of interest in analysing nonlinear complex
systems, and how this has resulted in them being "neglected" by scientists (I have placed the relevant sentence in
bold): "The greater part of modern science and technology stems directly from the fortunate fact that so much of
what is of interest and importance in modern society involves linear systems. Roughly speaking, a linear system is
one in which the whole is simply the sum of its parts. Thus, however complex a linear system may be it can always
be understood as merely the conjunction or superposition or peaceful coexistence of many simple elements. Such
systems can therefore be decomposed or analysed or reduced to their independent component parts. It is not
surprising that the major burden of scientific research so far has been towards the development of techniques for
studying and controlling linear systems. By contrast, nonlinear systems have been largely neglected. In a
nonlinear system the whole is much more than the sum of its parts, and it cannot be reduced or analysed in terms of
simple subunits acting together. The resulting properties can often be unexpected, complicated and mathematically
intractable."

It is interesting to consider the distribution of complex systems according to their size, from the smallest objects
in the universe to the largest. Galaxies are huge, but they can be treated as a single unit, rotating about a centre of
mass. We can then describe the behaviour of a galaxy by using the relatively simple equations of general relativity.
Similarly, at the smallest scales, elementary particles can be described by the relatively simple equations of quantum
mechanics. The most complex objects — which therefore cannot be described by simple equations — are found in
the mid-scale region.

In 2015, Neil Turok of the Perimeter Institute presented a lecture entitled The Astonishing Simplicity of
Everything (available on YouTube). In that lecture, he considered how complexity is only found in the middle
between the two extreme scales of size. And it just so happens that it is in that middle region of high complexity
where we find life, and humans, and conscious brains: "We are in the middle in terms of scale. The astonishing thing
about recent discoveries in physics is they tell us the universe is surprisingly simple and regular — on the tiniest
scale, and on the hugest scale. It's only complicated in the middle."

The following diagram shows the variation in the complexity of objects according to their size. Just as Neil Turok
suggests, the objects with least complexity can be found at the extremes of the scale, whereas life (and the human
brain — the most complex object we know of in the universe) is found precisely in the middle of the scale:



The field of physics has progressed by explaining puzzling phenomena by describing that behaviour in terms of
simple formulas and laws. For example, the behaviour of the huge celestial bodies — the orbit of the Moon around
the Earth, for example — can conveniently be described by nothing more than Newton's laws of motion and a few
lines of mathematics. How convenient for physicists!

But imagine a situation in which the size of complex objects had extended out to the extremes of the scale —
maybe with living creatures the size of stars or galaxies. In that case, such simplifying methods could not have been
applied: we could not have accurately predicted the rotation of galaxies, for example. The behaviour of a galaxy
would have, instead, depended on the complex behaviour of its "mind". If that had been the case, the field of physics
would have struggled to advance, and the behaviour of the universe would have largely remained a mystery to us.
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CAN A COMPUTER THINK?
It is the year 2021. The world has been ravaged by the nuclear World War Terminus. Rick Deckard is one of the

survivors, struggling to get by on his income as a bounty hunter in a post-apocalyptic San Francisco.
Deckard is hired by the police department to "retire" (i.e., kill) androids which have returned from distant space

colonies. But Deckard has a problem. The problem stems from the technology in the latest Nexus-6 androids.
According to the spec sheet: "The Nexus-6 brain unit they're using now is capable of selecting within a field of two
trillion constituents, or ten million neural pathways."

As a result, the Nexus-6 androids ("andys") are so advanced that they are almost indistinguishable from humans.
According to Deckard: "No intelligence test would trap such an andy". In conversation, there is no way of telling the
difference between a Nexus-6 android and a human. Deckard has only one hope: the Voigt-Kampff Empathy Test.
Apparently, androids feel no empathy with others of their kind: "Empathy, evidently, existed only within the human
community". Deckard has to rely on this emotional deficit to detect the rogue Nexus-6 machines.

By now you might have realised that I am describing the plot of Philip K. Dick's classic science fiction novel Do
Androids Dream of Electric Sheep? The book later formed the inspiration for the equally-classic Ridley Scott movie
Blade Runner.

Let us rejoin the story of Rick Deckard as he rides in his flying car to the headquarters of the Tyrell Corporation
where the androids are manufactured …

At the Tyrell Corporation, Deckard meets Tyrell's assistant, Rachael. After performing the Voigt-Kampff test on
Rachael, he discovers she is an android. However, Rachael is clearly intelligent, conscious, and alluring. What is
more, Rachael has been given false memories so she does not realise she is an android.

After a while, Deckard realises he has started feeling "empathy" for Rachael — or maybe something more: "I'm
capable of feeling empathy for at least specific, certain androids. Not for all of them but — one or two". Deckard is
now faced with a dilemma, and has to wrestle with his conscience: is it ethical to "retire" Rachael, another
seemingly-conscious being, even though she is an android? Deckard now starts to question if he is in the right job:
"Suddenly, for the first time in his life, he had begun to wonder."

What should Deckard do? How should he behave toward Rachael?
At the heart of the problem appears to lie the question of whether or not an android can be conscious. As

described in Chapter One, we use the fact that we are conscious to separate ourselves from the everyday objects —
such as clocks and cars — which we do not believe are conscious. When faced with a potentially-conscious android,
we would lose that certainty that we are superior. It seems it is the presence of our consciousness which defines us
as human.

The need to resolve these questions about the consciousness of androids will become urgent as androids start to
perform working roles. For example, it appears androids — combined with the latest speech recognition artificial



intelligence — will soon be acting as multi-lingual airport and hotel receptionists. Here is a photograph from a
Tokyo convention of the latest DER2 android produced by the Kokoro Corporation. The android responds to
commands in Japanese, Korean, Chinese, and English:

A video of the DER2 in action is available on YouTube:
 
http://tinyurl.com/replicantvideo
 
Developments in artificial intelligence in androids might uncover a legal minefield. Would a physical assault

against one of these androids be regarded as a serious crime, as serious as an assault against a human worker?
Should it be considered to be a crime to turn off the power to one of these androids, thereby "killing" it?

If you read the video description on YouTube for the previous video, you will find that at one point in the DER2
android demonstration the android had to warn men not to touch her as that would be considered sexual harassment.
The men who were watching the demonstration treated the request seriously and apparently nodded their heads,
agreeing to comply. The men had already decided that the android deserved to be treated with equal respect.

And, when Rick Deckard finally decided how to treat Rachael, he came to the same conclusion.

It seems that the answer to these difficult questions will be decided by whether or not we determine the android to
be conscious. So in this chapter we will be considering the crucial question as to whether a computer (and, thereby,
an android) could ever be conscious. We will be moving away from the hard reality of neurons and transistors, and
entering the abstract world of computing and mathematics.

In Chapter One, the principle of substrate-independence was described. That was the idea that if the neurons in
your brain were replaced with transistors — or any other form of similar hardware — you would still be conscious.
If we assume the principle of substrate-information is true, then that removes one major fundamental objection to a
computer becoming conscious.

However, another objection has been raised, based on the method by which modern computers "think" to solve
problems. At the heart of a modern computer lies a microprocessor (an integrated circuit) which performs one
logical or mathematical operation at a time. Problems are then solved by following a step-by-step computer program
(or algorithm). Each step of the algorithm is clearly-defined, allowing no ambiguity. Every step of the process is as
strictly defined as the most formalised piece of mathematics.

However, it has been suggested that this highly-formal approach to problem solving is not a good match for the

http://tinyurl.com/replicantvideo


human brain as the approach appears to allow no room for ingenuity, random creativity, or intuition. Do humans
really follow a rigidly strict sequence of instructions every time they want to solve a problem? Was that really how
Einstein's thought processes worked? I very much doubt it.

In another criticism of the algorithmic approach, we will see in this chapter how Alan Turing discovered a
remarkable result which revealed that there were some things computers could never compute. Just like the
empathy-deficit of the Nexus-6 android, does that mean there will inevitably be fundamental deficiencies in the
processing of a computer mind compared to the human mind? Specifically, does all this mean that a computer can
never be conscious?

In this chapter we will examine if there are any fundamental limitations on a computer's thought processes. We
will start by considering a very dangerous entity for any inflexible and strictly-logical system: the danger of the
paradox.

The liar's paradox

In the early decades of the 20th century, the foundations of mathematics were threatened because of the recent
discovery of paradox lurking within mathematics. The paradox was based on the liar's paradox. As an example, if
someone says: "I am lying" or, equivalently "Everything I say is false" then that would represent a paradox. The
statement can be either true or false. If the statement is true, then — according to the statement — the statement is
false (because the person is lying). Alternatively, if the statement is false, then — according to the corrected
statement — the person is telling the truth, so the statement as told by the person must be true.

Either way, we appear to have a statement which is self-contradictory: if it is true then it is false, and if it is false
then it is true. That constitutes a paradox.

The particular form of the liar's paradox which threatened the foundations of mathematics is called Russell's
paradox, and it was discovered by the English philosopher and mathematician Bertrand Russell in 1901. Russell's
paradox concerns sets, which is the mathematical term for a collection of objects. The paradox can perhaps be
easiest understood if we consider an example. So let us consider the collection of men who are shaved by a barber.
That collection of men would, mathematically, be known as a set.

To understand how the paradox can arrive, consider the situation in which the barber shaves a man if and only if
the man does not shave himself. Let us consider the set of men who are shaved by the barber.

So let us now ask the question: is the barber himself in the set? In other words, does the barber shave himself or
not?

If the barber is in the set then, by the set definition, that means he does not shave himself. In which case then,
according to his rule, he does shave himself and should therefore not be in the set. But if the barber is not in the set
then, by the set definition, that means he does shave himself. In which case then, according to his rule, he does not
shave himself and so should be in the set.

So, as with the liar's paradox, we have a situation which if it is true then it is false, and if it is false then it is true.
Paradoxes are so destructive in mathematics because mathematics attempts to clearly and unambiguously decide

the truth or falsity of a statement expressed in clear mathematical language. As a simple example:
 
"Two plus two equals four"
 
is an example of a true mathematical statement, whereas:
 
"Two plus two equals five"
 
is an example of a false mathematical statement.
In that sense, mathematics can be seen as the "route to truth and clarity" about the world. And that truth is

unchanging for all time: when a mathematical theorem is proved to be true, it remains true forever. However, if there
are paradoxical statements which can be expressed mathematically which are both true and false at the same time,
then that clarity becomes lost. We are left with indecision and uncertainty, and mathematics as some "route to truth"
appears doomed.

An example of the destructive capability of a paradox was shown in an episode from the original series of Star
Trek called "I, Mudd", broadcast in 1967. In the episode, the Enterprise is hijacked by an android named Norman.
Norman reveals himself to be inflexibly logical in his thought processes, and Captain Kirk realises this represents a
weakness which they can exploit. As a result, the android is defeated by the liar's paradox by simply telling it: "I am



lying". The android quickly realises the paradox, and it proves to be more than the ultra-logical android brain can
handle.

Here is the android's response to the paradox: "You say you are lying but, if everything you say is a lie then you
are telling the truth. But you cannot tell the truth because everything you say is a lie. But you lie … you tell the
truth … illogical … illogical … please explain … you are human … only humans can explain the behaviour …"

At which point smoke pours out of the android's head and it is destroyed.
The scene in which the android is destroyed is available on YouTube: http://tinyurl.com/liarsparadox

This represents an excellent demonstration of the destructive capabilities of a paradox, capable of tearing-down a
strictly logical system. This also reveals how paradoxes were perceived as being such a threat to the logical
foundations of mathematics at the start of the 20th century.

But the parable of Norman the android also appears to reveal a possible limitation on the "thought processes" of a
computer. The final line spoken by Norman is particularly revealing: "Only humans can explain the behaviour".
Norman appears to be admitting that there are fundamental differences between the workings of a human mind and
the workings of a computer mind. It would appear that the human mind has a greater capacity to understand certain
difficult concepts (for example, understanding the principle of a paradox). It would appear that a rigidly-logical
computer would be unable to "get its head round" the concept of a paradox. However, humans (and Vulcans) would
have no such limitation. Even the highly-logical Spock is able to consider the implications of the liar's paradox
without smoke pouring out of his head.

So, can a computer think? Maybe, but it appears we have discovered that there might be limitations on what they
can think.

http://tinyurl.com/liarsparadox


 

The halting problem

The year is 1936.
Alan Turing — the brilliant English mathematician — is 22 years old and has just been awarded a research

fellowship at King's College in Cambridge University. The fellowship was worth £300 a year, which was not much
money even in those days, but it was enough to provide Turing the freedom to pursue his ideas in an idyllic
environment.

Here is a photograph of King's College in Cambridge:

Turing was lying in the grass in Grantchester Meadows when he had a brilliant insight.[15] It was an insight
which would reveal a truly extraordinary limitation on the ability of all computers.

Turing's idea considered the apparently simple question of determining whether or not a computer program



eventually halts (stops running, and then usually producing some useful output). The alternative would be that the
program might run forever, trapped in a never-ending loop, never halting to produce useful output.

The subject of Turing's idea — whether or not a computer program halts or loops forever — might appear quite
abstract and uninteresting, but the consequences were to be huge.

It might appear fairly obvious that one way of determining whether or not a program halts is just to leave it run
and see whether or not it eventually halts. However, we shall now see that that strategy will not work in all
circumstances.

If you are on Facebook then you are probably tired of those silly mathematics problems that people share which
turn out to be incredibly simple. The following image resembles one of those problems — in appearance at least. Let
us call it the "Facebook fruit problem" as it features apples, bananas, and pineapples:

In order to solve the puzzle, you will see that you need to find the positive integer values represented by the apple,
the banana, and the pineapple.[16] An example of the sort of whole-number solution we are seeking would be for
the apple to have the value 5, the banana to have the value 3, and the pineapple to have the value 2 (these are not the
correct answers). You might like to try to solve the problem yourself, but I warn you not to spend too much time on
it.

You might write a simple computer program to solve this puzzle via trial-and-error. The program would start by
setting the values of the apple, banana, and pineapple all equal to 1. The program would then test if those values
solved the equation. If the equation was not solved, then the program would increase the value of one of the fruits by
1 and try again. The program would continue increasing the values until a solution was found. This would represent
an exhaustive brute-force search of all possible solutions.

I can tell you that after a few years — or even a few decades — your program would not have found the solution
to the puzzle. Therefore, after that length of time, and testing so many possible solutions, you might feel justified in
stopping your program and announcing: "The puzzle has no solutions".

However, you would not be justified in halting the program and making that announcement. This is because,
rather staggeringly, the correct value for the apple is: 154,476,802,108,746,166,441,951,315,019,919,837,485,
664,325,669,565,431,700,026,634,898,253,202,035,277,999

which is an astronomical number composed of 81 digits which is approximately equal to the number of atoms in
the universe. It is approximately equal to ten thousand quadrillion quadrillion quadrillion quadrillion quadrillion.

Fortunately, the correct value for the banana is rather smaller. It is only:
36,875,131,794,129,999,827,197,811,565,225,474,825,492,979,968,971,970,996,283,137,471,637,224,634,055,579

a number which merely contains 80 digits.
Finally, the correct value for the pineapple is relatively tiny, being composed of only 79 digits:

4,373,612,677,928,697,257,861,252,602,371,390,152,816, 537,558,161,613,618,621,437,993,378,423,467,772,036
If you did manage to solve the problem then, very well done indeed! Apparently, according to the Facebook

meme, you can now consider yourself to be in the top 5% of the population (I'm joking — it means you probably
work for the NSA). [17]

In his book Programming the Universe, Seth Lloyd makes the point that sometimes it is very easy to tell if a



computer program will halt, or loop forever, just by looking at the program. As an example, the simple one-line
computer program:

 
PRINT "HELLO"
 
will just print "HELLO" and then halt (stop). So it is very clear to see that this simple one-line program will halt

— without actually having to run the program.
As an example of the second type of behaviour, it is clear that the following two-line BASIC program will loop

forever and never halt:
 
10 PRINT "HELLO"
20 GOTO 10
 
In the program, you will see at line number 10, the computer will print "HELLO". The computer will then

advance to line 20 which says "GOTO 10", which means the computer has to loop back to line 10 and print
"HELLO" again. This looping will continue forever (rapidly filling the screen with "HELLO"). It can be seen that
this looping behaviour means that the program will never halt.

So it would appear it is possible to determine whether or not a program will eventually halt just by looking at the
program and analysing that program — without actually having to run the program. We might then wonder whether
we might be able to automate that process: could we write a sophisticated computer program which takes any other
program as its input and then determines whether or not that input program will halt? Such a sophisticated program
would be able to solve the Facebook fruit problem instantly — without having to run a brute-force algorithm for
billions of years. The question of whether or not it is possible to write that general program is called the halting
problem. The solution to the halting problem is not obvious, and it was considered to be one of the most important
problems in early 20th century mathematics.

The halting problem caught the attention of Alan Turing, and it was while he was lying in the grass in
Grantchester Meadows that the solution to the problem came to him. To cut a long story short, Turing was able to
show that it would never be possible to write a single general computer program which would be capable of
determining whether or not another program halts.

Turing's method was ingenious, and the form of the method resembles the "liar's paradox" which was described
earlier in this chapter.

Firstly, let us imagine that it is possible to write a general-purpose algorithm to determine whether or not an input
program halts. Let us denote that piece of code — which tests whether or not a program halts — by the following
diamond in a flowchart diagram (the diamond represents a decision box):

Turing proposed that that piece of code — which performs the halting test — could then be included as part of the
following program:



You will see from the flowchart that if the input program does not halt, then the flowchart halts. But if the input
program does halt, then the program loops forever, i.e., it never halts.

So we can see from the flowchart that the behaviour of the flowchart algorithm is precisely the opposite of the
behaviour of the input program. If the input program does not halt then the flowchart algorithm does halt. But if the
input program does halt then the flowchart algorithm does not halt. As I said, the behaviour of the flowchart
algorithm is precisely the opposite of the input program.

Alan Turing then did something ingenious. He took the flowchart algorithm (which can be coded as a computer
program) and presented it as input to itself! Turing then asked the question: "Does the resulting program — given
itself as input — halt or loop forever?"

There are two possibilities. If the input program does halt then — according to the algorithm — the flowchart
algorithm does not halt and so the input program does not halt. Conversely, if the input program does not halt then
— according to the flowchart — the flowchart algorithm does halt and so the input program does halt.

So if the input program does halt then it does not halt, and if the input program does not halt then it does halt. As
in the liar's paradox, the self-referential nature of Turing's method has created a paradox.

A paradox is a situation which cannot exist: a computer program has to either halt or not halt — it can't do both.
The only conclusion we can make is that the general halting tester program — the piece of code in the diamond —
cannot exist. This method which Turing used in his proof is called "proof by contradiction".

Turing had therefore solved the question of the halting problem: it could never be possible to write a general
algorithm which could determine if any other program either halted or looped forever.

Turing published his solution in 1937 in Proceedings of the London Mathematical Society. This was a
magnificent achievement by Turing, and it established his reputation as a top-rank mathematician.

The implications for the android brain, however, are not so appealing. The result suggests that if we have a
computer brain then there will always be a problem (the halting problem being an example) for which it is known
that there is a solution (a program will definitely either halt or not halt) but the computer brain cannot calculate that
solution. The solution is then said to be uncomputable.

The new mind of Roger Penrose

Turing's solution to the Halting Problem seems to suggest that there is a fundamental limitation of the computer
mind. We will now see how one of the most eminent English physicists suggested that this limitation meant that
computers do not function like the human brain, and therefore can never be conscious.



Roger Penrose's greatest achievement in physics came in the 1960s when he proved that a collapsing star had to
form a singularity: a black hole. Working with Stephen Hawking, he then showed that the same principle had to
apply to the universe as a whole: if you reverse time, the universe had to have emerged from a singularity at the time
of the Big Bang.

In 1989, Roger Penrose wrote a physics book aimed at a general audience called The Emperor's New Mind. The
market for popular science publishing in physics had been established a year earlier by Stephen Hawking's bestseller
A Brief History of Time. As a result, Penrose's book was tremendously popular. I read the book when it came out as
did many of my friends, and I know it motivated many readers to get interested in physics.

In his book, Penrose presented his case that computers operated fundamentally differently from the human mind
and, as a result, computers can never be conscious. Penrose used Turing's solution to the Halting Problem which
showed — as has just been described — that there are some problems which have solutions which can never be
calculated by a computer. This appears to represent an intellectual deficiency of the computer — but it is not
believed that humans possess a similar deficiency. For that reason, Penrose's theory suggested that these computer
minds could never be conscious.

As stated earlier, computers solve problems by following a scripted algorithm in a very rigid, predicable, step-by-
step manner. Penrose calls this type of behaviour algorithmic. An algorithmic mind has to stick to the script of its
program, unable to go "off-script", being bound by rigid logic. An example of an algorithmic mind would be
Norman the Star Trek android considered earlier. Norman's algorithmic mind is so rigid and inflexible that he is
unable to consider the liar's paradox without smoke pouring out of his head.

In contrast, the minds of Captain Kirk and his crew are more flexible, not bound to following a step-by-step
algorithmic program. As suggested at the start of this chapter, surely Einstein's mind did not follow a strict sequence
of rules. Human minds are capable of going "off-script" by introducing original thinking. Penrose calls these types
of minds non-algorithmic.

Penrose's theory is not fully stated until the final chapter of his extensive and wide-ranging book. As Penrose says
in that final chapter: "It has, indeed, been an underlying theme of the earlier chapters that there seems to be
something non-algorithmic about our conscious thinking." Penrose then introduces his theory which suggests a
clear division between conscious and non-conscious minds on the following basis: a non-algorithmic mind can be
conscious, whereas an algorithmic mind can never be conscious.

Therefore, according to Penrose's theory, we should not consider Norman the android to be conscious because his
mind is algorithmic, forced to follow a strict program. In similar fashion, according to Penrose, no computer which
follows a strict program could ever be conscious.

But how could we ever test Penrose's theory? It would appear we would need to compare the mind of a computer
with the mind of a human, and somehow determine whether the algorithmic "mind" of the computer was conscious.
But how could we ever get "inside the mind" of a computer to test Penrose's theory? It would seem to be an
impossible task.

However, we have the perfect testing ground on which we can test Penrose's theory. And that testing ground is the
human brain.

The brain appears perfect to test Penrose's theory because it is a device which is divided into two sections: one
section operates algorithmically, while the other section operates non-algorithmically. What is more, we are able to
"get into the mind" of this device, to determine if either of the two different sections are conscious.

As described in Chapter Two, the lower levels of the human brain are responsible for repetitive behaviours, such
as walking and breathing, and also being responsible for monitoring body temperature and carbon dioxide levels in
the blood. These are all functions which could be performed by a computer following a strict program. For that
reason, we can consider the lower levels of the brain as representing algorithmic behaviour. As an example, the
mind of Norman the android would operate like the algorithmic lower levels of our brain.

In contrast, the higher level of the brain does not follow a strict "program", and is therefore capable of going "off-
script" to introduce original thinking, creativity, and problem solving for which — as Penrose suggests in the final
chapter of his book — "no clear algorithmic process exists".

So let us redraw the simple map of the brain from Chapter Two to show the algorithmic and non-algorithmic
regions:



Let us remind ourselves what Penrose's theory suggests. According to Penrose, an algorithmic mind (like Norman
the android) cannot be conscious, but a non-algorithmic mind can be conscious. And when we consider the two
sections of the human mind shown in the previous diagram — this is exactly what we find! As described in
Chapter Two, conscious behaviour is believed to reside in the higher level of the brain (which is shown to be the
non-algorithmic region on the diagram), whereas the lower levels of the brain — the algorithmic regions — are
believed to be unconscious.

To my mind, this represents strong evidence in support of the theory of Roger Penrose.
 
In the final chapter of his book, Penrose presents an description of how the conscious (non-algorithmic) and

unconscious (algorithmic) mind work together to learn a new skill, for example, learning to drive a car. During the
learning process, the conscious mind would be very active, solving problems ("How do I overtake the car in
front?"). As Penrose explains, the conscious mind would have to be used to solve the problem rather than the
unconscious mind because "no clear algorithmic process exists" at that stage. However, once the problem is solved
and you have overtaken a few cars, you have learned how to perform the task. It might be said that the learning
process involves "writing your own computer program" to solve the task: you are generating a new algorithm. But
once your conscious mind has generated that new algorithm, it can then be handed-down to the lower-level
unconscious brain. It can then be said that you have learned a new skill. Then, the next time you need to overtake a
car the unconscious brain can follow that program algorithmically and perform the task without having to involve
the higher-level conscious mind. As a result we can drive our cars virtually automatically, without having to get
consciously involved.

In his book Consciousness, Christof Koch presents a similar description of the difference between the conscious
and unconscious mind. Koch explains how consciousness is needed for training, but then the unconscious mind can
take over: "Much of the ebb and flow of daily life does indeed take place beyond the pale of consciousness. This is
patently true for most of the sensory-motor actions that compose our daily routine: tying shoelaces, typing on a
computer keyboard, driving a car, returning a tennis serve, running on a rocky trail, dancing a waltz. These actions
run on automatic pilot, with little or no conscious introspection. Whereas consciousness is needed to learn these
skills, the point of training is that you don't need to think about them anymore; you trust the wisdom of your body
and let it take over."

So it appears we might have found a valuable principle on our quest to uncover the secrets of consciousness: a
clear definition of when biological material should be considered to be conscious, and when it cannot be capable of
consciousness. If that material is algorithmic — if it follows a strict program — it cannot be conscious. But if that
biological material is capable of non-algorithmic behaviour, then it has the potential to be conscious.



Quantum theories of consciousness

The latest incarnation of Roger Penrose's theory of consciousness is controversial because of Penrose's decision to
incorporate some highly-unorthodox ideas based on quantum mechanics. This approach has received a great deal of
criticism. So, in this section, let us consider some of the various quantum theories of consciousness.

Quantum theories of consciousness have proven popular almost from the first day that quantum mechanics was
discovered. I would say there are two ways in which quantum mechanics might have an influence on theories of
consciousness.

Firstly, quantum mechanics seems to present a mechanism by which the notion of "free will" might be given some
foundation in science. When Newton proposed his three laws of motion in 1687, it appeared that the evolution of the
universe was governed by strict laws — with no room for deviation. All successive states of the universe would be
set in stone, determined by the original state of the universe and the application of Newton's laws. This principle has
been called the "clockwork universe".

However, as the atoms of the brain follow Newton's laws, this would appear to indicate that the evolution of our
thought processes — for our entire lives — are also determined by the position of the atoms in our brains at birth,
and the application of Newton's laws. Where, then, is there any room for free will — the notion that we could
behave differently if we chose to? Is free will just an illusion? Are all our decisions for our entire lives set in stone at
birth?

The idea that all our decisions are actually decided well in advance was reinforced by a classic experiment. In the
1980s, a consciousness researcher named Benjamin Libet performed a series of experiments at the University of
California, San Francisco. It was known that before a human subject performs a simple physical activity — such as
pushing a button — there was a characteristic pattern of electrical activity in the brain known as the readiness
potential. Libet set out to time this readiness potential, so he connected a volunteer to an EEG and the volunteer was
asked to push a button several times at will. The volunteer had complete choice as to when he or she should push the
button.

What Libet discovered was amazing. The readiness potential could be detected in the unconscious region of the
brain about half-a-second before the person took the conscious decision to press the button. It appeared the decision
to push the button was actually being made by the unconscious brain, with the apparently conscious decision being a
mere illusion of free will occurring several milliseconds later.

Libet's experiment appeared to reinforce the idea that there can be no free will in a clockwork universe, with
everything being determined some time previously. However, with the discovery of quantum mechanics in the early
20th century, the door was opened for free will to make a comeback.

Quantum mechanics introduced fundamental uncertainty, and eliminated the concept of the clockwork universe.
According to quantum mechanics, when we make a measurement at the most fundamental level, i.e., the level of
individual particles, we will get a fundamentally random result. As described in my first book, the situation
resembles a ball spinning round a roulette wheel. It is fundamentally impossible to predict in which slot the ball will
land: you are prohibited from dismantling the system in order to predict the motion of the ball in terms of more
fundamental quantities (because there are no more fundamental quantities — we are already at the fundamental
level).

So, if the motion of the atoms in our brains are actually controlled by the random processes of quantum
mechanics, this eliminates the concept of the clockwork universe and reintroduces the possibility of some degree of



free will. This principle was described by Christof Koch in an interview which is available on YouTube:
 
http://tinyurl.com/freewillvideo
 
In the video, you will note that the interviewer says: "If our feeling of authorship is just a froth that arrives after

our brain has made the actual decision then how can we possibly have free will?" in a reference to the previously-
described Libet experiment.

However, if our thoughts are decided by the fall of random quantum dice, does that really mean we have free will
in the conventional sense of the term?

The second proposed role for quantum mechanics in consciousness comes during the so-called "collapse of the
wavefunction". In quantum mechanics, it is the case that particles can behave as though they are in a peculiar multi-
valued state called a superposition state. For example, in the famous double-slit experiment a particle can appear to
travel through two different slits at the same time — as though the particle is in two places at once. At that point, the
particle is described mathematically by a wavefunction. However, once the particle has passed through the two slots
and hits a screen, the particle is found to exist in only one place. In other words, when the particle is observed, it is
said that the wavefunction has "collapsed" into a single state, and only one position of the particle is left.

But what physical process is responsible for this "collapse of the wavefunction"? In 1932 the mathematician John
von Neumann — who was the foremost mathematician in the world at that time — proposed a controversial
solution. Von Neumann wrote an influential book titled The Mathematical Foundations of Quantum Mechanics, and
in that book he proposed that the collapse was caused by the consciousness of the experimenter. Basically, the
experimenter formed the final link of a causal chain: by the time the experimenter considered the experiment, it was
essential that the particle was only in one position. So the experimenter's final act of conscious observation was
responsible for collapsing the wavefunction.

Von Neumann's "consciousness causes collapse" interpretation is not popular with physicists today, though in a
recent poll, 6% of physicists still agree with it. However, our knowledge of the underlying physical principles of
quantum mechanics has advanced since Von Neumann's time. It is now believed that the influence of the general
environment (for example, dust particles hitting an electron, or the random arrangement of atoms in a screen hit by a
particle) has the effect of "collapsing the wavefunction". This is because, in general, environmental effects are
random and noisy, so when a particle interacts with billions of random atoms in the environment, there is an
"averaging" effect which progressively reduces the strange superposition effects and only leaves us with a well-
defined state which is not in a superposition. This is why we do not find Schrödinger's famous cat both alive and
dead at the same time!

This process by which the environment acts to "collapse the wavefunction" is called environmental decoherence
or just decoherence. This process is now generally-accepted and uncontroversial among most physicists. The effect
has been tested in many experiments, and, as we shall soon see, an understanding of the decoherence process is
allowing new forms of powerful computing to be developed.

So there is no need for a conscious observer to "collapse the wavefunction". Any random environment can act as
an "observer". For example, an electron hitting a screen will be "observed" by the screen, thereby revealing the
position of the electron. The fact that a conscious observer is not required to collapse the wavefunction is described
by Max Tegmark in his book Our Mathematical Universe: "Now I was convinced that consciousness had nothing to
do with it, since even a single particle could do the trick: a single photon bouncing off a object had the same effect
as if a person observed it."

Because decoherence is such a powerful effect, usually occurring in a tiny fraction of a second, it is extremely
difficult to keep a particle in a superposition state. However, if we can manage to keep a particle in a superposition
— by completely insulating it from any interaction with the environment — then there might be big advantages. As
an example, imagine a computer made out of particles in a superposition state. Just as particles in a superposition
state can be in many places at once, so a computer made out of those particles would be able to perform many
calculations at once! This is the general principle behind quantum computing. [18]

When he had finished writing his book The Emperor's New Mind, Roger Penrose was convinced that some form
of non-algorithmic computing was necessary for consciousness, but he was unsure at the time where to find this new
form of computing. But when he became aware of the extraordinary potential of quantum computing, this

http://tinyurl.com/freewillvideo


represented the possible breakthrough he was seeking. His feelings at the time are described in the following video
(with Penrose still in great form at the age of 82):

 
http://tinyurl.com/penrosetheory
 
As Penrose states in the video: "To me, there is something outside the computational laws of physics. When I

wrote my book The Emperor's New Mind I was trying to develop this idea, and I was trying to say there was
something else out there. What could it be? Where is the biggest gap in our understanding of physics? There is a big
gap within present day understanding of quantum mechanics."

Penrose then wonders if "inside our heads we are exploiting that gap. That would take us to a level somewhat
beyond present technology in our experiments". Penrose is inferring that it might be possible to have something
resembling a quantum computer — with its associated extraordinary computing power — hidden somewhere in our
brains. Up to this point, this all sounds reasonable enough. But it is at this point that the problems really start.
Because, as Penrose states, in order to "exploit" quantum computing in our brain would require techniques "beyond
present technology". Present technology is revealing just how difficult it is to keep particles in superposition states
for extended periods of time — and avoiding environmental decoherence. Rudimentary quantum computers are now
appearing, but the particles have to be isolated from the environment and kept at a temperature just a fraction of a
degree above absolute zero — 250 times colder than deep space — to eliminate thermal noise (random noise could
cause decoherence). Even in those extreme laboratory conditions, the superposition state can only be maintained for
a few microseconds.

However, a brain is warm, wet, and messy. Is it at all realistic to imagine a quantum superposition state could be
maintained in the brain for any meaningful length of time? Indeed, in the previous video Roger Penrose is quite
realistic about this unlikely possibility (referring to the surprising method by which nerve signals are transmitted via
the physical movement of ionised atoms, which was described in Chapter Two of this book): "When I wrote The
Emperor's New Mind I knew something about nerve propagation and it just didn't seem to me that there was a
chance to maintain a superposition because nerve propagation disturbs the rest of the brain in a way which would
completely destroy the coherence that you would need in your quantum system. I thought that when I had finished
writing the book, maybe I would see the answer. No, I didn't."

However, at this point, Penrose received a letter from a medical doctor named Stuart Hameroff. Hameroff had
read Penrose's book and he believed he had the solution being sought by Penrose.

Hameroff told Penrose about microtubules, which are microscopic cylinders made of protein which are distributed
throughout the cell body of a neuron and which allow cells to maintain their shape. According to Hameroff, these
microtubules could allow for the exploitation of quantum behaviour in the brain. Hameroff believed that particles
contained in the centre of the microtubules, and surrounded by protective gel, could remain sufficiently isolated
from the environment to delay the onset of decoherence. Surprisingly, Penrose bought-in to Hameroff's highly-
speculative idea.

However, the physicist Max Tegmark spoiled the party when he published a paper containing detailed and
extensive calculations showing that decoherence in microtubules would occur in just 10-13 seconds (100
quadrillionths of a second).[19] This would be far too fast to allow the exploitation of quantum behaviour.
According to Tegmark, in that case: "For my thoughts to correspond to quantum computation, they'd need to finish
before decoherence kicked in, so I'd need to be able to think fast enough to have 10,000,000,000,000 thoughts each
second. Perhaps Roger Penrose can think that fast, but I sure can't …"

Frankly, I would have thought that just the fact that the brain is at body temperature should be sufficient to allow
us to disregard the possibility of quantum computer-style behaviour in the brain.

Stephen Hawking has considered these quantum ideas of his friend and colleague Roger Penrose and has
announced that he is not impressed. According to Hawking: "I get uneasy when people, especially theoretical
physicists, talk about consciousness. His argument seemed to be that consciousness is a mystery and quantum
gravity is another mystery so they must be related."

To sum up, I believe Roger Penrose was correct in his book to suggest that non-algorithmic computing is
necessary for consciousness. However, I feel his pursuit of a quantum solution has been a red herring.

Instead, in the next chapter we will be seeing how recent developments in artificial intelligence and integrated
circuit design have moved toward a "neural" computing architecture which operates according to a non-algorithmic
method — just as Penrose predicted.

Rather wonderfully, we will also be seeing that this non-algorithmic architecture bears an uncanny resemblance to
the structure of the brain cortex. We will also be seeing how this new non-algorithmic approach most definitely has
the possibility for going "off-script" and springing surprises — though maybe not all of those surprises might be

http://tinyurl.com/penrosetheory


particularly welcome.



6

THE RISE OF AI
Alan Turing's paper on uncomputability was published in 1937, just before the outbreak of war in Europe in 1939.

Alan Turing is today best known for his extraordinary wartime achievement of breaking the German Enigma code.
You can read the amazing story of Turing and his colleagues at the Allied codebreaking centre in Bletchley Park in
my seventh book.

In 1943, Turing was dispatched from Bletchley Park to coordinate efforts with the American cryptographers.
Turing boarded the Queen Elizabeth ocean liner and travelled to New York City, with the course of the liner zig-
zagging to avoid German U-boats. At the time, an average Allied ship made just four crossings of the Atlantic
before it was sunk. Turing made the crossing safely.

Turing visited the Bell Telephone Laboratories in New York City (if you remember, the incredible Bell
Telephone Laboratories were described in Chapter One). One day, Turing went for lunch in the Bell Labs cafeteria
when he met none other than Claude Shannon (who was also described in Chapter One: remember the man with the
intense gaze who was to become the father of information theory). Shannon and Turing started meeting regularly in
the cafeteria and discovered that they had similar interests. In particular, they found they were both interested in the
possibility of creating artificial thinking machines.

According to Turing: "Shannon wants to feed not just data to a computer brain, but cultural things! He wants to
play music to it!" But Turing had a fundamentally different goal. According to Turing: "No, I'm not interested in
developing a powerful brain. All I'm after is just a mundane brain, something like the president of the American
Telephone and Telegraph Company."

And it was in the pursuit of this goal — to create a mundane brain — that Alan Turing was to launch the science
of artificial intelligence, or AI. If we want to understand consciousness, then progress in artificial intelligence might
provide our best hope. This was explained by Celeste Biever in a New Scientist article: "The quest for machine
consciousness may be key to solving the mystery of human consciousness, as even scientists outside AI research are
starting to acknowledge. 'The best way of understanding something is to try to replicate it', says psychologist Kevin
O'Regan of Descartes University in Paris. 'So if you want to understand what consciousness is, well, make a
machine that's conscious.'" [20]

The Turing Test

The dawn of artificial intelligence is generally accepted to have occurred in 1950 when Alan Turing published a
landmark paper entitled Computing Machinery and Intelligence in the philosophy journal Mind. In that paper,
Turing first described the Turing Test. The aim of the Turing Test is to determine if a computer's intelligence is
indistinguishable from that of a human.

Turing's original paper which launched the science of AI is available at the following link:
 
http://tinyurl.com/turingai
 
Considering the paper was written right at the start of the computer age — the first stored-program electronic

digital computer had been built just two years earlier — it is a remarkably prescient piece of work. The paper
anticipates most of the developments in computer science and artificial intelligence which would take place over the
next seventy years, including the development of machine learning, and anticipating exponential improvements in
computer speed and storage.

You will see that Section One of the paper is called "The Imitation Game" (which was to become the name of the
successful movie about the life of Turing). In that first section, Turing describes his test.

In the test, there is a human interrogator on one side of a wall, and on the other side of the wall — hidden from the
interrogator — there is a human and a computer. The interrogator can only communicate with the human and the
computer via a text-only channel, typing on a keyboard, and reading the responses on a screen.

The computer is running an artificial intelligence program which is able to interpret the messages which are typed

http://tinyurl.com/turingai


by the interrogator, and can then give intelligent responses back to the interrogator. The human — who is next to the
computer and similarly hidden from the interrogator — also provides intelligent responses to the questions.

The task for the computer running the AI program is to convince the interrogator that it is a human. At the end of
the question-and-answer session, the interrogator has to decide which of the respondents is the computer on the basis
of their responses.

If the interrogator correctly identifies the computer as the artificial intelligence, the computer is then said to have
failed the test (it has failed to convince the interrogator). However, if the interrogator decides that the human is the
more likely of the two to be the artificial intelligence, then the computer is said to have passed the Turing Test.
According to Turing, we should then consider the computer as being able to "think" like a human.

The AI program can be as devious as it likes in its aim of fooling the interrogator. Most obviously it would
answer "No" when asked directly if it is a computer. More cunningly, it might take a while before responding with
an answer to a difficult calculation.

At the time of writing this book, no computer has passed the Turing Test, and it seems likely to be many years
before the test will be passed.

However, assuming that the Turing Test is eventually passed by a computer, would that necessarily mean that the
computer is conscious? Turing considers that question in Section Six of his paper under the heading "The Argument
from Consciousness". Turing starts by presenting an extract of a lecture given by the British neurologist Geoffrey
Jefferson in 1949: "Not until a machine can write a sonnet or compose a concerto because of thoughts and emotions
felt, and not by the chance fall of symbols, could we agree that machine equals brain — that is, not only write it but
know that it had written it. No mechanism could feel (and not merely artificially signal, an easy contrivance)
pleasure at its successes, grief when its valves fuse, be warmed by flattery, be made miserable by its mistakes, be
charmed by sex, be angry or depressed when it cannot get what it wants."

In response, Turing argues that it would be extremely difficult to ever be sure that a machine is thinking: "The
only way by which one could be sure that a machine thinks is to be the machine and to feel oneself thinking." In the
absence of actually being able to be the machine, Turing suggests that the only way we could judge if a machine is
actually thinking is to see if it passes the Turing Test.

However, Turing is under no illusion that his test has solved the problem of consciousness, as he says in his
paper: "I do not wish to give the impression that I think there is no mystery about consciousness."

After Turing published his landmark paper in 1950 and introduced AI to the scientific community, there were
many attempts to produce computer programs which could converse in a seemingly intelligent manner and
potentially pass the Turing Test. Perhaps the most famous example was the ELIZA program written in the mid-
1960s by Joe Weizenbaum at MIT. ELIZA was designed to act like a human psychotherapist, giving reassuring
interviews to users.

Here is an extract of an actual dialogue between a human female and ELIZA:
 
Human: My boyfriend made me come here.
 
ELIZA: YOUR BOYFRIEND MADE YOU COME HERE?
 
Human: He says I am depressed much of the time.
 
ELIZA: I AM SORRY TO HEAR THAT YOU ARE DEPRESSED.
 
Human: I need some help, for sure.
 
ELIZA: WHAT WOULD IT MEAN TO YOU IF YOU GOT HELP?
 
Human: I could live a more normal life.
 
ELIZA: WHAT DO YOU MEAN YOU COULD LIVE A MORE NORMAL LIFE?
 
You will see that ELIZA is very simple and limited in its responses, mainly just rephrasing the patient's replies as

questions. Despite that, some users formed an emotional bond with ELIZA. Even Weizenbaum's own secretary
sometimes insisted on privacy at times so she could converse with ELIZA.

In his book Turing, Jack Copeland describes an occasion when a business executive attempted to contact a
member of the IT staff of his company via the company's internal messaging service. Unfortunately, the IT



technician had ELIZA running on his desktop computer at the time, and it was ELIZA which dealt with the
executive's query:

 
Executive: Can I use the computer this morning?
 
ELIZA: WHY DO YOU ASK?
 
Executive: I might be able to do some additional Telcomp sales.
 
ELIZA: WHY AREN'T YOU SURE?
 
Executive: My prospective customers have never seen a demonstration of the system.
 
ELIZA: DOES THIS MEAN VERY MUCH TO YOU?
 
Executive: Of course it does.
 
ELIZA: YOU SEEM VERY POSITIVE ABOUT THAT.
 
Executive: This is ridiculous.
 
ELIZA: WHAT DO YOU MEAN THIS IS RIDICULOUS?
 
Executive: Is there any reason I can't use the computer now?
 
ELIZA: TELL ME MORE ABOUT YOUR PROSPECTIVE CUSTOMERS.
 
At this point, the executive is fuming, but the human programmer has returned to his desk, realises with horror

what has going on, and starts dealing with the furious executive. However, the programmer cannot resist continuing
the joke — at the expense of the executive:

 
Executive: Why the hell are you being so sh*tty with me?
 
PROGRAMMER: WHAT DO YOU MEAN WHY AM I BEING SO SH*TTY WITH YOU?
 

The Winograd effect

I was actually an AI researcher myself in the early 1990s, in Swansea University. At the time, AI was still a
relatively young and immature field. However, there had already been some landmark experiments which appeared
to represent real progress in the field.

One of those landmark experiments was constructed by Terry Winograd at MIT in the early 1970s. Winograd was
interested in computer understanding of natural languages, such as conversational English. He created a program
called SHRDLU which was capable of understanding English commands within a very limited world, a world
composed of just a few coloured blocks. This block world was a virtual world which existed purely in the
computer's memory, but it could be drawn using computer graphics. The blocks could be rearranged by a virtual
robot arm.

The following diagram shows what happened when SHRDLU was presented with the typed command: "Will you
please stack up the green block and the smaller pyramid on top of the big red block":



You can see in the initial arrangement on the left-hand side of the previous diagram, no blocks are on top of the
big red block. However, when SHRDLU received the written command, it analysed the command to form an
understanding of the action. It then considered its internal model of the block arrangement, and initiated the robot
arm (shown at the top) to stack the green block and the smaller pyramid on top of the red block — as seen in the
right-hand side of the previous diagram.

When I was an AI researcher, we all regarded Winograd's impressive system with awe. However, it was clearly
limited to a very carefully-controlled laboratory environment (how many red and blue cubes can you see lying
around your house?). The challenge for AI was breaking-out of the laboratory and proving it could cut it in the
messy real world.

At the time of my involvement, the only thing everyone could agree on was that the hype surrounding AI seemed
to far exceed the reality. According to the Wikipedia page on SHRDLU: "SHRDLU was considered a tremendously
successful demonstration of AI. This led other AI researchers to excessive optimism which was soon lost when later
systems attempted to deal with situations with a more realistic level of ambiguity and complexity."

Things appeared to go quiet on the AI front. Was AI going to prove to be a complete washout?
However, in the late 1990s it was to be Terry Winograd again who brought AI to the attention of the mass public

at last — though not with his SHRDLU system. In fact, it was through a completely different project that Winograd
was to have his greatest effect, and the greatest impact of AI on the mainstream. By that time, artificial intelligence
had become much more mature and was now ready to face the real world. This time, Winograd's idea was to change
the modern world.

In 1995, Winograd had become a professor at Stanford University and had been allocated a PhD student who was
looking for a subject for his thesis. Winograd had taken an interest in internet search engines, because they
represented a form of AI, interpreting queries written in English, and responding intelligently — maybe even one
day passing the Turing test. Winograd was unimpressed with the search engines at that time which were notoriously
hit-and-miss, and thought that the search algorithm could be made more intelligent. So Winograd suggested looking
at search engines as a PhD topic, and gave his student some advice: "Consider the link structure of the web".

Winograd's student was joined by a fellow PhD student, and together they set about converting his dormitory
room into a machine laboratory, using parts from inexpensive computers which were connected to Stanford's
broadband computer network. They created a simple search page which could be used by the Stanford students, and
which rapidly became very popular. In 1996, they made the website available to all internet users. By 1998, their
website had become so popular that they founded a company.

A couple of decades later, the impact of their company has now been compared to that of Johannes Gutenburg
who invented modern printing. It has been said that: "Not since Gutenberg … has any new invention empowered
individuals, and transformed access to information." It was an information revolution.

The names of Winograd's students were Larry Page and Sergey Brin.
And if you want to know the name of the revolutionary search engine company they founded — just Google it!



My PhD thesis

As was described in the previous section, there was a great deal of initial optimism about AI which slowly turned
to disappointment as those early systems did not live up to expectations. The general feeling was that the hype
exceeded the reality. However, in recent years there has been a revolution in AI which is starting to have a
tremendous impact in all our lives.

To understand the origin of the revolution, let me take you back to the early 1990s. Because, by coincidence, I
happened to be involved at the start of the revolution.

The subject of my PhD thesis was the up-and-coming topic of AI at that time.[21] The topic was called neural
networks. Neural networks are represented by a computer program. The computer program contains many elements
which behave as though they are very simple brain neurons. Those simulated neurons are then connected in a
network.

Here is an example of the type of neural network I was using in the early 1990s:

Each of the thick black circles represents an artificial neuron, whose behaviour is programmed by a short module
of computer code. The behaviour of each neuron is usually just a summing the values of its inputs and applying
some thresholding function to produce a single output.

The structure and behaviour of neural networks was described in my PhD thesis: "The output of each node in a
layer is connected to every node in the layer immediately above. The links multiply the signals by weighting factors.
Except for the nodes of the input layer, the input to each node is the weighted sum of all the outputs of the nodes of
the previous layer. The output of the node is a function of this net input."

If that is not clear, perhaps it is best if you consider the previous diagram. There you will see each artificial
neuron represented by a black circle, and you will see that there are three distinct layers of these neurons: an input
layer, a "hidden" layer, and an output layer. As I said in my PhD thesis, each neuron in a previous layer is connected
to all of the neurons in the next layer, so there is a huge amount of connectivity in these networks — just like a
brain.

The functioning of the hidden layer was found to be crucial. The earliest neural networks did not have this layer,
and, as a result, their abilities were found to be too limited. It was only when the hidden layer was added that interest
in neural networks was rekindled.

If we have a hidden layer of neurons, though, the behaviour of the neurons now becomes crucial. If the neurons
behaved linearly then the whole network could be simplified (as in the case of the resistor network in Chapter
Three). In that case the hidden layer would be eliminated by the simplification — there would be no point in having
a hidden layer with linear neurons. However, as I said in my PhD thesis, "if the nodes are nonlinear this
simplification cannot be performed and hidden layers can serve a purpose".

The type of nonlinear relationship which is almost always used in artificial neurons is described by one of the



various curved lines in the following graph. This shape is called a sigmoid:

If you consider the solid black curve, you will see it behaves rather like a threshold function: for input values less
than Vt the output is low, and for input values greater than Vt the output is high. So the nonlinear thresholding type
of behaviour of these artificial neurons closely matches the behaviour of real neurons.

Each connection between neurons has an associated weighting factor which multiplies the value which is
transmitted between neurons, from the previous layer to the next layer. Neural networks are "trained" by presenting
a number of different inputs to the network and adjusting the weights until the desired output is achieved. This can
be a long process — involving thousands of iterations — as the network slowly "learns" to give the correct
responses to all the possible stimuli. For example, an image of a car would be presented to the network, and the
network would have to learn to give the correct "car" output, labelling the image correctly. Next, an image of a face
might be presented, and the process would begin again.

There are aspects of the behaviour of neural networks which closely resemble the behaviour of the brain. Firstly,
because of the huge connectivity of the network, the behaviour of the neural network is spread over all the neurons
in the network. This is called parallel distributed processing. This means that no single neuron is crucial for any
particular task. As an example, if a single neuron stops working, there will not be a sudden failure of the overall
system. Instead, there is a gradual degradation of performance. This resembles the behaviour of the brain: in the
brain, single neurons are dying all the time but we do not notice any sudden failure of performance.

Secondly, it has been described how adjusting the weighting factor on the inputs of each neuron represents
"training" — a fully-trained neural network could recognise a particular face, for example. This therefore provides a
model for memory in the brain. It would appear memory is distributed over a vast number of neurons, and is
encoded in the weights of those neurons. Again, the vast parallel nature explains why we do not experience a sudden
catastrophic loss of memory when single neurons die.

So it is clear that the structure and behaviour of these neural networks is eerily similar to the human brain.
 
Anyway, I was fortunate to be awarded my PhD, at which point I placed my thesis on a shelf in my library and

never looked at it again for twenty-six years until the time came to blow the dust off it and use it to help me write
this book.

But, as we shall now see, over that intervening period a revolution took place. And right at the heart of that
revolution … were neural networks.

Deep learning

Funny cat videos on YouTube.
We've all watched them. Cats falling off window sills, cats looking grumpy, cats sleeping in toilet bowls. The

internet seems full of funny cat videos. To you and I, these videos might represent nothing more than a humorous
distraction for a few minutes. But to the researchers of Google, these online videos represented a huge ready-made
data set of cat images on which they could train their image processing neural networks.

In 2012, Google AI researchers built a neural network of 16,000 processors with one billion connections and left
it on its own to browse funny cat videos on YouTube. After three days, the network had watched ten million



"hilarious" videos. According to Jeff Dean who led the study: "We never told it during the training 'this is a cat'. It
basically invented the concept of a cat." [22]

The results of the study amazed the researchers: it roughly doubled the accuracy of any previous AI technique.
According to the New Scientist book Machines That Think, the Google cat video experiment — and other similar
demonstrations — launched an "AI gold rush" which continues to this day.

In December 2016, an extensive article was published in the New York Times magazine explaining the
implications of this radically-improved AI for all of computing — and our everyday lives. The article was entitled
The Great AI Awakening, with the subtitle "How machine learning is poised to reinvent computing itself". [23]

The article described how Google, Apple, and Amazon are all placing AI at the centre of their new developments.
In the article, Google's chief executive, Sundar Pichai, described how Google is going to reorganise itself around AI,
and the Google of the future is going to be "AI first".

Why should there be this sudden explosion of interest in AI by the biggest companies in the world? Put simply, it
is because artificial intelligence is finally able to do many of the things which the human brain can do. And the
reason for this sudden breakthrough has been recent developments in neural networks.

But the neural networks being used now look very different to the networks I was using in the early 1990s. As an
example, here is a typical example of a current neural network:

You can see that there is a huge increase in complexity over the old type of network structure. That is because this
example has four hidden layers of neurons — rather than the old single hidden layer networks. Typically, the new
networks have five hidden layers, though there can be as many as ten. The big discovery has been that a fairly
modest increase in the number of hidden layers has resulted in an orders-of-magnitude improvement in performance
to a level which is comparable with human behaviour.

Each additional layer of neurons is capable of making decisions at a more complex and more abstract level than
the neurons in the lower layers. For example, in an image processing neural network the first layer of neurons might
just identify bright points in the image. The second layer becomes trained to recognise features which are output by
the first layer, so the second layer might identify straight lines in the image which are composed of those bright
points. The third layer becomes trained to recognise features which are output by the second layer, so maybe the
third layer identifies shapes which are composed of those straight lines. And so on, as we move upwards through the
layers of the neural network. The highest level of this neural network would contain neurons which would become
active when a face was detected in the image, for example.

These neural networks which contain many hidden layers (and are therefore capable of representing complex and
abstract concepts) are called deep neural networks.

It was the introduction of these deep neural networks which has brought about the recent revolution in artificial
intelligence. Whereas it would be very difficult to explicitly write a computer program to recognise a face, for
example, a deep neural network can learn to recognise faces purely by learning on its own. This would involve
presenting an extremely large data set of images of faces, while the network adjusts the weights of its neurons to
give the correct output. This meant artificial intelligence based on neural networks could be applied to the most
challenging of tasks.

So, suddenly, artificial intelligence was able to do the things which the human brain could do. At last, for the



very first time, AI was finally living up the hype.
This revolution in AI based on deep neural networks is called deep learning. "Deep learning" is probably the

coolest buzz-phrase in technology at the moment.
It is deep learning — and the associated deep neural networks — which is powering the current AI revolution.

When you unlock your iPhone using Face ID — that's a deep learning neural network recognising your face (after
having learnt it earlier). When you ask your iPhone for directions by saying "Hey, Siri", that's a deep learning neural
network performing speech recognition. The neural network actually uses the dedicated hardware of the "Neural
Engine" in the Apple A11 microprocessor — which is a sign of how important deep learning has become.

Deep learning is also the technology behind the new wave of personal assistant devices such as Google Home
and the Amazon Echo device which is pictured here:

Obviously, improved speech recognition performance has been central to the success of these personal assistants,
and this is where deep learning has had its impact. According to Tim Turtle, the CEO of Expert Labs which builds
smart voice interfaces: "There have been more improvements in speech recognition over the past three years than
there have been over the past thirty years combined."

At the end of this chapter, there will be a link to a video showing my dialogue with my own Amazon Echo device.
Perhaps the most remarkable example of the penetration of neural networks into different fields emerged while I

was writing this book. In December 2017, NASA announced the discovery of a new exoplanet by the Kepler Space
Telescope (see my seventh book for details of the Kepler telescope and the discovery of exoplanets). According to
the NASA press release, the planet was discovered using deep learning techniques made available by Google's AI
research team: "The discovery came about after researchers Christopher Shallue and Andrew Vanderburg trained a
computer to learn how to identify exoplanets in the light readings recorded by Kepler — the miniscule changes in
brightness captured when a planet passed in front of, or transited, a star. Inspired by the way neurons connect in the
human brain, this artificial 'neural network' sifted through Kepler data and found weak transit signals from a
previously-missed eighth planet orbiting Kepler-90, in the constellation Draco." [24]

It is clear that developments in deep learning are evolving computers to a new stage in their development,
transcending what we thought they were capable of achieving. It also seems somehow wonderfully ironic (or maybe
wonderfully appropriate) that this latest phase of our technological evolution — the next giant step forward for
humanity — should have been based on the popularity of LOLcats videos.



 

Deep learning and the cortex

In this chapter we have seen that a deep-learning neural network with maybe five or six hidden layers can have a
performance comparable to a human brain. But what can this neural network structure tell us about the structure of
the brain? In particular, what can neural networks tell us about the structure of the human cortex, which appears to
be the seat of our high-level understanding about the world — and also the seat of our consciousness?

If you remember from Chapter Two, the cortex is a thin layer (only about four millimetres thick) which is spread
over the top layer of the brain. Though the cortex is very thin, it is also very wide, with a surface area equal to a
small tablecloth.

There are six clearly-defined layers within the cortex. In his book On Intelligence, Jeff Hawkins presents a novel
description of the layers of the cortex: "Get six business cards or six playing cards — either will do — and put them
in a stack (it will really help if you do this instead of just imagining it). You are now holding a model of the cortex.
Your six business cards are about two millimetres thick and should give you a sense of how thin the cortical sheet is.
Just like your stack of cards, the neocortex is about two millimetres thick and has six layers, each approximated by
one card."

Each of the layers can be distinguished because each layer is made from neurons which have clearly distinct
structures. These layers of different neurons with different functionality might be interpreted as resembling the
description of an image processing neural network described in the previous section: the first layer of neurons might
just identify bright points in the image, while the second layer identifies straight lines, and so on.

This similarity in structure and functionality between a neural network and the human visual cortex was identified
by the scientists who worked on the famous 2012 Google cat video experiment. In the New York Times article
which described the experiment, one of the scientists said that in creating their neural network to recognise cats "it
appeared they had developed a cybernetic cousin to what takes place in the brain's visual cortex."

A deep-learning neural network with maybe five of six hidden layers has clear similarities to the structure of the
human cortex. The following diagram shows a neural network oriented in the vertical direction (inputs at the bottom,
outputs at the top) next to an actual image of cells in a cross-section of the cortex:



There is clearly a similarity between the number of hidden layers (five or six) in a deep-learning neural network
and the number of layers in the actual brain cortex. As recent experience with deep learning has revealed, only a
small number of hidden layers can deliver a high level of performance. This would appear to provide a possible
answer as to why the human cortex is so thin: the cortex simply does not have to be any thicker than a few
millimetres in order to perform its tasks. Instead, it is the width and breadth of the cortex which must be large —
in order to make sense of the complexity of the world (just as deep learning neural networks can have a large
number of inputs). Hence, we end up a very thin cortex which is spread around the entirety of the upper brain, and is
even crinkled in order to increase its surface area.

There is another interesting fact about the human cortex, and this is considered by Jeff Hawkins in his book On
Intelligence. According to Hawkins, all the different regions of the cortex have very much the same anatomy. So,
although different regions of the cortex might have different functionality — for example, processing speech or
vision — you will still find the same six-layered structure in the cortex. Once again, this is reminiscent of neural
networks, in that the same deep learning neural network structure is currently being used for such a huge number of
different applications, from speech processing to self-driving cars. So the parallels between the cortex and neural
networks are really quite astonishing. Hawkins calls this uniformity of cortex structure "the most important
discovery in neuroscience".

Hawkins also discusses how this uniformity of the structure of the cortex allows great flexibility in how the
different functionalities are distributed over the cortex. If one area of the cortex becomes damaged — for example,
vision processing — a different area of the cortex can step in and take over the responsibility: "Adults who are born
deaf process visual information in areas that normally become auditory regions." This is called brain plasticity.
According to Hawkins, regions of the cortex are not strictly defined at birth, as "the cortex is still dividing itself into
task-specific functional areas long into childhood, based purely on experience."



Crucially, from the point-of-interest of this book, Hawkins then notes that this continuous flexibility reveals that:
"The cortex is not rigidly designed to perform different functions using different algorithms." For example, it would
be possible to write a computer program with strict rules specifically for vision processing, with program variables
representing "straight lines" and "corners", etc. This might be called the algorithmic approach. However, it would
then be almost impossible to adapt that program to perform, for example, speech recognition. So an algorithmic
approach would not possess the plasticity of the human brain. Instead, rather than being tied to a strict algorithmic
program, the non-algorithmic structure of the cortex allows more flexibility than a conventional computer structure.

Once again, this reveals a similarity between the cortex and neural networks. It might be said that by moving
away from a clearly-defined rule-based step-by-step artificial intelligence to a neural network-based approach we are
moving away from algorithmic information processing towards non-algorithmic information processing.

A 2017 article in Wired magazine explained how new neuromorphic chips — based on the structure of neural
networks — will possess functional flexibility not possessed by conventional integrated circuit design:
"Neuromorphics aren't new, and their designs have been around since the 80s. Back then, however, the designs
required specific algorithms be baked directly onto the chip. That meant you'd need one chip for detecting motion,
and a different one for detecting sound. None of the chips acted as a general processor in the way our own cortex
does." [25]

If we are moving towards non-algorithmic processing then — according to the suggestion of Roger Penrose — we
might also be moving away from a structure which could not be conscious toward a structure which could
potentially be conscious. And that ties-in very nicely with the fact that consciousness appears to reside in the cortex.

So the following series of connections might be made:

1. The cortex can be accurately modelled by neural networks.

2. Neural networks are non-algorithmic.

3. Non-algorithmic regions might have the potential to be conscious.

4. The cortex is believed to be the conscious region of the brain.

This is an appealing self-contained argument, and it could be presented in the following linkages:



One thing seems clear from this discussion, though, and it is that Amazon, Apple, Google, and Facebook are all
placing a deep-learning model of computing at the heart of their operations. They are therefore moving away from a
predictable, rigidly-programmed algorithmic approach to a more unpredictable, non-algorithmic approach based on
deep-learning. Over the next thirty years, with huge increases in computer intelligence on the horizon, it appears we
are remorselessly moving towards placing our vital services in the hands of super-intelligent, fundamentally
unpredictable, potentially-conscious entities.

What could possibly go wrong …

Beyond human

The game of Go is one of the great board games of the world. It was invented in China over 2,500 years ago, and
there are estimated to be over forty million Go players in the world. It is mostly played in Korea, China, and Japan.

The rules of the game of Go are simple. Each of the two players has a supply of stones (small circular game
pieces). One player has white stones, one player has black stones. The playing board is a grid of 19×19 lines. Players
take turns to place their stones on the intersection points of the lines. Once placed, stones cannot be moved. Players
aim to capture territory on the board by completely surrounding vacant points with stones of their own colour.

If a stone is completely surrounded by stones of the opposite colour, then that stone is removed from the board.
The following diagram shows a Go board, with one of the black stones surrounded by four white stones. The black
stone would then be captured and removed from the board:



At the end of the game, the player with the most territory and captured stones wins.
While the rules of Go are simple, the large size of the board means that the number of possible moves are far

greater than chess. For this reason, playing Go has proven to be a far greater challenge for computers than playing
chess.

Former world chess champion Garry Kasparov has recently written a book on artificial intelligence called Deep
Thinking. In his book, Kasparov explained how chess computers initially aimed to copy human strategies for playing
chess, however it was eventually found that a brute force approach — in which the computer rapidly evaluates
millions of possible moves in a rather unintelligent manner — proved to be the best strategy for chess computers.
Kasparov became a victim of this brute force strategy himself in 1997. The first chess computer to beat a human
grandmaster was called Deep Thought (named after the supercomputer in Douglas Adams's book The Hitchhiker's
Guide to the Galaxy). Deep Thought won its game against a grandmaster in 1988. IBM bought Deep Thought, and
an upgraded version named Deep Blue used a brute force approach to beat Garry Kasparov in 1997 — becoming the
first chess computer to defeat a world champion.

But brute force approaches clearly do not represent human thought processes. Also, the huge number of possible
moves on a Go board have made the game resistant to a brute force attack by a computer. This has had the result that
Go has overtaken chess to become a much more interesting challenge for AI researchers.

With a brute force approach being an impossibility, Go is a game which has to be played by intuition and feel.
But, if that is the case, is it possible for a computer to "feel"? That would appear to imply some form of
consciousness, some "awareness" of a situation. Perhaps this lack of "feel" in a computer's mind is the reason why
computers — so dominant at chess — have always performed poorly against professional Go players.

Rising to the challenge, the British AI company DeepMind have developed a computer program specifically
designed to play Go at the highest level, and to be able to challenge the world's best players. The program is called
AlphaGo, and it is based on deep neural networks.

In 2016, a series of five games were arranged between AlphaGo and the world Go champion Lee Sedol. The
games took place in Seoul, South Korea, and were watched by 200 million people worldwide.

AlphaGo achieved a stunning victory by four games to one. Both the scientific community and the Go community
were stunned. The scientific community was stunned because it had been believed that it would be another ten years
before a computer would be able to beat a top Go player. But what stunned experienced Go players was the
creativity and originality of AlphaGo's gameplay.

Jang Dae-Ik, a science philosopher at Seoul National University told the Korea Herald: "This is a tremendous
incident in the history of human evolution — that a machine can surpass intuition, creativity and communication,
which have previously been considered to be the territory of human beings." Jeong Ahram, the Go correspondent of
one of South Korea's biggest daily newspapers said: "Before we didn't think that artificial intelligence had creativity.
Now we know it has creativity — and more brains, and it's smarter."

An example of AlphaGo's imaginative gameplay was presented in move 37 of game two. You can see AlphaGo's
move 37 on the following video link (the video will start at the correct moment):

 
http://tinyurl.com/gomove37
 
AlphaGo is playing the black stones. You will see that AlphaGo completely abandons the group of stones in the

bottom right of the board to play its stone elsewhere, a move which no human player would make. You will see the
surprise of the commentator ("I thought it was a mistake"), and you will also hear that Lee Sedol left the room a

http://tinyurl.com/gomove37


minute after the move was played because he was so surprised and needed time to compose himself.
According to New Scientist, "Move 37 has been taken as evidence that AlphaGo is capable of what we might call

intuition." Might we one day consider AlphaGo's "move 37" as the historic moment which represented the first time
that a computer showed signs of consciousness?

But if AlphaGo was impressive, what came next was utterly extraordinary.
In December 2017, DeepMind unveiled AlphaZero. Whereas AlphaGo was initially trained to mimic the moves

of expert human players, AlphaZero was capable of learning entirely by itself — just by being given the rules and
then playing games against itself (blank slate learning is called tabula rasa — the "Zero" in the AlphaZero name
indicates that it needs no human input).

And, boy, did it learn fast.
After eight hours of self-learning at Go (remember: it had no knowledge of Go at all when it started), AlphaZero

had beaten the old AlphaGo (and AlphaGo was at that stage considered to be the strongest Go player in history).
And, because it started with a completely blank slate, AlphaZero was capable of learning any problem that could be
simulated on a computer. As an example, after spending four hours in a morning learning the game of chess from
scratch, AlphaZero beat the reigning world champion chess computer.

Because AlphaZero learnt to play chess entirely by itself, it developed a completely new style of playing the
game, unlike anything seen before. As an example, AlphaZero used its king as an attacking piece. Jon Ludvig
Hammer, a Norwegian grandmaster, described AlphaZero's strategy as "insane attacking chess". The CEO of
DeepMind, Demis Hassabis, described AlphaZero's style of play as "alien — it's like chess from another
dimension."

But perhaps a machine which can learn by itself to attain superhuman levels in a very short space of time raises
other concerns. According to Garry Kasparov in his book Deep Thinking: "If you program a machine, you know
what it's capable of. If the machine is programming itself, who knows what it might do?" According to Kasparov:
"AI products tend to evolve from laughably weak to interesting but feeble, then to artificial but useful, and finally to
transcendent and superior to human. We see this path with speech recognition and speech synthesis, with self-
driving cars and trucks, and with virtual assistants like Apple's Siri. There is always a tipping point at which they go
from amusing diversions to essential tools. Then there comes another shift, when a tool becomes something more,
something more powerful than even its creators had in mind."

David Cramley, who runs a chess education website, considered AlphaZero's extraordinarily rapid rise to
dominance and said: "We now know who our new overlord is. The games AlphaZero played show it can calculate
some incredibly creative positional bombs, the depth of which are far beyond anything humans or chess computers
can come up with. It will no doubt revolutionise the game, but think how this could be applied outside chess. This
algorithm could run cities, continents, universes." English chess grandmaster Simon Williams was able to see the
funny side: "On December 6th 2017, AlphaZero took over the chess world. AlphaZero and DeepMind then went on
to dominate chess, eventually solving the game and finally enslaving the human race as pets."

Ideas about advanced artificial intelligence "going rogue" and attempting to dominate (or eliminate) the human
race have been common themes in science fiction, most famously in the Terminator film series. The old rule-based
AI followed carefully-programmed scripts. However, the recent rapid developments in AI have been fuelled by non-
rule-based, non-algorithmic, inherently-unpredictable AI, which surely introduces risks. Examples of the new AI
"gone rogue" would include Microsoft withdrawing their teenage "Tay" chat robot after it became a "Hitler-loving
sex robot" within 24 hours. [26]

The high-profile businessman and inventor Elon Musk has said that rogue AI represents humanity's "biggest
existential threat". Musk says he first became concerned about the future of humanity when he read The Hitchhiker's
Guide to the Galaxy as a teenager, in which aliens destroyed the Earth to make way for a hyperspace highway.[27]
From that moment, he said he felt a need to protect humanity from all threats — no matter if those threats seemed to
belong more to the realm of science fiction. Musk is so concerned that he has invested in the DeepMind company
purely as a means to keep an eye on developments in AI.

My own feeling is that there is clearly a potential threat which cannot be discounted. I would direct any interested
party to read Chapter Four of this book in which it was explained that emergent effects are inherently
unpredictable — you cannot predict what will happen when you connect apparently benign units together to form
complex networks.

Also, I would suggest that those who believe there is no threat from rogue AI have been influenced by the
Terminator movie. In that movie, the rogue AI system emerges purely spontaneously, as if by chance evolution —
without any human intervention. However, the more likely scenario is that unscrupulous humans would enable the
process — in just the same way that malicious software such as computer viruses is developed by humans. This
makes the emergence of rogue AI far more likely. Some people would destroy the world just for kicks.



However, I do not want to end this chapter on a negative note. Instead, you can now watch a five-minute video I
made featuring a conversation between me and my new Amazon Echo personal assistant. Some deep questions
about AI and consciousness are raised.

Here is a link to the video:
 
http://tinyurl.com/talkcomputer
 
And here are some stills from the video:

Unfortunately, if you watch the video you will see that things did not go at all according to plan …

http://tinyurl.com/talkcomputer


7

THE CHINESE ROOM
In this chapter we will be considering an ingenious thought experiment which — I believe — provides us with

perhaps our most valuable insight into the nature of consciousness. The thought experiment is called the Chinese
Room, and it was devised in 1980 by John Searle, a philosophy professor at the University of Berkeley.

The experiment requires you to imagine that you are in a sealed room, with no windows or open doors. The only
means of communication you have with the outside world is via a narrow slot in the wall through which pieces of
paper may be passed. Your job is to receive written questions through the slot in the wall, and then to pass back the
correct answer to those questions in similar written form through the slot. To make things rather more difficult, the
questions are written in Chinese and you must answer in Chinese.

We will proceed on the assumption that you do not understand the Chinese language. You are therefore given a
book to help you with your translation task. You might expect the book to translate a Chinese question into English
— which would then allow you to understand and answer the question — and then translate your answer back into
Chinese. However, the book does not work like that: it completely bypasses the intermediate stage of translation into
English. Instead, the book just directly translates the sequence of Chinese symbols representing the question into the
sequence of Chinese symbols representing the correct answer to the question.

Here is what the book might look like:

So, when you receive a question written in Chinese through the slot, you begin your task. You open the book and
you attempt to match the sequence of symbols you have received to an identical sequence of symbols written in the
book. When you find the correct sequence, the book describes the sequence of Chinese symbols which represents
the correct answer to the question. You then write down those symbols on a piece of paper, and post the piece of
paper back out through the slot.

At that point, your job is done.
We now move to consider the person who is outside the room, the person who is asking the questions. That

person is writing his questions in Chinese, and is receiving the correct responses, also written in Chinese. The fact
that the responses are correct and make sense appears to imply that the person in the room not only speaks Chinese
but also understands the true meaning of the question. Whereas the truth is very different: the person in the room not
only does not speak Chinese, but has absolutely no understanding of what the questions actually mean.



This result appears to have major implications for artificial intelligence and theories of consciousness. This is
because John Searle compared the person in the room to an AI computer attempting to have an intelligent
conversation and pass the Turing Test. If you remember, in his 1950 paper, Alan Turing suggested that the only way
to determine if a computer is actually "thinking" is to examine its responses in the Turing Test. However, on the
basis of the Chinese Room thought experiment, it now seems clear that just examining responses can never be
enough to determine if a machine is thinking, or conscious. On the basis of the responses from the Chinese Room,
there might be a Chinese person inside the room who understands the questions, or alternatively there might be a
person with no understanding of Chinese who is merely converting symbols according to an instruction manual. In
either case, the responses would be the same.

The British mathematician Marcus Du Sautoy performs the Chinese Room experiment in the following BBC
video:

 
http://tinyurl.com/thechineseroom
 
The Chinese Room thought experiment shows that just by examining the input/output responses of a machine (or

any object) can never be enough to determine if the machine is conscious, and thinking. Instead, we have to dig
inside the machine, to consider its internal processing. Only if the internal information processing satisfies
certain requirements should we consider the machine to be capable of consciousness.

Our task in this chapter is to determine what the Chinese Room experiment reveals about those requirements for
the internal structure.

Understanding "understanding"

However, there have been arguments raised against the conclusions of the Chinese Room experiment. And one of
those arguments is strong, and deserves close consideration. We will now consider that argument against the
implications of the Chinese Room, and, in the process, find the discussion brings into sharper focus the requirements
for consciousness.

The counter-argument is called the "system" argument. The basis of the argument is that, while the person inside
the room does not understand the question, the room as a whole — including the person and the book — does
understand the question. In other words, the entire system does understand the question.

At first glance, this might appear to be rather a bizarre counter-argument. After all, if the person inside the
Chinese Room does not understand Chinese, and the book on its own does not understand Chinese, then why should
we consider the combined system (person plus book plus walls plus slot in wall) to understand Chinese?

However, given a bit of thought, it is realised that this argument has considerable force. And the key to
understanding the counter-argument is to realise that it is treating the entire system as an emergent system. As
explained in Chapter Four, an emergent system can be greater than the sum of its parts. There can be a jump to a
new mode of behaviour which is not evident in any of the component parts. Even though the person on their own
does not understand Chinese, and the book on its own does not understand Chinese, when the person and the book
and the rest of the room is combined then there can be a jump to a new mode of emergent behaviour: the overall
system can understand Chinese.

So is the "system" counter-argument to the Chinese Room valid? I believe not. I believe it all depends on what we
mean by "understanding".

In order to see why the "system" counter-argument is not valid, let us hugely simplify the problem. Let the
Chinese Room be only able to understand a single question, in other words, let the book inside the Chinese room
only be capable of translating a single Chinese question and providing only a single, correct Chinese response to that
question.

The single question which we will use will be: "How many heads does a human have?" So, the book inside the
Chinese Room will need to be able to translate the Chinese equivalent of that phrase and provide the correct
response, which, presumably, would be the Chinese word for "One".

So, when we run the experiment, the person outside the room writes "How many heads does a human have?" in
Chinese on a piece of paper, posts the paper through the slot, and gets back the Chinese equivalent of "One" written
on a piece of paper.

At that point, we might well conclude that the emergent system — the person and the book and the walls of the
room — does understand the Chinese phrase "How many heads does a human have?" And, perhaps surprisingly, I
would actually agree: the emergent system does understand the complete phrase "How many heads does a human

http://tinyurl.com/thechineseroom


have?" But we need to be very specific and very careful about what we are claiming. Note that I am saying that the
system understands the phrase (with the "phrase" in emphasis). A phrase is a small group of words. The system
understands the phrase inasmuch as it knows that when it receives the phrase "How many heads does a human
have?" it must respond with the Chinese equivalent of "One".

But surely that is a very limited form of understanding: the system "understanding" that it needs to give a certain
response when it receives a certain phrase. Surely that does not represent true "understanding" of the phrase in the
conventional sense. Crucially, if we split the phrase up into its component parts (words) then we find the system
does not understand the meaning of those parts: the system does not understand what a "human" is and it does
not understand what a "head" is.

To be specific, if you ask the system "What is a human?" or "What is a head?" you will get no response (as there
is no corresponding entry in the book). And if the system cannot respond to either of those two questions, then it
does not understand what a human or a head is, and so it cannot have true understanding of the phrase "Does a
human have a head?"

To sum-up, I would agree that the system can have an very limited "understanding" of the entire phrase "How
many heads does a human have?" — but only an "understanding" of that particular grouping of words. And that
"understanding" is limited to an understanding that the system must respond "One" when it identifies the phrase.
However, that is surely not a true understanding in the conventional sense, as the system does not understand
anything about a human or a head.

This principle is revealed very obviously in the following extract from Jack Copeland's book Turing. In the
extract, Copeland has a dialogue with the SHRDLU artificial intelligence system which was described in the
previous chapter (remember the block world, and the robot arm able to place one block on top of another). Copeland
was previously impressed by SHRDLU's comprehension in a carefully-arranged dialogue, with SHRDLU certainly
giving an impression of intelligence. So Copeland decided to push the system until it breaks. According to
Copeland: "The illusion that the computer understands is shattered less easily than in Eliza's case, but shatter
it does." Let us now examine the dialogue to see just how Copeland successfully shattered the illusion that the
computer "understands":

 
Copeland: Build a steeple.
 
SHRDLU: SORRY, I DON'T UNDERSTAND THE WORD "STEEPLE".
 
Copeland: A "steeple" is a stack which contains two green cubes and a pyramid.
 
SHRDLU: I UNDERSTAND.
 
Copeland: Trade you the steeple for three red cubes.
 
SHRDLU: SORRY, I DON'T KNOW THE WORD "TRADE".
 
Copeland: A "trade" is a free exchange of ownership.
 
SHRDLU: SORRY, I DON'T KNOW THE WORD "FREE".
 
Copeland: Sorry, I thought you were smarter than you are.
 
SHRDLU: SORRY, I DON'T KNOW THE WORD "SORRY".
 
The important feature of this dialogue is not that SHRDLU does not understand the words "steeple", or "trade", or

"free". Not having a few relatively obscure words in its vocabulary is no big deal. No, the important feature of this
discussion is that SHRDLU says it does not understand the word "sorry" — although it has used the word in its
previous responses!

Copeland has managed to do something very clever and revealing here. He has broken-down SHRDLU's response
(in the form of a sentence) into its individual word components, and then he has tried to discover if those individual
components are understood by the computer. Unfortunately, the computer's understanding was found to be sorely
lacking as it was clear that it did not understand the word fragments on their own. It might be said that the computer
"understood" entire phrases, but — at the same time — it did not understand the individual words which were the



components of those phrases. And surely that meant SHRDLU did not have a full and complete understanding of the
phrase in any true meaning of the word "understanding".

And this is precisely the scenario we find in the simplified Chinese Room experiment. Breaking phrases down
into their sub-units (words) reveals a lack of true understanding. However, fortunately, it also provides us with the
clue as to how we can resolve the situation, and introduce true understanding …

The man with two heads

The discussion of the simplified Chinese Room experiment has revealed a lack of true understanding due to a lack
of understanding of the individual sub-units of phrases. Logically, then, the suggestion is that we can introduce true
understanding by introducing fine-detailed understanding of the individual components of any problem.

Indeed, there was a perfect example of this principle in an AI system which was presented in my previous book.
My previous book was about how to make an atomic bomb (answer: it's not difficult to make a bomb, but obtaining
the ingredients is problematic). In the appendix of that book, a lengthy and detailed calculation was presented of
how to calculate the critical mass of uranium. In order to help with the difficult calculation, I used the functionality
of the Wolfram Alpha website. Wolfram Alpha is a remarkable online tool which is more than just a search engine:
Wolfram Alpha truly understands your query. That is "understanding" in the sense that Wolfram Alpha breaks the
query down into its component words, "understands" each of the words, and then builds a true understanding of the
query.

We might compare the performance of the Chinese Room to Wolfram Alpha. Given a question, both systems
might provide the same correct answer. But the Chinese Room has no deeper understanding, whereas Wolfram
Alpha does it right.

Let us consider our previous example again. If you remember, we asked the Chinese Room "How many heads
does a human have?", and it returned the correct response. Let us now ask Wolfram Alpha the same question. If you
want to try it yourself, go to the Wolfram Alpha website:

 
http://www.wolframalpha.com
 
Then, in the search box at the top, enter our test phrase "How many heads does a human have?":

Then click the icon at the extreme right of the search box to start Wolfram Alpha computing the solution (it will
actually say "Computing …" which we might interpret as a machine "thinking"). After a few seconds computation, it
returns the correct answer:

http://www.wolframalpha.com


Firstly, you can see that Wolfram Alpha has re-interpreted the question into a form which it can analyse: "Typical
number of heads on a human" — a step which is only possible by breaking the question into its component parts to
generate a true understanding of the question. You can see that Wolfram Alpha then calculates the correct result, the
number "1". But, underneath the answer, it reveals it has a true internal understanding of the question by adding the
following note: "(although Zaphod Beeblebrox has more than one head, he is not human)". Zaphod Beeblebrox
is a character from Douglas Adams's book The Hitchhiker's Guide to the Galaxy (this is the third reference to the
Hitchhiker's Guide so far in this book — what is it with AI researchers and the Hitchhiker's Guide?). Zaphod
Beeblebrox was an alien with two heads. So, by making the connection with our test question and the character of
Beeblebrox, Wolfram Alpha shows it not only understands what a "head" is, but it also understands what a "human"
is (stressing that Beeblebrox was not human, but was an alien).

Wow. This is impressive stuff. And how far removed from the mindless sentence-level pattern-matching of the
Chinese Room. Even though the two different systems — the Chinese Room and Wolfram Alpha — have given the
same correct response to our test query, it is clear that the Chinese Room has no true understanding of the question,
whereas Wolfram Alpha has a true understanding of the underlying concepts. Just considering the output of an AI
system is not sufficient to determine whether or not it has true internal understanding: you have to dig deeper and
consider its internal workings.

The internal model

Our task is now to understand how the brain is able to maintain a detailed internal representation similar to
Wolfram Alpha, which allows us to have true, deep understanding of problems.

It is clear that greater understanding can be achieved by splitting a sentence into individual words, or splitting a
problem into its individual sub-units. The relations between those individual sub-units can then be stored, and it is
those relationships which generates an understanding of how the world works.

The following diagram appears to capture some of the deep knowledge present in Wolfram Alpha. In the diagram,
individual objects are represented as oval shapes, and relationships between objects are represented by arrows —
with the type of relationship written on the arrow. For example, it shows that a human has two legs and two arms,
but only one head. Whereas it reveals that Zaphod Beeblebrox is an alien who has two heads. Some knowledge of
the external environment is also represented on the diagram, showing that humans live on Earth, whereas
Beeblebrox lives on a planet near the star of Betelgeuse:



In computer science, this type of diagram is called a semantic network. The word "semantics" means "meaning",
and a semantic network captures meaning by describing the relationships between objects, and how they affect each
other. It would be imagined that knowledge in the brain is stored in a similar way. In psychology, this model of data
storage is called an associative memory, with different memories being closely associated with other memories. For
example, a particular smell may trigger a memory of a meal in a particular restaurant.

The semantic network stored in the brain would form an internal model of the world. The greater the detail of that
internal model, the richer and more effective would be our thought processes. For example, we could close our eyes
and plan strategies — maybe strategies to hunt animals — and then apply those strategies to the real world. Ideally,
we would like our brain's internal model to be as close a match as possible to the real world around us. It is as
though we are building a universe inside our brain — or, at least, a simplified copy of the universe in our local
vicinity. Indeed, in my first book I explained how the universe is a relative structure, with the functionality of
objects having to be described relative to all the other objects in the universe, and meaning arising through relations.
As Niels Bohr said: "Isolated material particles are abstractions, their properties being definable and observable only
through their interactions with other systems."

We are creating a self-contained universe in our mind!
In his book The Brain, David Eagleman considers this internal model in detail. Eagleman stresses that this internal

model does not have to be a precise copy of the external world. Indeed, with only a finite number of neurons in the
brain, there is no way the internal model could be an atom-for-atom precise copy of the universe. The internal model
need only be a fairly accurate representation of the local external world. Eagleman refers to this as a "low-
resolution" internal model. As Eagleman explains: "This isn't a failure of the brain. It doesn't try to produce a perfect
simulation of the world. Instead, the internal model is a hastily-drawn approximation."

Self-awareness

In Chapter Four, it was explained how surprising new modes of behaviour can "emerge" when a nonlinear
network reaches a certain level of complexity. Let us now consider the possibility that self-awareness is one of these
emergent behaviours in networks with sufficient complexity, and let us consider if self-awareness holds the key to
consciousness.

In a 2017 New Scientist article, Michael Graziano, a neuroscientist at Princeton University, stressed that a
conscious animal needs "a mental model of its body". Graziano continued: "It's fine for me to say 'arm, go here', but
something in my brain needs to have a model of what an arm is, its possible motions, and so on." According to New
Scientist: "This model is responsible for our conscious awareness of the world, according to Graziano". [28]

Graziano is suggesting that consciousness emerges when the internal model in our brains becomes sufficiently



large and detailed that it can contain an accurate model of ourselves, a model which accurately represents our
position in the universe and our relations with other objects in that universe. At that crucial moment, we become
capable of thinking about ourselves: we become self-aware. And maybe with that self-awareness would come
consciousness.

Douglas Hofstadter is currently a professor of artificial intelligence at Indiana University. It was Hofstadter who
presented this self-referential theory of consciousness in his classic 1979 book Gödel, Escher, Bach. The best
description can be found in the preface of the 20th anniversary edition of the book. In the following brief quote from
that preface, Hofstadter explains how consciousness depends on an internal model in the brain which mirrors the
external world, and thereby allows self-reference: "In short, an 'I' comes about — in my view, at least — via a kind
of vortex whereby patterns in a brain mirror the brain's mirroring of the world, and eventually mirror themselves."

There is a famous geometric structure called a Klein bottle — which is often made of glass — in which the mouth
of the bottle is curved around to pass back inside the bottle. Remarkably, this results in the surface of a Klein bottle
having only one side! If you trace your finger around the "outside" surface you will eventually end up "inside" the
surface. There is no distinction between inside and outside: the bottle contains itself.

It seems to me that the "looping effect" of the brain — in which we can think about the internal model inside our
brain — is reminiscent of the "looping" of the Klein bottle. And with this looping would come self-awareness.

The following diagram shows a glass Klein bottle on the left, and a diagram of the brain on the right containing an
internal model of itself. The looping effect — in which we become aware of our own internal model — is shown:

Just as with the Klein bottle, the distinction between the model inside the brain and the person outside the brain
becomes blurred. The inside becomes the outside, and the outside becomes the inside. According to Hofstadter,
there would then be only one entity: the self-aware, conscious being.

However, I find I cannot totally agree with Hofstadter's theory about self-awareness being the key to
consciousness. Remember back to the discussion of the mirror test at the start of this book. It was explained how an
animal looking into a mirror would sometimes touch a mark placed on its forehead. This is considered to represent a
reliable test of self-awareness. However, it was explained how very few animals have passed the test, and many
animals which are surely conscious have failed the test. This seems to indicate that self-awareness is not a
completely necessary factor of consciousness.

However, consciousness exists on many levels, dependent on the complexity and richness of the internal model.
And Hofstadter makes this point himself: "When and only when such a loop arises in a brain or in any other
substrate, is a person — a unique new 'I' — brought into being. Moreover, the more self-referentially rich such a
loop is, the more conscious is the self to which it gives rise."

On that basis, it seems the case that self-awareness would be a factor in a human-level degree of consciousness



(though it might be lacking in lower-level consciousnesses).



8

THE "HARD PROBLEM"
This is the final chapter of this book.
Regular readers of my books will know I like to present some of my own ideas in the final chapter, and this book

is no exception.

Up to this point, in considering the necessary conditions for consciousness, this book has only tackled what is
known as the "easy" problem of consciousness. In 1995, the Australian philosopher David Chalmers explained how
the problem of consciousness is actually two problems:

The "easy problem" — Identifying the requirements necessary for consciousness. Studying the functioning of
neurons, identifying which regions of the brain are involved in various conscious tasks, and analysing the
structure of the cortex to explain how it can perform intelligent tasks.

The "hard problem" — Explaining how the feeling of consciousness can arise from the processing of
information and electrical activity in the brain. The "hard problem" is clearly subjective in nature. How can a
feeling arise from the movement of particles, basically.

Chalmers makes the point that the real challenge is to identify the source of the feeling or "experience" of
consciousness: "The really hard problem of consciousness is the problem of experience. When we think and
perceive, there is a whir of information-processing, but there is also a subjective aspect. This subjective aspect is
experience. When we see, for example, we experience visual sensations: the felt quality of redness, the experience
of dark and light, the quality of depth in a visual field. But the question of how it is that these systems are subjects of
experience is perplexing. Why is it that when our cognitive systems engage in visual and auditory information-
processing, we have visual or auditory experience: the quality of deep blue, the sensation of middle C? How can we
explain why there is something it is like to entertain a mental image, or to experience an emotion? It is widely
agreed that experience arises from a physical basis, but we have no good explanation of why and how it so arises."

I suspect that when people talk about the mystery of consciousness, they are really referring to this "hard
problem".

Chalmers believes that conventional neuroscience research is not aimed at uncovering the origin of this
experience. Chalmers' paper certainly does not pull its punches: "The ambiguity of the term 'consciousness' is often
exploited by both philosophers and scientists writing on the subject. It is common to see a paper on consciousness
begin with an invocation of the mystery of consciousness, noting the strange intangibility and ineffability of
subjectivity, and worrying that so far we have no theory of the phenomenon. Here, the topic is clearly the hard
problem — the problem of experience. In the second half of the paper, the tone becomes more optimistic, and the
author's own theory of consciousness is outlined. Upon examination, this theory turns out to be a theory of one of
the more straightforward phenomena. At the close, the author declares that consciousness has turned out to be
tractable after all, but the reader is left feeling like the victim of a bait-and-switch. The hard problem remains
untouched."

Here is a link to David Chalmers' paper:
 
http://tinyurl.com/chalmerspaper
 
In this final chapter, we will be considering the hard problem. There will be no bait-and-switch.

http://tinyurl.com/chalmerspaper


Leibniz's Mill

It was explained in Chapter Two how neurons communicate via electrochemical pulses down their axons. So, at
any given moment in time, there will be a pattern of spatially-separated electric pulses in your brain — maybe a
considerable distance apart (the pattern of these electric charges is detected in an EEG scan in which electrodes are
applied to the scalp). How, then, do I feel like a single conscious entity, rather than feeling like I am just one of
those isolated pulses? How can a pattern of isolated electrical pulses produce a single consciousness?

The following image shows the mystery. At any point in time, inside your brain are a series of isolated electric
charges, either the action potentials along the axons of neurons or accumulated charge inside the neurons
themselves. But then think how you feel, how your consciousness feels like a connected entity. How on Earth can
that amazing feeling of consciousness arise from a series of disconnected electric charges?

The problem was described by Gottfried Leibniz in 1714 in a thought experiment which is now called Leibniz's
Mill. Leibniz's Mill is described by David Eagleman in his book The Brain. Leibniz imagined the mind as a large
machine, a processing unit, a factory, a mechanism — which seems fair enough. Leibniz imagined walking around a
large mill. You would see cogs and levers moving, but, as David Eagleman says: "It would be preposterous to
suggest that the mill is thinking or feeling or perceiving. How could a mill fall in love or enjoy a sunset? A mill is
just made of pieces and parts. And so it is with the brain, Leibniz asserted. If you could expand the brain to the size
of a mill and stroll around inside it, you would only see pieces and parts. When we look inside the brain, we see
neurons, synapses, chemical transmitters, electrical activity. We see billions of active, chattering cells. Where are
you? Where are your thoughts? Your emotions? To Leibniz, the mind seemed inexplicable by mechanical causes."

So, just are there are disconnected pieces of machinery operating in a mill, so there seems to be disconnected
electric charges in the brain. What brings it all together to produce consciousness?

I have seen some ideas written in pseudo-scientific books about a vague unified "field" which link the charges, the
field representing consciousness in some way. However, most physicists would reject those ideas. If an effect cannot
be objectively observed, measured, and analysed then they would say there can be no convincing motivation for
proposing new physics.

Instead, let us try to find solutions based on our comprehensive knowledge of fundamental physics and
technology …

The DRAM analogy

If we assume that consciousness is a result of information processing in the brain, how could that possibly result
in a feeling of a unified consciousness? Well, as explained in Chapter One, information is always bound to
something physical. In the case of the brain, it has been explained how the information processing between neurons



takes the form of the physical movement of charged particles — ions — notably sodium and potassium ions. It is
surely safe to conclude that the physical substrate of the information held in the brain is these electrically-charged
particles.

So we can conclude that the physical substrate of consciousness must surely be electric charge.
OK, that's a good start. Now let us expand on this connection between consciousness and electric charge by using

an analogy which was suggested by the physicist Max Tegmark. [29]
Tegmark introduced another parallel between thought processes and electronics. How is information stored in

modern electronic devices? A few years ago, information might have been stored magnetically on a hard disk which
had to be physically rotated, but there is no such large-scale physical movement in the brain. Instead, modern
electronic devices such as iPads have now moved to use purely electronic memory which has no moving parts.

A common type of electronic memory is DRAM (dynamic random-access memory). Here is a photograph of
some DRAM chips attached to a circuit board which you could insert in your computer in order to increase its
memory:

DRAM (pronounced "D-RAM") operates by storing information as electric charge on microscopic capacitors. A
capacitor is composed of two metal plates separated by an insulating material. When a voltage is applied across the
two terminals of the capacitor, electric charge is stored on the plates.

Here is a photograph of some common capacitors:

And here is the schematic symbol for a capacitor which is used in circuit diagrams (you can see the two metal



plates):

So now let us see how capacitors are used to make DRAM.
In DRAM, each "bit" of information (0 or 1) is stored on a single microscopic capacitor. If the capacitor has

electric charge, that represents bit 1, conversely if the capacitor has no electric charge then that represents bit 0. Each
capacitor has an associated microscopic transistor, as shown in the following DRAM circuit diagram:

You will see that the diagram shows four transistors (labelled A, B, C, and D), and four capacitors (E, F, G, and
H). You will recognise the symbol for a transistor from Chapter Three.

Each horizontal row of two capacitors represents a string of two bits of information. As an example, consider the
top horizontal row consisting of the two capacitors E and F. If there is electric charge on capacitor E then that would
represent bit 1, and if there is no electric charge on capacitor F then that would represent bit 0. So, in that case, the
two-bit string stored in the top horizontal row would be "10".

To understand how the data is accessed, let us consider how that data in the top horizontal row might be retrieved.
This would be achieved by setting a positive voltage on the top horizontal line "ROW SELECT 1". You will see
from the diagram that this voltage is connected to the base leg of transistors A and B. If you remember how a
transistor works (as described in Chapter Three), you will see that this applied voltage would have the effect of
turning ON transistors A and B. Current is then free to pass between the other two legs of each transistor A and B.

As a result of the two transistors turning ON, you will see from the diagram that the electric charge on the top



plate of capacitor E can pass through transistor A and become the first of the output bits (setting the first output bit
to bit 1). Also, the electric charge on the top plate of capacitor F can pass through transistor B and become the
second of the output bits (setting the second output bit to bit 0).

Therefore, the output string at the bottom of the diagram will be set to "10". And that is how you read the
information stored in DRAM. I hope you have enjoyed this little detour into microelectronics.

But you will see that the information stored in DRAM is stored as a large number of spatially-separated electric
charges (stored on the capacitors). And, as discussed earlier, this is just what we see in the human brain. So let us
redraw the earlier diagram of a human brain composed of spatially-separated electric charges, and replace those
charges with the charges stored on spatially-separated capacitors. In fact, lets just draw a DRAM brain:

On the previous diagram you can a see a brain composed of an extremely large number of isolated electric
charges (stored on capacitors) — just like a real brain.

Now let us return to the previous "Leibniz Mill" thought experiment, and bring it up-to-date. Let us imagine if we
could micro-miniaturise Gottfied Leibniz so he was just a few millionths of a metre in height, and let us then implant
him inside a DRAM chip. "Mini Leibniz" might walk around the DRAM chip just as he had previously imagined
walking around a mill. "Mini Leibniz" would see all the spatially-separated electric charges on capacitors, just as he
had previously seen all the isolated pulleys and levers in the mill. And Mini Leibniz might wonder: "How could all
these isolated electric charges produce a unified consciousness?", just as he had previously wondered about the mill
workings.

But we are fortunate in that we have a greater understanding of technology and DRAM and information than
Leibniz possessed. As has just been explained in the DRAM example, we know how to get information out of those
"isolated electric charges". We know how computer memory works, and we can extract a string of bits from that
DRAM:

 
101100110011000101101110101101011011101
 
So now we see just what that series of "isolated electric charges" in the brain really represents: it is Claude

Shannon's string of bits, it is raw information. And, just like a bit string stored in your computer's memory, that
raw information might be anything: it might be a movie, or a song, or words in a book. The point is, what seemed
like a completely unrelated series of isolated electric charges can actually be a single, unified chunk of information
— a single object, in fact — which can be anything.

And that object would be part of a thought in your mind.
This is how Max Tegmark described this analogy in his previously-referenced paper Consciousness as a State of

Matter: "When we view a brain or computer through our physicists' eyes, as myriad moving particles, then what



physical properties of the system should be interpreted as logical bits of information? I interpret as a 'bit' both the
position of certain electrons in my computer's RAM memory (determining whether the micro-capacitor is charged)
and the position of certain sodium ions in your brain (determining whether a neuron is firing)."

"It from bit"

So the material of our thoughts is raw information, the physical substrate of which is the pattern of electric charge
in our brain. And our internal model of the local universe is composed of this information. We may be under the
impression that we live in the physical world, but really we are living in the information-based reality contained
within our minds.

David Eagleman describes this principle in his book The Brain: "It feels as though you have direct access to the
world through your senses. You can reach out and touch the material of the physical world — like this book or the
chair you're sitting on. But this sense of touch is not a direct experience. Here's the key: the brain has no access to
the world outside. Sealed within the dark, silent chamber of your skull, your brain has never directly experienced the
external world, and it never will. Instead, there's only one way that information from out there gets into the brain.
Your sensory organs — your eyes, ears, mouth, and skin — act as interpreters. They detect a motley crew of
information sources (including photons, air compression waves, molecular concentrations, pressure, texture,
temperature) and translate them into the common currency of the brain: electrochemical signals."

The legendary 20th century American physicist John Wheeler expressed a similar idea about the importance of
information in creating our world, and the primacy of information over physical reality. Wheeler was born in 1911,
and collaborated with Einstein and Bohr. During the war, he worked on atomic bomb development. After the war,
Wheeler worked on general relativity and gave one of the most concise and illuminative quotes about that subject:
"Space tells matter how to move, and matter tells space how to curve."

Wheeler certainly had a way with words, and was responsible for coining the memorable terms "wormhole" and
"black hole".

Here is a photograph of John Wheeler (on the right side of the photograph) taken in 1985, standing by the side of
the German physicist Eckehard Mielke. Wheeler has written: "The black hole is a source of enlightenment":



Wheeler remained an active physicist into his 90s. He was never afraid to tackle what he called the "Really Big
Questions" and, in 1989, he wrote an influential paper in which he described a principle which he called "It from
bit".[30] The idea of "It from bit" is that the physical world (the "It") is derived from the more fundamental world of
information (the "bit" — as in Claude Shannon's "bits"). Wheeler explained how our picture of reality is solely
derived from the information we can obtain: "Every physical quantity, every it, derives its ultimate significance
from bits. That which we call reality arises in the last analysis from the posing of yes-no questions and the
registering of equipment-evoked responses; in short, that all things physical are information-theoretic in origin."

Anton Zeilinger, Director of the Institute for Quantum Optics and Quantum Information, explains his
interpretation of John Wheeler's idea: "My interpretation is that in order to define reality, one has to take into
account the role of information: mainly the fact that whatever we do in science is based on information which we
receive by whatever means."

Though we might not realise it, our personal universe is a universe made of information.

Beyond the physical

In his paper, David Chalmers presented what I consider to be a great insight. Chalmers presented the highly-
convincing argument that merely altering the arrangement of physical material is never going to provide us with an
explanation of the feeling of consciousness. All we will ever be doing is moving physical material around into
various different configurations: "For any physical process we specify there will be an unanswered question: why
should this process give rise to experience? The structure and dynamics of physical processes yield only more
structure and dynamics, so structures and functions are all we can expect these processes to explain."



To my mind, this makes a great deal of sense. Why should merely changing the position of physical objects
(particles, for example) cause the emergence of an apparently completely unconnected phenomenon: the feeling of
consciousness?

This is basically the same argument as in the Leibniz Mill thought experiment. If you remember, the brain was
compared to mill machinery. But if you walked around that mill you would just see the movement of cogs and
levers, "pieces and parts" as David Eagleman described. Where, then, does the feeling of consciousness come from?

However, in the previous DRAM analogy, we have seen that the arrangement and movement of physical material
can represent something which is not physical: information.

According to Chalmers, we need to find an "extra ingredient" in the explanation. I believe that "extra ingredient"
is information.

The reason why I believe that is the case is because — when we examine Chalmers' argument — it is clear that
we need to go beyond the physical to find a solution to the hard problem.

This emphasis on information represents something of a departure from physics, because physics is about
physical things (hence the name), and raw information is not physical (you cannot hold or touch raw information).
Things can certainly be made of information, but those things would be movies, or digital images, or music, for
example. Those things exist as independent entities — but they are not physical things. I am therefore suggesting
that consciousness is not a physical thing. Information always requires a physical substrate, but it seems to exist in a
realm above the physical world. Take away the physical substrate and consciousness disappears — but
consciousness is not physical.

At this point, allow me to introduce a brand-new scientific term: the thing. I am going to define a "thing" as the
most general type of object that can possibly exist. To be precise, a "thing" is going to be defined as "anything that
can be made from anything".

OK, that sounds extremely vague. How can such a vague term possibly be of any use? Well, perhaps surprisingly,
it appears that a "thing" can only fall into one of two possible groups. Firstly, a thing can be physical, in which case
it would be composed of particles contained in the Standard Model. That would be fermionic matter (matter made of
atoms) such as cars and trees. But it would also include objects made of immaterial bosons, such as rays of light and
radio waves (items made of photons — particles described within the Standard Model). Clearly, that is a huge group.

The other grouping is equally huge. This would be the objects made purely out of information. This would
include a range of "things" from digital media files such as digital movies and music, through to a thought in your
mind (made out of information represented by the arrangement of electrical charge in your brain).

Here is a diagram showing how every "thing" has to fall into one of the two categories:

You will see that I have included cryptocurrency — such as Bitcoin — in the second grouping. This is digital
money which has no physical form. Conventional currencies always have a physical form, e.g., coins and
banknotes. However, Bitcoin only exists as information, stored and transmitted in electronic format. Bitcoin is
therefore clearly not a physical "thing". As I said earlier, you cannot hold or touch raw information, so you cannot



hold or touch a Bitcoin. However, Bitcoin might be considered to be just as real as the coins and notes in your
wallet.

You will also see that I have included "concepts" in the second grouping. Basically, if you can represent a "thing"
in its entirety by thinking about it or writing it down, then it is made of information and it should be in the second
group.

Into which group should we place a colour? For example, into which group should we place "green"? That is an
interesting question. Firstly, "green" could refer to the particular wavelength of light which we associate with the
colour (approx. 495-570 nm), in which case — as light is listed on the diagram as being a physical "thing" — we
should place it in the first group. However, the feeling which we experience when we look at something which is
coloured green — the "feeling" of green — is clearly a thought and should therefore be placed in the second group.
So a colour has a dual interpretation and could therefore be placed in either group depending on that interpretation.

So there is clearly a bridge between the two groups: physical colour can be converted into the thought of colour in
your mind, or can be related to that feeling of colour. So there is not an unbridgeable gap: the mind/body gap can be
crossed. Information is associated with all physical "things". Far from there being an unbridgeable gap, there is
actually an unbreakable link.

I can think of no "thing" which does not fall into one of these two categories. If you can think of any "thing"
which is outside of these two categories, my email address is in the front of the book — please let me know!

I think the fact that absolutely every "thing" in existence can be placed in one of only two categories must have
some profound significance. Might this be interpreted as Descartes' "dualism"?

As stated earlier, on the basis of Chalmers' argument, in order to solve the hard problem we need to go beyond
the physical. We need to move to the other grouping of "things". Referring to the previous diagram, the question as
to whether or not a particular material could ever become conscious then reduces to a very simple black-or-white
question: on which side of the line does it lie? If it lies on the right-hand side of the line, then the material has the
potential to be conscious.

I believe this "What side of the line?" principle provides us with a huge clue about how to solve the hard problem
of consciousness. I would suggest that we could define the "feeling" of consciousness as the feeling you get
when you look at a physical object (a car, rock, etc.) and know that you are made from different stuff. In other
words, it is the feeling you get from knowing you are on the right-hand side of the line in the previous diagram, as
opposed to being on the left-hand side of the line in the previous diagram. It is the feeling of being "made
differently" that defines consciousness, the feeling that your consciousness is made of information.

In a nutshell, consciousness is the feeling that your mind is not a physical thing. You feel different because
you are different: you are a fundamentally different type of "thing".

And how would you actually feel if you were on the right-hand side of the previous diagram? Well, in Chapter
One it was explained how a consciousness based on information would feel substrate-independent (you would not
feel as though you were made of a "rice pudding brain"), feeling independent of the physical world, with a mind
which felt impervious to physical damage and the ravages of time. This is clearly just how your consciousness feels.
I would like to draw your attention to the word "feels" in the previous quote by Max Tegmark: "I have long
contended that consciousness is the way information feels."

So, to an extent, it is possible to explain the "feeling" of consciousness via this information-based model. It seems
that science can provide insights even into subjective matters.

So, yes, I am essentially suggesting that your consciousness is like Bitcoin: made of information with no physical
form, and completely substrate-independent:



I would like to leave you with one final thought.
We live in a world in which science has stripped Nature down to her smallest constituent parts, and eliminated

almost all mysteries about the natural world — from the universe to the atom. So perhaps we should be rather proud
of the fact that one of the few remaining mysteries of Nature lies at the heart of each and every one of us.
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PREFACE
The subject of quantum computing is receiving a lot of publicity at the moment, with many stories in the press

about how it is going to revolutionise our lives, or break the world's encryption systems. However, most of these
stories seem very short on hard facts about how quantum computing actually works. In fact, there seems to be a
general lack of easy-to-understand technical information about quantum computing. Whereas there is plenty of
complex technical material available.

This book is going to attempt to fill the gap. It will attempt to simplify the subject, clarifying the essential
concepts, while still retaining sufficient technical depth.

If you ask in most IT departments about the latest programming languages, or the latest programming techniques,
I am sure you would find plenty of programmers with excellent knowledge of the latest developments. However, if
you ask about quantum computing, I suspect you would be met with blank stares. But these are the people who —
one day, hopefully — are going to be using quantum computers. These are the target customers.

So this book is accessible, aimed at a general audience. But it is also aimed at those programmers and scientific
researchers, people with experience of conventional computers who wish to gain knowledge and experience of
quantum computing but do not wish to trawl through the extensive and complex literature. This book will explain
the programming techniques which will likely be needed to write a quantum computing program to solve their
particular problems.

Hopefully, this book can provide another step towards taking quantum computing into the mainstream.
No prior knowledge of quantum mechanics or computing is assumed. This book will take you on the entire

journey, from explaining the fundamental postulates of quantum mechanics, then explaining the principles of
quantum computing, and finally showing you how you can program a quantum algorithm on a real quantum
computer, generously provided by IBM.

You will be working at the frontier of human knowledge, using arguably the most advanced technology which has
ever been created. You will be performing complex calculations in a time-window which lasts just microseconds,
using single elementary particles which are in two states at the same time, inside a refrigerator which is the coldest
place in the entire universe. This is beyond the wildest science fiction.

Quantum computing — and the development of quantum algorithms — is still very much a work in progress. It is
a journey into mystery, and no one knows where the destination will be. You can play a part in shaping that future.

 
Andrew Thomas
(hiddeninplainsightbook@gmail.com)
Swansea, UK
2018
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THE THINKING MACHINE
In early 1943, Richard Feynman received a telephone call from Robert Oppenheimer. Feynman was a 25-year-old

physicist, a rising star from Princeton University. Oppenheimer was the scientific director of the Manhattan Project,
the American project to build the world's first atomic bomb. Oppenheimer persuaded Feynman to join his team and,
on March 28th 1943, Richard Feynman boarded a train to Los Alamos, New Mexico, where the centralised bomb
development facility was located.

Feynman described his time at Los Alamos in his highly-entertaining autobiography Surely You're Joking, Mr.
Feynman! He recalled arriving on-site to find the main buildings were still not fully complete, and so the physicists
had to lend a hand in the construction work.

Feynman recalls how he attended the introductory lecture given by Robert Serber (which was described in my
eighth book) in which the principles behind the atomic bomb were explained. For many of the physicists in
attendance, this was the first time they were made aware of the true purpose of Los Alamos.

All of the correspondence in and out of Los Alamos was heavily-censored for fear of spies, and secrets leaking
out. This presented a problem for Feynman whose wife, Arlene, was seriously ill with tuberculosis in hospital in
Albuquerque. Feynman and Arlene arranged that they would write letters to each other in code. The key to
deciphering the code would be written on a separate piece of paper inside the letter.

One day, Feynman received a letter from his wife which included the following key which was written on a
separate piece of paper:

 
LITHARGE
GLYCERINE
HOT DOGS
LAUNDRY
 
Feynman puzzled over the letter for many hours, unable to decipher it by using the enclosed key. It was only

when he arrived at Arlene's hospital a few days later that she told him it was actually a shopping list of things she
had wanted him to bring when he visited her.

In another famous anecdote, Feynman is sent on a trip from Los Alamos to inspect the giant uranium enrichment
plant at Oak Ridge (also described in my eighth book). When he arrives, his reputation as a genius precedes him,
and so the team at Oak Ridge unroll a series of plant blueprint diagrams for Feynman's analysis and approval.
However, Feynman has never seen anything like this in his life: "I'm completely dazed. Worse, I don't know what
the symbols on the blueprint mean! There is some kind of a thing that at first I think is a window. It's a square with a
little cross in the middle, all over the damn place. I think it's a window, but no, it can't be a window, because it isn't
always at the edge. What am I going to do? I get an idea. Maybe it's a valve. I take my finger and I put it down on
one of the mysterious little crosses in the middle of one of the blueprints on page three, and I say 'What happens if
this valve gets stuck?' — figuring they're going to say 'That's not a valve, sir, that's a window.' So one looks at the
other and says, 'Well, if that valve gets stuck …' and he goes up and down on the blueprint, the other guy goes up
and down, back and forth, and they both look at each other. They turn around to me and they open their mouths like
astonished fish and say 'You're absolutely right, sir!' So they rolled up the blueprints and away they went and we
walked out. And Mr. Zumwalt, who had been following me all the way through, said: 'You're a genius.'"

At Los Alamos, Feynman was assigned to the team responsible for analysing the behaviour of the bomb during
implosion — the period during which a sphere of plutonium about the size of an orange is crushed to about the size
of a lime. The task of the team was to calculate how much explosive energy would be released during the implosion.
However, they quickly realised that this required more calculating power than they had available.

The physicists at Los Alamos were also all too aware that their work was a race against time. They had to beat
Hitler to the bomb — the alternative was too awful to contemplate. Because of those extreme time pressures,
Feynman realised he had to find a way of reducing the time of their calculations. Some form of automation was
going to be required. However, those were the days before the digital computer was invented (during the same
period, the digital computer was being invented in Britain in order to crack the German Enigma code).



However, IBM had produced a series of mechanical calculating machines which could perform a limited set of
operations on punched cards. Each machine was only capable of performing a single type of operation, such as
multiplying two numbers on a punched card together. As an example of one of these type of machines, the following
photograph shows the IBM 601 Multiplier, first introduced in 1931, which is known to have been the type used by
Feynman in Los Alamos. This was the first IBM calculator which could multiply. You can see the stack of iconic
80-column IBM punched cards in the top right of the photograph:

According to the IBM website, the punched card running on machines such as this: "was the dominant form of
data processing from 1890 until commercial electronic computers arrived in the 1950s. That's more than a half-
century of transforming business in virtually every industry in the world. Machines such as this made IBM into one
of the few major corporate success stories of the Great Depression, and launched the company on its path to
becoming a computing giant." [1]

However, with each machine only capable of performing a very limited number of different operations — or
maybe only one type of operation — any complex operation would require a number of these machines to be placed
in a line. The cards output from one machine would then be fed into the next machine in the line — very much like
an industrial assembly line. Feynman described this approach: "If we got enough of these machines in a room, we
could take the cards and put them through a cycle. Everybody who does numerical calculations now knows exactly
what I'm talking about, but this was kind of a new thing then — mass production with machines."

Back in Los Alamos, with each calculating machine performing just one particular operation, this represented a
single "assembly line" with each stage being performed in sequence. In modern computing terms, this would
represent what we now call serial processing.

The following diagram shows Feynman's serial processing arrangement at Los Alamos, with punched cards
entering at the top, processed in a series of stages (mechanical calculators), and exiting with the result of the
calculation at the bottom of the diagram:



In a mass production system, it is possible to increase output just by adding more assembly lines: the more lines
you add, the more items you can manufacture in a day. This represents a move from a serial assembly process to a
process in which there are many parallel lines. As a consequence, the average manufacturing time for each item can
be greatly reduced. Feynman applied a similar principle to his serial processing arrangement at Los Alamos.

The way Feynman achieved this was ingenious. He still used a single processing line of machines, but he used
cards which were different colours. In that way, he could have many cards being processed on the single line at the
same time, with the colours of the cards allowing him to group the cards which were at were at different stages of
the process.

Here is how Feynman described this approach: "The problems consisted of a bunch of cards that had to go
through a cycle. First add, then multiply — and so it went through the cycle of machines in this room, slowly, as it
went around and around. So we figured a way to put a different coloured set of cards through the cycle too, but out
of phase. We'd do two or three problems at a time."

Effectively, Feynman had created multiple virtual processing lines which ran in parallel, as shown on the
following diagram:



As shown in the previous diagram, this approach represents parallel processing. Parallel processing is a
computing technique which allows large amounts of data to be processed in a much shorter overall length of time.
And it was Feynman's experiments in parallel processing at Los Alamos which planted the seed for the quantum
computer in his mind.

In this book we will be examining how a quantum computer uses parallel processing techniques to achieve huge
increases in processing speed. And — in honour of Feynman's experiments at Los Alamos — I will be retaining the
colour idea ("red", "blue", etc.) in the examples in this book to describe the items being processed in parallel.

Feynman and the Thinking Machine

Feynman proceeded to enjoy a stellar career, being jointly-awarded the Nobel Prize in 1965. By the time of the
early 1980s, Feynman had become a professor of physics at Caltech. But he always retained his fascination with
computing — and parallel processing in particular.

In the summer of 1983, Feynman took a temporary job as a consultant at Thinking Machines Corporation based in
Cambridge, Massachusetts. Thinking Machines had an ambitious plan to design a supercomputer, which aimed to
connect 64,000 processors in parallel. The supercomputer was called the Connection Machine.

Here is a photograph of Richard Feynman taken in 1984 while he was working at Thinking Machines
Corporation:

Connecting 64,000 processors in parallel might sound like an impossible task, but we will see later in this book
that a similar amount of parallelism could be achieved by just 16 quantum bits (because 216 equals 65,536).

The company was being set-up in an old mansion when Richard Feynman arrived just a day after the company
was incorporated. The situation was still in a state of confusion when Feynman arrived, saluted, and said: "Richard
Feynman reporting for duty. OK, boss, what's my assignment?"

After a quick private discussion ("I don't know what he can do — you hired him!"), they suggested that Feynman
could act as a technical advisor, to which Feynman responded: "That sounds like a bunch of baloney. Give me
something real to do."

At which point they sent him out to buy office supplies.
Each processor in the Connection Machine was fairly simple, but the network was complex: each processor was



connected to twenty other processors. Feynman was given the job of designing the router, which controlled the
traffic flow of data between the processors. The other team members were just glad that they had found something
to keep Feynman occupied — or so they thought. Because, in his spare time, Feynman couldn't help wiring the
computer room, setting-up the machine shop, and installing the telephones. He also organised the company into
teams, relying on his Los Alamos experience: "We've got to get these guys organized. Let me tell you how we did it
at Los Alamos."

Feynman revealed the potential of the Connection Machine for simulating aspects of the physical world in which
many particles interact at the same time. The example chosen by Feynman was the interactions between the particles
which constitute the protons and neutrons in the atomic nucleus. Protons and neutrons are made from elementary
particles called quarks, and quarks are held together by the strong force. The particles which transmit the strong
force between the quarks are called gluons.

Gluons not only interact with quarks — they also interact with other gluons. Another complicating factor is
introduced because the strong force is highly nonlinear. If you read my previous book, you will recognise that when
many elements interact in a nonlinear fashion then this represents a system with high complexity. Another example
of a nonlinear system is the weather, caused by the nonlinear behaviour of the turbulent atmosphere. Nonlinear
systems are notoriously difficult to predict, and there is usually no other option than to split the problem into small
pieces and then to use extremely powerful computers to plot the behaviour of those small pieces over time.

As an example of that technique, in order to predict the weather, meteorologists analyse the turbulent and chaotic
atmosphere by splitting it into many small pieces maybe a few kilometres apart. A similar principle is used to
predict the behaviour of quarks and gluons in the atomic nucleus. The space inside a proton or neutron is split it into
a three dimensional lattice of points, each point in the lattice representing a different point in space. The lattice can
then be mapped onto a parallel processing supercomputer, with each processor in the supercomputer representing a
point in space: the finer the lattice, the more accurate is the simulation.

This method is called lattice QCD (the theory of the strong force interactions is quantum chromodynamics, or
QCD).

Feynman used this technique of lattice QCD to map each point in the lattice to a processor of the Connection
Machine. He was delighted to discover that the Connection Machine could outperform the conventional computer
that Caltech was using for QCD calculations. Once again — as in Los Alamos — parallel processing had proven its
ability to tackle a huge volume of data in a reasonable time.

But this got Feynman thinking.
It was clear that a massively parallel computer could outperform a conventional computer in creating simulations

of physical systems. This was because the supercomputer was a more accurate representation of how Nature actually
works: many small units (particles) interacting in parallel. In that case, wouldn't it be possible to build an even faster
and more accurate computer by making it a perfect match of Nature, in other words, build a computer which used
individual particles as its data elements.

The idea for the quantum computer was forming in Feynman's mind.

The Feynman Lectures on Computation

From 1983 to 1986, Feynman gave a course on computation at Caltech. At the end of the course, Feynman asked
one of his colleagues at Caltech, Tony Hey, to adapt his lecture notes into a book. That book is now called The
Feynman Lectures on Computation. We are lucky that we now have that book generally available so we can follow
Feynman's remarkable insights.

The course represented a very different approach to how we now think of "computers" or "computer science". If
you browse the computing section of a bookshop, you might find many books on high-level languages such as
Visual Basic or C++. Or in the magazine department you might find WIRED magazine, giving you the latest "tech"
news about Snapchat or Facebook. For many people, this is what "computing" means nowadays — it's nothing more
than fashion, basically.

Feynman, however, considered a very different type of "computing" in his course. Feynman considered the
lowest-level of computing, the actual movement of physical material in order to perform a calculation. Feynman
considered fundamental physical concepts such as energy, information, and thermodynamics. As Tony Hey says in
the foreword of the lecture notes: "As advertised, Feynman's lecture course set out to explore the limitations and
potentialities of computers. Although the lectures were given some ten years ago, much of the material is relatively
timeless and represents a Feynmanesque overview of some standard topics in computer science. Taken as a whole,
however, the course is unusual and genuinely interdisciplinary. Besides giving the 'Feynman treatment' to subjects



such as computability, Turing machines (or, as Feynman says, 'Mr. Turing's machines'), Shannon's theorem and
information theory, Feynman also discusses reversible computation, thermodynamics, and quantum computation.
Such a wide-ranging discussion of the fundamental basis of computers is undoubtedly unique and a 'sideways',
Feynman-type view of the whole of the subject."

(In that quote, Tony Hey mentions "reversible computing" which we will be considering in detail later in this
book.)

Because of his interest and aptitude for fundamental science, it appears that Feynman was one of the first people
to realise the potential of quantum computing. He was certainly the first person to introduce the principles to a wider
audience in his lecture course.

Feynman's proposal for a quantum computer is unveiled in Chapter Six of his book. Feynman's motivation in
considering quantum computing at this stage seems to be to treat it merely as an intellectual exercise. Specifically,
Feynman seems to be fascinated by how small it might be possible to build a working computer: could just a few
particles be made to represent a computer? In that way, Feynman is following a train of thought which started back
in 1959 in one of his famous lectures called There's Plenty of Room at the Bottom which considered the possibility
of creating microscopic machines made of just a few atoms. That lecture was to inspire the field of nanotechnology.
Feynman's motivation in suggesting quantum computing seems to be merely an intellectual challenge, asking
interesting questions, and having a bit of fun in the process. It is classic Feynman.

And, at the end of Chapter Six, Feynman comes to the following amazing conclusion: "It seems that the laws of
physics present no barrier to reducing the size of computers until bits are the size of atoms, and quantum behavior
holds dominant sway."

Feynman had come to his conclusion: quantum computers were possible.

The classical computer

However, in his book, Feynman starts by introducing the principles which lie behind the conventional classical
computer. "Classical" physics means the state of physics as it existed before 1900, which means it pre-dates the
discovery of quantum mechanics and relativity. It is the physics of Newton — not the physics of Einstein and Bohr.
Classical physics is also the physics of the great Scottish 19th century physicist James Clerk Maxwell who viewed
light as a wave rather than a stream of particles. The computers we use today are all classical computers, based on
classical physics.

The template for the classical computer is the Turing machine. The Turing machine was invented by Alan Turing
in 1936, and it is the simplest possible general computing device. The Turing machine operates by shuffling a long
strip of paper back and forth. The tape has a series of zeroes and ones written on it, representing input data and
output data. The Turing machine has a probe pointed at the paper which can read, write, or erase the zeroes and ones
on the strip:

The machine has an in-built table of rules — the equivalent of a computer program — which tell it what to do
depending on the current symbol on the tape and the current state of the machine. The initial set of symbols on the
tape would represent the input to the machine, and the final set of symbols — after processing — would represent
the output.



So a Turing machine is a computer. But the most remarkable fact about the Turing machine is that it can solve
any problem which can be solved by any other computer. This is because any computer — no matter how
apparently sophisticated it might appear — is, at heart, merely shuffling individual zeroes and ones around
according to a list of instructions (a program) just like the Turing machine. Admittedly, other computers might work
a lot faster, or might have prettier screens on which to output their data, but the basic problem-solving capability of
any computer is just the same as a Turing machine.

Put simply, a Turing machine can compute anything that can be computed.
It is for this reason that the Turing machine forms the model for every modern computer — including the PC on

your desk, or your iPhone or iPad. There are some implementation differences: a modern computer writes data to-
and-from electronic memory, whereas a Turing machine writes data to-and-from a tape. However, in both cases,
only one item of data is read from memory and processed at a time. Wouldn't it be faster if it could work in parallel,
processing many data items simultaneously, like Feynman's machine at Los Alamos?

Yes, indeed it would. And that is the promise of quantum computing.
A classical computer is based on classical physics. As you can see from the previous diagram, it is basically a

clunky thing. It is based on pre-20th century physics, the physics of Newton and James Clerk Maxwell. A Turing
machine — the basis of the modern computer — could have been built in the year 1899 from the technology in
existence at that time. To emphasise this point, see the amazing video on YouTube of the Turing machine made of
Lego:

 
http://tinyurl.com/plasticmachine
 
or the Turing machine made of wood:
 
http://tinyurl.com/woodmachine
 
These contraptions might seem crazy, but they can compute anything your iPhone can compute (at least, in

theory).
So the modern digital computer is actually rather old-fashioned. It is, at its heart, a 19th century device. It needs

updating for the 21st century. What it really needs is to be based on the extraordinary 20th century phenomenon of
quantum mechanics.

Put simply, it needs to become a computer which you can't make from Lego.
It needs to become a quantum computer.

http://tinyurl.com/plasticmachine
http://tinyurl.com/woodmachine
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THE QUANTUM STATE (OF MIND)
Many books aimed at a general audience have been published attempting to explain the subject of quantum

mechanics. The majority of those explanations tend to follow a fairly linear historical series of events, starting in the
year 1900 and ending a few decades later. It is a neat story, featuring some of the greatest physicists in history,
revealing their heated arguments and strong personalities as they slowly edged their way towards understanding.

Yes, it is a great story. But it is probably a bad way to learn about quantum mechanics.
In his recent book Beyond Weird, Philip Ball agrees: "The temptation to tell quantum mechanics as a historical

saga is overwhelming". But this is a temptation which should be resisted.
The problem is that for the first two decades of the 20th century, the field known as "quantum theory" — or now

known as the "old quantum theory" — was a mess. Nothing made sense. A series of puzzling experimental results
had shown that the classical physics of the 19th century could not be entirely accurate. However, the attempts to
bring the old physics into line with the new experimental results just resulted in a series of hodge-podge theories
which were soon to be discarded. As Philip Ball says: "They cobbled old concepts and methods together". The
Wikipedia page on the "old quantum theory" describes the situation as: "The old quantum theory is a collection of
results from the years 1900-1925 which predate modern quantum mechanics. The theory was never complete or self-
consistent, but was rather a set of heuristic corrections to classical mechanics."

As Philip Ball continues to say: "There is no reason to believe that the most important aspects of the theory are
those that were discovered first, and plenty of reason to think that they are not." Even the name "quantum theory"
which arose from this period is a bad choice of name. As Philip Ball says: "If we were naming it today, we'd call it
something else".

No, if we want to learn about quantum mechanics, then we need to skip forward in time to the mid-1920s. That is
because, in 1925, everything changed — and a new light of understanding and clarity was cast over the subject.

In 1925, the "old quantum theory" was superseded by the theory of quantum mechanics, which was separately
developed by Werner Heisenberg and Erwin Schrödinger. This was a theory which brought together all the puzzling,
arbitrary rules of the old quantum theory into a single, logical theoretical framework. In doing so, quantum
mechanics replaced the old classical mechanics.

The old classical model not only had to be replaced by a new theory of mechanics — it also had to be replaced by
a new theory of reality! Quantum mechanics represented more than a theory about the behaviour of atoms: it
represented a new, more sophisticated way of thinking about reality and how the world must work. Though you
might sometimes read of quantum mechanics being described as "weird", I hope to show you that nothing could be
further from the truth: quantum mechanics is entirely sensible and logical.

But, more than that, I want to show you that quantum mechanics is more than a theory — it is a new way of
thinking about reality, a better, more logical way of thinking about reality.

I want to show you that quantum mechanics is a state of mind.

The new worldview of quantum mechanics

What is reality? From a scientific viewpoint, we can define reality as being the values of the properties of objects,
such as particles. For example, if we can fully describe the properties of all the particles which comprise a system,
then we have a full definition of the reality of that system.

Over the next few chapters we will be seeing that quantum mechanics considers reality (for example, the property
values of a particle) as being divided into two periods of time:

 
1) The reality of the particle BEFORE it is observed.
This is not as straightforward as it might sound, raising deep questions about "reality-without-observation" which

resemble the old philosophical thought experiment: "If a tree falls in the forest and no one is around to hear it, does
it make a sound?"

 



2) The reality of the particle AFTER it is observed.
We shall be seeing that the determination of the particle values when it is observed (measured) involves

fundamental uncertainty and randomness which is unavoidably introduced by quantum mechanics.
 
While this new version of reality revealed by quantum mechanics might seem rather strange at first, I hope to

show you that it makes perfect sense, and — when you think about it — you will realise it represents a rather more
sophisticated model of how reality must work.

OK, let's start with a simple model of how the classical world was imagined:

The previous diagram shows a physicist holding a highly-sophisticated measuring device. He is going to use his
device to measure some property of the electron (not shown to scale).

According to the classical view, this is a fairly straightforward operation. The measuring device and the electron
are two clearly defined, separate objects. The electron has a definite reality, in other words, not only does it
definitely exist but it possesses definite values for its position, speed, etc. The physicist then uses his measuring
device to "extract" those values from the electron, and writes them down. Problem solved.

Only, when you think about it, you realise this can't be a correct picture of what actually happens.
For example, let us imagine the physicist wants to measure the electron's position. As an electron moves, it does

not continuously (and conveniently) radiate data about its position. No, if we want to determine the position of the
electron, we have to observe it, or interrogate it. Basically, we have to ask it a question. That observation process
might involve shining a light on it (like a prisoner undergoing an interrogation), or forcing the electron to come to a
rest by hitting a screen and then noting its position. But whatever method we use, we are going to have to interact
with the electron, and that interaction is inevitably going to affect the electron. It is unavoidable. The classical model
conveniently avoids that fact, but we cannot.

So the value we obtain by our measurement inevitably can not be a 100% perfect measurement of the property of
the electron. No, what we actually obtain is a measurement of the property of the joint system of the electron being
measured by the measuring device. What we are actually observing is an electron being measured — not the
electron on its own.

So, by pure logic and reasoning, we can see that this new realisation of how the world must work tells us two
crucial facts about reality, which have to be incorporated into the theory of quantum mechanics:

A measurement inevitably affects the object under observation. We are therefore not measuring the true reality
of the object on its own, i.e., the object before it is measured.

Objects are never completely isolated. The measurement we eventually obtain is a measurement of the joint
system: "an electron being measured by a measuring device".

What is more, these principles do not just apply to quantum mechanics. These are general principles which apply
to all aspects of our lives. No object is ever completely isolated, and all actions affect the underlying reality.



A rather unusual example of our actions affecting the underlying reality was provided by the billionaire investor
George Soros. Soros named his investment fund the Quantum Fund when he realised that his own purchasing
actions were inevitably affecting the prices of the stocks and shares he was buying.

The quantum philosophy is a logical philosophy which affects many aspects of our lives.

The quantum state

Let us return to consider the first of the two principles presented in the previous section. It was stated that: "A
measurement inevitably affects the object under observation. We are therefore not measuring the true reality of the
object on its own, i.e., the object before it is measured."

So when we make a measurement of some property of a particle, all we can ever hope to achieve is to measure the
state of the particle after it has been measured, after the measurement process has fundamentally altered the particle
in some way. So what can we say about the reality of the particle before it is measured? Surely that is what we
really want to capture. Surely that represents the true reality of the particle.

Well, yes, and even though we can never capture that reality of the particle through measurement, we can reveal it
through mathematics. Mathematically, the state of a system before it is measured is called the quantum state, and is
conventionally denoted by the Greek letter Ψ (written "psi" and pronounced "sigh").

Sometimes this quantum state is referred-to as the wavefunction, with the Ψ symbol being especially associated
with the wavefunction. It is called a wavefunction because the physical nature of the quantum state will often
resemble a wave (such as the path of an electron around an atomic nucleus, as we shall see later in this book).
However, the terms "quantum state" and "wavefunction" both mean essentially the same thing, though I will be
preferring the term "quantum state" in this book.

This principle — that Ψ represents the physical reality of the system before it is measured — is expressed several
times by the physicist Roger Penrose in his popular science books such as The Emperor's New Mind: "I am taking
the view that the physical reality of the particle's location is, indeed, its quantum state Ψ", and again in The Road to
Reality: "If we are to believe that any one thing in the quantum formalism is actually real, for a quantum system,
then I think that it has to be the wavefunction (quantum state) that describes quantum reality." I would agree with
Roger Penrose that we should consider the quantum state as representing the reality of a quantum system before
observation, and I would encourage you to do the same. This is especially true when, later in this book, you will find
that your time spent programming a quantum computer involves rotating a quantum state vector — which makes it
feel very "real" indeed!

To understand the nature and behaviour of Ψ, let us draw a graphical representation of what happens when we
measure some property of a particle. To make things simple, I will use the purely imaginary notion that a particle
has some form of visual "colour" of some kind, and when we inspect that particle we will find it to be either "red" or
"blue" (in honour of Feynman's coloured cards at Los Alamos).

The following diagram shows the graph. You will see that the vertical axis represents the "amount of red" in the
particle, and the horizontal axis represents the "amount of blue" in the particle:



As you can see on the previous diagram, the red particle will have "a lot of red" and "no blue at all", so we plot it
high on the "amount of red" axis, but at the extreme left (the zero position) on the "amount of blue" axis. Similarly,
the blue particle will have "a lot of blue" and "no red at all", so we plot it on the far right of the "amount of blue"
axis, but at the zero position (at the bottom) of the "amount of red" axis.

We can then see that what we have here are two dots plotted which are both the same distance from the origin of
the graph (the origin is the zero position of the graph, where the two thick axes cross at the bottom left). So the best
way to plot these points is as arrows which have equal lengths, coming out of the origin of the graph. The points
representing the particle states (colours) would then be at the end of the arrows:

These arrows are examples of vectors. A vector is an arrow which is defined purely in terms of its direction and
length. In other words, if two arrows have the same direction and length then they represent the same vector — even
if they are positioned at different points in space. Please make sure you understand this vitally important principle
about a vector: all that matters is the direction and length of a vector — it does not matter where it is.

A vector is usually written as a column matrix, which simply represents the coordinates of the endpoint of the
arrow. For example, the red vector arrow in the previous diagram has an endpoint which is some distance up the
vertical axis, but has a zero horizontal coordinate, while the blue vector arrow has an endpoint with a zero vertical
value and a non-zero horizontal value. Assuming each vector has a length of one unit (which is usual), that means



the two vectors could then be written as the following column vectors:

The particular vector which describes the current quantum state of a system is called the quantum state vector or
simply the state vector. We will be encountering these arrows — these "state vectors" — very often in our
discussion of quantum computing. We will see that they are absolutely central to understanding how quantum
computing works. We will see that programming a quantum computer is basically the act of manipulating a state
vector.

But these mathematical vectors are not arrows in the real world — they are not pointing from point A to point B
in physical space. No, they only exist as mathematical constructions drawn on a graph. It might help you to visualize
them as physical arrows in physical space, but do not make the mistake of thinking that that is their true nature.

So these vectors live in a mathematical world. They are mathematical constructions drawn on a graph. And that
particular type of graph is called a vector space.

And, now we have moved inside a mathematical world, we have to realise that these vectors behave according to
mathematical rules — not physical rules. And one of the rules of a vector space is that we can combine, or add, any
two vectors together to make a third vector.

So, how do we add two vectors? Well, remember that a vector is defined as a length in a certain direction. So if
we want to add two vectors, we might think of walking along the first vector, continuing in that direction to the end
of that first vector, and then from that point continuing to walk along the second vector, as shown in the following
diagram:

The previous diagram shows how vector A and vector B can be added to produce vector C. It is equivalent to
walking along vector A from point x to point y, and then adding vector B by walking a further distance from point y
to point z. As you can see from the diagram, the end result will be as if you had simply walked from point x to point
z directly, so we say that vector C (the direct route from point x to point z) is the result of adding vector A and vector
B.

The following diagram shows a slightly different geometrical method of obtaining the same result. You can again
see exactly the same vectors A and B as in the previous diagram. They are the same vectors as in the previous
diagram as their lengths and directions are the same as in the previous diagram — even though vector B is not



positioned in the same place as in the previous diagram. Remember: as explained earlier, if a vector has the same
length and direction as another vector, then they are the same vector — no matter if they are positioned at different
points in space.

You can see in the previous diagram that this second vector addition method involves the drawing of a
parallelogram, with vectors A and B forming two sides of the parallelogram. The result of the addition — vector C
in this case — is then the diagonal of the parallelogram. You will also see that vector C — the result of the addition
— is exactly the same as in the previous diagram, so both methods give exactly the same result.

It is this second method — using the parallelogram — which is the most common geometric method for
visualising the addition of two vectors. In fact, the method of vector addition is called the parallelogram law.

The superposition state

Reality at the quantum level is therefore defined by the quantum state vector. And, as has just been explained, the
quantum state vector lives in a mathematical world called a vector space. One of the rules of a vector space is that it
is possible to add any two vectors together to produce a third vector — and we have just seen how this is possible.

But this leads to an intriguing conclusion.
If, according to the rules of a vector space, we can add any two vectors together, then let us apply that rule to the

vector space presented earlier which described a red and blue particle:



By the rules of the vector space, we can apply the parallelogram rule to add those two vectors, thereby producing
a new, third vector:

As you can see in the previous diagram, the parallelogram rule has been applied, thereby adding the two state
vectors. As a result, a third vector has been generated which represents the addition of the red and blue state vectors.
It is as though the particle has a mix of properties: as though it is both red and blue at the same time.

Initially, this might not seem like a particularly remarkable result. After all, colours can be mixed together (when
mixing paint, for example). However, we have to remember that other properties of a particle — for example, its
position or momentum — are also described by state vectors in vector space. In that case, how on Earth could a
particle have two values of position which are "mixed together"? Can a particle really be in two places at once? This
appears to be what the mathematics of vector spaces is telling us.

Well, yes, amazing though it may appear, sometimes a particle can behave as though it is in two places at once.
The most famous experiment revealing this behaviour is the double-slit experiment in which a beam of light is
directed towards two narrow slits, with a screen positioned on the other side of the slits. The light beam passes
through both of the slits, generating an interference pattern on the screen due to the wavelike nature of light:



The interference pattern is generated by light passing through both of the slits, with the light from one slit
interfering with the light passing through the other slit. This behaviour is to be expected according to classical
physics (James Clerk Maxwell's classical theory of electromagnetism describes light as a wave).

However, now let us consider the situation when the light intensity is reduced so that only a single photon (a
photon is a particle of light) is in transit at a time. Over time, a pattern of marks will develop on the screen as the
individual photons strike the screen and accumulate. Amazingly, though, over time, the interference pattern is still
produced! How can this be, when there is only one photon in the system at a time? It is as if the single photon passes
through both slits and interferes with itself! As amazing as this may appear, we have just seen that this is behaviour
which is predicted by quantum mechanics and the mathematics of vector spaces (the addition of state vectors).

When a particle has a mix of properties in this way, it is said to be in a superposition state. We shall be seeing that
the ability of particles to enter a superposition state plays a central role in quantum computing.

Quantum mechanics is not "strange"

Throughout this chapter I have been stressing that we can gain an understanding of quantum mechanical
behaviour through mathematics and logical reasoning. Earlier in this chapter it was explained via logical reasoning
how a measurement will inevitably affect the object being measured — one of the central principles of quantum
mechanics. Then, in the previous section, it was explained how the superposition state — which many would
consider to be "strange" — is, in fact, predicted by the rules of mathematics. In fact, it would be stranger if the
superposition state did not exist! (How can you have a world of mathematics in which you can't add things up?)

And this makes an important point: it is not the quantum mechanical world which is strange — if anything, it is
our human-scale ("macroscopic") world which is strange! If there is a puzzle at all in quantum mechanics, it is the
puzzle of why we do not see quantum superpositions in everyday objects — why we do not see Schrödinger's
famous cat both alive and dead at the same time.

This is a viewpoint which is nicely expressed in the IBM Quantum Experience full user guide (we will be
programming the IBM quantum computer later): "By making quantum concepts more widely understood — even on
a general level — we can more deeply explore all the possibilities quantum computing offers, and more rapidly
bring its exciting power to a world whose perspective is limited by classical physics."

It is an excellent piece of writing. I have placed the phrase "a world whose perspective is limited by classical



physics" in bold, and I would especially like to emphasize the word "limited". The macroscopic world — the
classical world — in which we live appears to arise due to limitations which prevent us from seeing objects in
superposition states. It would appear there is some strange and unusual mechanism at work which filters-out those
superposition states, leaving us with a rather false view of how Nature operates.

In fact, in Chapter Six we will be seeing that this "strange and unusual mechanism" is achieved through a fairly
well-understood physical process called decoherence. We will also see that the randomness which plays such a
fundamental role in quantum mechanics gets "averaged-out" by decoherence, leaving the human world based on
deterministic cause-and-effect which we all know so well. We will also be seeing that it is only by preventing
decoherence that we can avoid those limitations of classical physics, thereby unleashing the full power of quantum
mechanics in our quantum computers.

In this respect, it is the human world which is peculiar, a rather fake and illusory version of the true quantum
reality. As physicists, we must be very careful not to let our human intuition bias us into deciding what is "weird"
and what is "sensible". And yet there are still some writers who insist that the quantum world is somehow "weird"
— with presumably the human world supposed to represent some paragon of sense and predictability.

The human world is not weird? I mean, seriously? When was the last time they took a ride on the subway …

 

Dirac notation

This is the last section in this chapter describing the quantum state. Before this chapter ends, another important
piece of notation needs to be introduced. This notation is commonly used whenever the quantum state is considered,
and it is used throughout most technical discussions on quantum computing.

Paul Dirac was unquestionably the greatest British physicist of the 20th century. Dirac was one of the pioneers of
quantum mechanics, being awarded the Nobel Prize in 1933 together with Erwin Schrödinger — another of the great
quantum pioneers (Werner Heisenberg had received his Nobel Prize the previous year). Dirac was a socially-
awkward, taciturn character. You can read about his story and work — especially the remarkable Dirac equation —
in my fifth book which is about particle physics.

One of Dirac's most enduring contributions was by creating the standard form of notation used for describing
quantum states. According to the Dirac notation, a quantum state is denoted by simply placing the name of the
quantum state inside angled brackets in the following form:

 
|red〉
 
or some other common examples:
 
|0〉 or |1〉 or |OFF〉 or |ALIVE〉



 
When a state vector is described like this it is called a "ket" (as part of Dirac's "bra-ket" notation).
You will encounter this notation throughout quantum mechanics and quantum computing theory — and it is used

in the remainder of this book.
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THE SCHRÖDINGER EQUATION
In the previous chapter, the quantum state vector was introduced. We will see later in this book that programming

a quantum computer involves rotating the state vector in various ways, to point in different directions. Each
movement of the quantum state vector represents a step towards the completion of a calculation on a quantum
computer.

In this chapter, we will be seeing that this rotation of the state vector is actually a well-defined process, with no
uncertainty about how the state vector moves. And we will be seeing that the movement of the state vector is
described by one of the most famous equations in physics.

The life and loves of Erwin Schrödinger

Erwin Schrödinger was an Austrian physicist who was one of the most important pioneers of quantum mechanics.
Schrödinger was born in Vienna in 1887, and became an exceptionally gifted pupil at school. According to one of

his fellow pupils: "Schrödinger had a gift for understanding that allowed him immediately and directly to
comprehend all the material." Schrödinger received his doctorate in physics from the University of Vienna in 1910,
and became a professor of theoretical physics at the University of Zurich in 1921.

Outwardly, then, Schrödinger lived a highly-respectable and conventional life. However, Schrödinger and his
wife Annemarie had an open marriage, with both having a string of affairs. The situation was complicated, to say the
least. Annemarie had an affair with the physicist Hermann Weyl, who happened to be a good friend of Erwin
Schrödinger. Meanwhile, Erwin Schrödinger was working with his assistant, Arthur March, because he was sleeping
with Arthur's wife, Hilde, and eventually fathered a child with her.

By this stage, Annemarie, seems to have become aggrieved by Schrödinger's constant infidelities, but she
remained attracted to his intellect and decided to stay in the marriage, saying: "You know it would be easier to live
with a canary than a racehorse, but I prefer the racehorse."

Schrödinger persuaded Annemarie to allow Hilde to live in their house, forming an uncomfortable long-term
ménage à trios. However, living with two women was not enough for Erwin Schrödinger, who had two other
girlfriends and had children with each of them.

Here is a photograph of Erwin Schrödinger. I must say, I think he's looking rather worn-out …



 

The Schrödinger equation

We will now consider Schrödinger's breakthrough work of 1925, the development of an equation which
effectively created the field of quantum mechanics.

Let us imagine we want to observe the value of some property of a quantum system — for example, measuring
the momentum or position of a particle (in quantum mechanics, a measured property is called an observable of the
system). The first thing to be realised is that if we want to measure a certain property then we need to apply a certain
measurement operation, for example, we might measure the position of a particle by arranging the particle to collide
with a screen. But if we had wanted to measure a different property — for example, the particle's momentum — we
would have needed to apply a different operation.

So when we want to measure a quantum system, we first have to decide what property we want to measure, and
then that decision determines the particular measurement operation which must be performed. Mathematically, we
say we need to apply a different operator (an operator meaning a "mathematical operation" of some kind).

It turns out that the operator which has to be used in order to measure the energy of a system plays a particularly
important role in quantum mechanics. In this section, we will be considering this energy operator, and discovering
why it is so important.

Firstly, the concept of the Hamiltonian needs to be introduced. The Hamiltonian is named after the 19th century
Irish mathematician William Rowan Hamilton. The Hamiltonian represents the total amount of energy in a
system. In equations, the Hamiltonian is conventionally denoted by the letter H.

The operator which is used to observe the amount of energy in a quantum system is therefore called the
Hamiltonian operator, and it has the following form (I know this looks complicated, but don't worry — everything
will be explained):



When the energy operator is written in this way, it becomes the most important equation in quantum mechanics
— it is called the Schrödinger equation. You've probably heard of it already.

In fact, it was the discovery of this Schrödinger equation in 1925 which created the field of quantum mechanics.
And, as we shall be seeing, it is also the key equation needed for building a quantum computer.

Let us consider the left-hand side of the equation first.
The left-hand side of the previous Schrödinger equation is just a statement that this represents the Hamiltonian

operator (the total energy of a system), signified by the letter Ĥ. The little caret symbol on top of the H indicates that
this is an operator (in this case, the energy operator). Hence, it needs something to "operate" on. In this case, you can
see that it is operating on the quantum state vector as the symbol (Ψ) is included immediately after the Ĥ.

So all the left-hand side of the equation is doing is telling us that we are dealing with the energy operator
operating on the quantum state vector. In other words, we are applying a mathematical operator to measure (or
observe) the energy of a particular quantum system.

The right-hand side of the equation is more interesting, as this gives the actual form of the energy operator.
You will see on the right-hand side of the equation that there is a part of the equation which says: [2]

This represents the amount by which the wavefunction, Ψ, changes with respect to time, t. Therefore, the
Schrödinger equation reveals how we can change the wavefunction (quantum state) of the system over time: we just
need to change the total energy of the system.

Because of this, you might often read in quantum mechanics books that "the Hamiltonian determines the time
evolution of the quantum state", or something similar. As an example, in their book Quantum Mechanics: The
Theoretical Minimum, Leonard Susskind and Art Friedman say: "If we know the Hamiltonian, it tells us how the
state of a system evolves with time". So this explains why the Hamiltonian plays such a vital role in quantum
mechanics.

You will also see an ℏ symbol on the right-hand side of the equation. Where does it come from, and what does it
mean? Well, it's not too difficult. The ℏ symbol (it is a letter h with a line through it, commonly called "h-bar") is the
reduced Planck constant, equal to the Planck constant divided by 2π. The constant has to be included so that we are
dealing with similar units on both sides of the equation. As an example, it would be meaningless if an equation was
comparing apples with oranges, representing something like "five apples equals three oranges":

Comparing apples with oranges makes no sense. An equation only makes sense if it compares like-with-like,
saying something like "five apples equals two apples plus three apples". The equation is then said to be
"dimensionally correct":

If you look at the Schrödinger equation, you will see that there is a term representing energy on the left-hand side



of the equation, so the left-hand side of the equation has units of energy, but the

term on the right-hand side of the equation represents the rate of change of the wavefunction with respect to time,
the units of which are "inverse time", or "one divided by time". Therefore, it appears the Schrödinger equation is
mistakenly comparing apples with oranges! The solution comes by multiplying the right-hand side by the reduced
Planck constant, which has just the right units to convert the right-hand side of the equation into a value with units
of energy. The resultant Schrödinger equation is then correctly comparing apples with apples, and has therefore
become dimensionally correct.

This powerful type of analysis comparing the units on both sides of an equation is called dimensional analysis.

The equation for a single particle

The form of the equation presented earlier is the most fundamental and general form of the Schrödinger equation.
However, you will often find the equation written in a slightly different form, aimed at describing a specific
common example. That example is the Schrödinger equation for describing a single particle which is moving in a
field of energy, for example, an electron moving between two electrically-charged metal plates. In that case, the total
energy of the particle will have two terms: a kinetic energy term (kinetic energy is the energy associated with the
particle's movement) and a potential energy term (the potential energy of the particle is the energy it receives purely
due to its position in the field). Therefore, we can substitute these two amounts of energy into the "total energy" left-
hand side of the Schrödinger equation. That then gives us:

You will see, though, that if you just replace the left-hand side of the equation (the sum of the kinetic and
potential energy) with the total energy, H, you get back to the form of the Schrödinger equation presented earlier.

In their book Quantum Mechanics: The Theoretical Minimum, Leonard Susskind and Art Friedman describe this
as the "iconic form of the Schrödinger equation that appears on T-shirts":



With reference to the logo on the T-shirt, hopefully you should now understand all of the parts of the equation on
the T-shirt.

The complete predictability of quantum mechanics

Now, here's a strange thing.
If you have read popular science books about quantum mechanics, probably the first thing you are told is that

quantum mechanics leads to inevitable fundamental indeterminacy, or randomness. Einstein referred to "God
playing dice". A quantum world is a random world.

In contrast to this indeterminacy of quantum mechanics, Newton's laws of motion are presented as the ultimate in
determinacy: once the initial conditions of a system are set, the system proceeds in an entirely predictable manner
according to Newton's laws. Applied to the universe as a whole, this predictability due to Newton is called the
"clockwork universe".

So, according to many accounts, the contrast could not be greater: on one side we have the predictability of
Newton, and on the other side there is the randomness of quantum mechanics.

But, hold on.
You can see that if we consider the Schrödinger equation which describes the evolution of the quantum state, we

find not a hint of unpredictability in it. There are no undefined variables in the equation, no random number
generators. In fact, it would appear that the behaviour of the quantum state is completely deterministic — not
random at all, and not what you might expect from "fundamentally random" quantum mechanics. Roger Penrose
describes this surprising feature of the Schrödinger equation in his book The Road To Reality: "One thing that we
note is that it is a deterministic equation (the time-evolution being completely fixed once the state is known at any



one time). This may come as a surprise to some people, who may well have heard of quantum uncertainty."
In fact, the equation appears to imply that the evolution of the quantum state is just as predictable as the evolution

due to Newton's laws. So, what's up?
Well, it is completely true: the evolution of the quantum state as described by the Schrödinger equation is just as

predictable and deterministic as Newton's laws. If you set the initial state, then the quantum state will evolve in an
entirely deterministic manner — according to the equation. In fact, it seems like a perfect analogue to the
determinism of Newton's laws.

So, once again, we find that the quantum world is not "weird" at all.
It is this determinism and predictability of the Schrödinger equation which allows the precise manipulation of the

quantum state in quantum computers: if you change the energy, you know precisely how the quantum state will
change. You have complete control.

It therefore appears that quantum behaviour is completely predictable. So why do hear about the "randomness" of
quantum mechanics?

That is what we will discover in the next chapter …
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OBSERVING A QUANTUM SYSTEM
In the previous chapter, the Schrödinger equation was introduced and it was explained how it describes the

evolution of the quantum state. It was also explained how the Schrödinger equation was completely deterministic
and predictable. So why do hear about the "randomness" of quantum mechanics?

Well, we have to remember that the quantum state vector we have considered so far represents the state of the
system before it is observed, before we measure the system and obtain the value for some property of the system.
As explained earlier, before observation, the quantum state can be in a mix of states: both red and blue at the same
time. However, when we observe the system, we only ever observe a particle to be in a single, well-defined state:
either red or blue — but not both. For example, in the double-slit experiment, we would only ever observe the
particle to be in a single position — not in two places at once.

So, when we observe a quantum system, it is as if the state vector in a superposition state "collapses" to just a
single value. This process has been called the "collapse of the wavefunction", and it is illustrated in the following
diagram:

In the previous diagram, you can see what happens during the act of observation of a quantum system. You will
obtain an observed value (either red or blue) but, as described earlier, the measurement operation also has the effect
of modifying the state vector so that the vector moves from its superposition state to point at the value which has
been observed (either red or blue).

So there is a rotation of the state vector from its superposition state to point to a well-defined single state.
Some new terminology needs to be introduced at this point. Firstly, the "well-defined" states — the states which

we can possibly observe when we make a measurement — are called eigenstates. Secondly, the state vector which
represents a particular eigenstate is called an eigenvector. So, when we make a measurement, the state vector rotates
to become an eigenvector, and the system is then said to be in an eigenstate.

Now we get to the crucial question: what determines which of the possible states we will observe when we
measure the system? As an example, in the previous diagram, it seems that the state vector could just as easily have
rotated to become a blue state. In that case, why was red selected?

The answer is that the observed value is determined by the projection of the state vector onto the relevant
eigenvector. This is perhaps easiest explained by the following diagram:



You can see from the previous diagram that — to calculate the projection — a dotted line is first drawn from the
tip of the state vector to make a right angle with the eigenvector under consideration (in this particular diagram, the
eigenvector is the horizontal line). The projection is then defined as the distance along the eigenvector (along the
bottom horizontal) until you reach the dotted line. This is all clearly shown on the previous diagram.

Crucially, the value of the projection then represents the probability of that particular eigenstate being selected.
So it is at this observation stage that probability enters quantum mechanics.

Let us consider an example of how to calculate the value of the projection. Consider the following diagram. A
state vector is shown with the tip of the vector at the coordinates (0.6, 0.8):

The vector is 1.0 units in length, in which case it is called a unit vector (state vectors are usually defined as unit
vectors).

We would like to know what value we will obtain when we observe this particular quantum system. Will the state
vector rotate so that it points in the vertical direction (towards red), or will it rotate so that it points in the horizontal
direction (towards blue)? In other words, will we observe the particle described by this quantum state vector to be
either red or blue?

Well, as stated earlier, the selection of the observed value is determined by the projection of the state vector onto
the relevant eigenvector. From the diagram, it is easy to see the relevant projection values from the coordinates of
the state vector. You can see the projection along the red eigenvector is 0.8 units, and the projection along the blue
eigenvector is 0.6 units.

Remember, these projection values merely give you the probabilities of a particular value being obtained after
observation. However, in that case, then these particular values of 0.8 and 0.6 cannot be quite correct. We see that
there are only two possible outcomes from the observation: either we observe red, or we observe blue. With only
two possible outcomes, we know that the sum of the probabilities of these two outcomes must be 1.0 (as



probabilities always sum to 1.0). So, to calculate the correct probabilities, we have to take the square of the
projection values, which gives us 0.64 (which is 0.8×0.8) and 0.36 (which is 0.6×0.6). You can see that these new
values do, indeed, sum to 1.0. So these are the correct probabilities: the probability of observing red will be 0.64,
and the probability of observing blue will be 0.36.

If you consider the previous diagram, you can easily see why this "squaring" rule will always lead to the sum of
the probabilities being equal to 1.0. It is due to Pythagoras's theorem: the length of the state vector has been set to
1.0. The state vector is on the hypotenuse of a right-angled triangle, so the sum of the squares of the other two sides
of the triangle (the sum of the squares of the two projection values) must therefore be equal to 1.0. [3]

So it is during the act of observation that probabilities enter quantum mechanics, and that is the reason why
quantum mechanics has obtained its reputation for randomness and indeterminism.

Calculating eigenvectors and eigenvalues

As far as quantum computing is concerned, this chapter has now explained everything you need to know about
what happens when a quantum system is measured. So, if you wish, you may now skip to the next chapter.
However, in the remainder of this chapter we will go into a bit more detail about how the eigenstates are calculated,
and how those eigenstates explain the behaviour of electrons as they orbit in an atom.

However, like I say, if you do not want to know these details then feel free to skip to the next chapter.
In the previous section it was explained how when we observe (or measure) a quantum system we will only ever

observe it to be in a single, well-defined eigenstate, with clearly-defined values. For example, we might find a
system in either the red or blue state. However, no explanation was provided as to how those eigenstates — and their
associated property values — could be calculated. Where do they come from?

It was stated in the previous chapter that observed values are produced by mathematical operators, acting on the
quantum state vector. But, with just a little thought, it can be realised that the application of the operator cannot be
entirely straightforward.

To understand why that is the case, it must be realised that the quantum state vector might be pointing in any
arbitrary direction before observation. Simply applying the operator to the state vector would then produce a
completely arbitrary result — some mixture of red and blue, for example — whereas we need a clearly-defined
result from the operation: either red or blue. Some arbitrary mixture is not good enough.

So the operator must be used in applied in rather a different mathematical manner. But how should we apply it?
Well, we have a clue …

Imagine that the state vector before observation already points in the direction of a well-defined state. For
example, it might be pointing in the red direction or in the blue direction. There are two important points which arise
in that case.

Firstly, if the state vector is already perfectly aligned with, say, the red eigenvector then the projection of the state
vector onto that eigenvector will then be equal to 1.0, meaning they are pointing in precisely the same direction.
That means the probability of measuring red will be 1.0. In other words, there will be no uncertainty at all in the
measurement (a probability of 1.0 means certainty).

The second point is that if the operator applied to that state vector, it can be realised that the state vector will not
be modified.[4] The state vector will not be changed because it is already pointing to a clearly-defined state —
either red or blue — so there is no need for the state vector to be rotated at all.

So this is a big clue, and it gives us all the information we need. As can be seen from the following diagram, if the
measurement operator is applied to a well-defined state vector (for example, red), the result will be an unchanged
state vector (still pointing to red). Actually, as only the direction of the state vector is important to define a quantum
state, we can say that the result can be some multiple of the original state vector:



This type of relationship is well-known in mathematics. Vectors which satisfy this relationship are called
eigenvectors (which were introduced in the previous section). It turns out that if we have a particular operator (such
as the operator A in the previous diagram) there will only be a few eigenvectors which satisfy the relationship. We
might consider these as representing the allowed state vectors (for example, the state vectors red and blue). So this
explains why, when we measure a quantum system, we only observe particular values (red or blue, for example). It
is because only certain eigenvectors will satisfy the previous relationship.

The quantum state which is associated with a particular eigenvector (the state of red or the state of blue, for
example) is called an eigenstate (again, a term which was introduced in the previous section).

There is something else interesting in the previous diagram. If a measurement is made, it so happens that the value
of the property you will measure will be equal to the λ multiplying factor shown on the previous diagram. The value
of λ — the property value you will observe — is then called an eigenvalue.

And that is how you find the eigenvectors and eigenvalues (red, blue, etc.) associated with a particular
measurement operator. That is how you discover the discrete states and values a quantum system will take after it is
observed.

Energy levels of an electron

An atom is composed of an atomic nucleus (made of positively-charged protons and electrically-neutral neutrons)
which is orbited by electrons. The "height" — and corresponding energy levels — of those orbiting electrons
represents one of the most important examples of eigenstates and eigenvalues.

The puzzle over the energy levels of electrons was one of the great puzzles of the "old quantum theory" period
from 1900-1925. It was known that when a substance was heated, it would glow ("red hot" or "white hot") and the
emitted radiation represented a form of energy loss from the atom. In 1900, the German physicist Max Planck
realised that the radiation being transmitted from the atoms took the form of chunks of energy (known as "quanta"),
a realisation that started the "old quantum theory". In 1905, Albert Einstein correctly proposed that the emitted
quanta of energy were actually particles, particles which we now call photons. Photons are the particles of light, the
particles which are emitted when a substance glows red hot or white hot.

The energy of the emitted photons can only take particular values — not continuous values. This mystery can be
understood by considering the energy levels of electrons which are orbiting an atomic nucleus — and then applying
our new-found knowledge of the Schrödinger equation (remember: the Schrödinger equation can be used to describe
the energy of a particle).

If we consider a diagram of an atom, with the nucleus at the centre surrounded by orbiting electrons, we find that
only particular electron orbits are allowed around the nucleus:



On the previous diagram you can see two different electron orbits, shown by the two wavy lines. Only integer
values (whole numbers) of waves are allowed around the orbit. You can see that the inner orbit has five complete
waves, whereas the outer orbit has six complete waves. These orbits are allowed, but electrons are not allowed to
orbit in the spaces between these orbits.

The different orbits represent different energy levels of an electron. Remember from the previous chapter that the
Schrödinger equation describes the energy of a particle. The orbits of an electron can then be calculated as the
eigenstates of the Schrödinger equation of that electron. Considering the geometric picture of the atom, we can see
that the allowed orbits of the electron would represent eigenstates of energy of the electron (with only a few
particular eigenstates being allowed). The associated energy levels of the electron would then be the eigenvalues.

One of the great mysteries of the "old quantum theory" in the first two decades of the 20th century was why
photons are only ever released from atoms with certain discrete chunks of energy. However, in 1925, with the
discovery of the Schrödinger equation, the mystery could finally be solved. Remember, in the atom, eigenstates of
energy have discrete values — they are not continuous (capable of taking any value). So when an electron "jumps"
from a higher energy eigenstate to a lower energy eigenstate, a photon is released which has energy equal to the
difference between the two energy states. This explains why photons are only ever released with certain discrete
chunks of energy.

So the theory of quantum mechanics was able to explain the structure of the orbits of electrons in an atom, and the
origin of the "quanta" of energy. One the great mysteries of the "old quantum theory" could now be clearly and
logically explained by the new quantum mechanics — with the Schrödinger equation at its core.

It also explains why it is best not to treat the development of the theory of quantum mechanics in chronological
order: quantization arises naturally when the Schrödinger equation is discovered first — not vice versa.
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COMPLEX NUMBERS
The use of complex numbers is widespread in many areas of science, engineering, and mathematics. In quantum

mechanics, complex numbers play a central role.
You might already have an understanding of complex numbers, but a short explanation is that a complex number

is a number which is composed of two parts which are added together.
Firstly, the complex number has a so-called real part, which is just a number in the usual, conventional sense (for

example, 5, 3000, or 12732.506). Secondly, the complex number has a so called imaginary part, which is a number
multiplied by i, where i represents the square root of -1. You might find it strange to consider any number as
representing the square root of a negative number, after all, when any number — positive or negative — is squared,
that will always result in a positive number. So the fact that i cannot represent a conventional number explains why
it forms the so-called "imaginary" part of a complex number.

Here is an example of a complex number:

In the chapters so far, we have seen that the quantum state vector exists in a "vector space", and it can rotate in
that vector space. The particular type of vector space which is used in quantum mechanics is called a Hilbert space
(named after the great German mathematician David Hilbert, who we have encountered in my previous books).

The important feature of a Hilbert space is that the coordinates of points can be complex numbers. Therefore, the
coordinates describing quantum state vectors can be complex numbers.

The phase of Hilbert space

Let us now consider how the complex nature of the state vector gives each state vector a phase angle value.
If you remember, a complex number is composed of two parts: a real part and an imaginary part. Let us consider a

complex number with a magnitude of 1.0. In other words, if you were to square the real part of the number, and add
it to the square of the imaginary part of the number, the result would be 1.0. From Pythagoras's theorem, we could
plot the resulting number on a circle, with a radius of 1.0 (the complex number being a distance of 1.0 from the
centre of the circle), as shown on the following diagram:



You can see from the previous diagram that the real part of the number is plotted along the horizontal axis, while
the imaginary part of the number is plotted along the vertical axis. You will see that one particular complex number
has been plotted as a point on the circle (0.707+0.707i, where 0.707 is the square root of 0.5, so, by Pythagoras's
theorem, the complex number has a magnitude of 1.0 and can be plotted on the circle).

This method allows us to think about complex numbers in geometric terms, the complex number being
represented by a point at the end of a line from the centre of the circle.

You can also see from the previous diagram that the line from the centre of the circle to the complex number is at
an angle θ around the circle measured in an anticlockwise direction from the horizontal axis. We can think of this
angle as a phase, the phase being able to take any value from 0 to 360 degrees. In other words, any complex number
has an associated phase angle.

A quantum state vector exists in Hilbert space, and coordinates in Hilbert space can be complex numbers.
Therefore, any point in Hilbert space will have an associated phase angle. In particular, any quantum state vector
will have a phase angle associated with it.

We will be seeing later in this book that awareness of the phase of the quantum state vector is an essential skill
required for programming a quantum computer.
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DECOHERENCE
Quantum mechanics was developed in the early decades of the 20th century. This was a period of global

revolution, when the old rules and certainties were discarded. These developments were also reflected in the
modernist art of the period, with artists influenced by the new developments from physics.

As an example, artists such as Picasso who pioneered the Cubism movement moved away from the rigid rules of
three-dimensional perspective. The rules of perspective implied that the observer was positioned at a single point in
space, as shown in the following line drawing by the 16th century Dutch renaissance artist Hans Vredeman de Vries:

The rules of perspective implied that the observer was irrelevant, that the reality of an object or scene could be
captured in its entirety even if the position of the observer was fixed in one place.

With the arrival of quantum mechanics in the early 20th century, however, it was realised that the observer was
important, that reality was generated from a combination of the observer and the subject.

This principle influenced the Cubism movement, as seen in the following Portrait of Dora Maar by Picasso
(1937). Picasso attempts to capture Dora Maar from several viewpoints — several observers — and combine those
into a single portrait. You can see that the result is a front view of Dora Maar, in combination with a smaller view
from the side.

In essence, the following portrait might be considered to be an attempt to represent Dora Maar in a quantum
superposition state:



Modernist artists were also influenced by the recent discovery of relativity and the philosophy of Henri Bergson,
both of which suggested that time should be considered as being the fourth dimension. Here is an example of
Picasso playing with spatial dimensions in his 1910 painting Girl with a Mandolin, just four years after Einstein
discovered relativity. Picasso is referencing the fourth dimension by stacking a succession of time-slices, "sticking
together several three-dimensional spaces in a row": [5]



So art in that era was reflected by developments in physics. But sometimes the relationship works the other way
round — sometimes art discovers fundamental truths before physics. This was true in the case of another early 20th

century artistic movement: Futurism.
The Futurist movement was based in Italy. The Futurists believed that it was wrong to consider objects in

isolation, and that the surrounding environment always played a role in defining the object. As an example, here is a
photograph of Umberto Boccioni's 1913 bronze sculpture Unique Forms of Continuity in Space. The sculpture
depicts a human form in fluid motion, which is blurring into the surrounding space. The result is that the boundary
where the human ends and the surrounding environment begins has been blurred. The sculpture can be seen on the
reverse of the current Italian twenty cent coin:



The Futurists took their lead from the writings of the philosopher Henri Bergson: "Does not the fiction of an
isolated object imply an absurdity, since this object borrows its physical properties from the relations which it
maintains with all the others, and owes each of its determinations, and consequently its very existence, to the place it
occupies in the universe as a whole? Any division of matter into independent bodies with determined outlines is
artificial."

I have placed the last sentence in emphasis: "Any division of matter into independent bodies with determined
outlines is artificial". In 1911, the Futurists released their manifesto describing their philosophy about art: "Our
bodies penetrate the sofas upon which we sit, and the sofas penetrate our bodies." Indeed, this could be seen as a
rejection of the idea from classical physics that objects could be treated in isolation. Just as quantum mechanics —
in the early 20th century — was moving away from considering objects in isolation, so was art coming to exactly the
same conclusions at exactly the same time.

To reinforce this idea, the Futurists rejected the so-called "tyranny of the frame", preferring pictures to be
displayed without frames, the frame around a picture representing a futile attempt to isolate the picture from its
environment. In reality, the picture is physically connected to the frame, the frame is physically connected to the
wall, the wall is connected to the floor, the floor is connected to the street outside. The boundaries we place on
objects — in the style of classical physics — are artificial and misleading. There is an inevitable connectedness.
Nothing can ever be perfectly isolated.

Except for, perhaps, one exception …
 …the dark, cold, interior of a quantum computer.

Environmental decoherence

In 1970, Dieter Zeh of the University of Heidelberg published a paper which suggested a mechanism which could
explain the mysterious "collapse of the wavefunction".[6] To understand Dieter Zeh's idea, we need to return to
Chapter Two of this book in which it was explained that quantum mechanics inevitably arises when we take a more



realistic and sophisticated picture of how the world must work.
In Chapter Two, two fundamental principles were presented:

A measurement inevitably affects the object under observation. We are therefore not measuring the true reality
of the object on its own, i.e., the object before it is measured.

Objects are never completely isolated. The measurement we eventually obtain is a measurement of the joint
system: "An electron being measured by a measuring device".

It is the second of these two principles which formed the basis for Dieter Zeh's explanation of the apparent
"collapse of the wavefunction". It is the principle that objects are never completely isolated from the rest of the
universe. The idea that our world is split into entirely discrete, isolated objects is a completely human invention.
Think of yourself sitting in your chair. You probably think of yourself as being a separate object from the chair. But
the atoms of your backside are pressed against the atoms of the chair, in constant contact. So where is the division?
Does that not represent one joined unit? And we could continue the process: your chair is in direct contact with the
floor. The floor is directly connected to the Earth. Again, where is the division? How can you justify thinking that
you are an entirely separate object from the chair or the planet?

As another example, you breathe air. The air is part of a continuous substance which surrounds the planet and
places you in contact with every other living person. In that case, how can you consider yourself to be an entirely
separate object?

Of course, you should not think of yourself as being isolated. As has just been described, this was the belief of the
Futurist modern art movement. And it is this principle which led Dieter Zeh to propose a mechanism behind the
apparent "collapse of the wavefunction". In particular, Dieter Zeh suggested that it was the ever-present environment
surrounding an object — constantly "observing" the object — which leads to the object being taken out of its
superposition state.

The mechanism is called decoherence.
And, once again, we encounter the idea that quantum mechanics is more of a "state of mind", representing a more

sophisticated picture of how the world must work. In this case, the principle is that no object is ever completely
isolated from the rest of the world.

Unfortunately, Dieter Zeh passed away earlier this year. He should surely have received the Nobel Prize in his
lifetime for his work in proposing decoherence, which has now been firmly experimentally verified.

We can use a simple thought experiment to explain how decoherence works, and the thought experiment we will
use is the double-slit experiment which was described in Chapter Two.

In the double-slit experiment, a beam of light is directed towards two narrow slits, with a screen positioned on the
other side of the slits. The light beam passes through both of the slits.

If, at the screen, a peak in the wave from one slit coincides with a peak in the wave from the other slit, then a
bright point appears on the screen. Conversely, if a peak in the wave from one slit coincides with a trough in the
wave from the other slit, the two waves will cancel at that point and no bright point will appear on the screen.
Therefore, as shown in the following diagram, a regular pattern of dark and bright bands will appear on the screen:



The light intensity is then reduced so that only a single photon of light is in transit at a time. Over time, a pattern
develops on the screen as the individual photons strike the screen and accumulate. Amazingly, though, the
interference pattern is still produced — even though there is only one photon in the system at a time! It is as if the
single photon passes through both slits and interferes with itself!

Let us now make the experiment rather more realistic. We must realise that particles, in general, are never
completely isolated from their environment, and that environment will tend to be rather messy and random. Let us
consider the effect of the messy, random environment on the single photon.

In a more realistic picture, on its way from the light source to the screen, the photon has to pass through a
considerable distance of air (representing the "environment"). That air is likely to be turbulent, moving randomly.
As it moves along its path, the photon interacts with the atmosphere, and it, in return, is affected by the atmosphere.
The effect of the random, turbulent atmosphere will be to slightly increase or decrease the length of the particle's
path to the screen.

Chad Orzel describes the situation in an article about decoherence on his website: "If we're talking about a long
distance in a turbid medium, there's going to be a phase shift. If you think in terms of waves, there are going to be
interactions along the way that slow down or speed up the waves on one path or the other. This will cause a shift in
the interference pattern, depending on exactly what happened along the way. Those shifts are really tiny, but they
add up. If you're talking about a short interferometer in a controlled laboratory setting, there won't be enough of a
shift to do much, but if you're talking about a really long interferometer, passing through many kilometers of
atmosphere, it'll build up to something pretty significant." [7]

The effect of this shortening and lengthening of the path is to very slightly move the position of the peaks and
troughs of the light wave. Because the positions become random, the effect is to destroy the interference pattern on
the screen.

And, if the interference pattern is destroyed on the screen, that makes it appear as though the photon only went
through one slit. Remember, the interference pattern is caused by a photon apparently going through two slits at
once. So if the interference pattern is destroyed then the photon no longer appears to be in a superposition state, no
longer going through two slits at once.

So we can treat the interference pattern as being an indirect signature of the photon being in a superposition state.
And the presence or absence of the interference pattern indicates whether or not the particle is in a superposition
state.

At this point, we can put our Sherlock Holmes deerstalker hat on and deduce what is responsible for the apparent



"collapse of the wavefunction", taking the particle out of its superposition.
The initial arrangement of the double-slit experiment produced an interference pattern on the screen. From that

interference pattern, we deduce that the particle is in a superposition state.
The second form of the experiment was more realistic, introducing a random environment. The result was that the

interference pattern was destroyed. We therefore deduce that the particle is not longer in a superposition state.
So what was responsible for taking the particle out of its superposition state? In other words, what was

responsible for the apparent "collapse of the wavefunction" which seems to have occurred?
Well, with our Sherlock Holmes hats on, we observe that the only factor that has changed in the two versions of

the experiment has been the introduction of a noisy, messy, random environment. Sherlock Holmes once famously
said: "when you have eliminated the impossible, whatever remains, however improbable, must be the truth". On that
basis, we have all the information we need to make our final deduction: The apparent "collapse of the
wavefunction" is caused by a particle interacting with the noisy, messy, random environment.

And that is the principle behind decoherence.
But what is actually going on at the microscopic level? How is the random environment capable of taking a single

particle out of its superposition state? Well, if all we are interested in is building a quantum computer, or
programming a quantum computer, we really don't care. All we have to do is make sure we isolate our quantum
computer from its surrounding environment in order to maintain particles in their superposition state. And it is quite
fortunate that we don't need to know precisely what is happening at the quantum level because the science of
decoherence is not yet fully understood. [8]

However, we do have a fair idea of the sort of process which must be occurring at the microscopic level. Let us
consider a particle hitting a screen (with the screen representing the "environment"). It must be realised that the
screen is already in a well-defined, classical state. In other words, the screen is not in a superposition state — it is in
an eigenstate, meaning the screen only exists in one position. When the particle hits the screen (interacts with the
environment), the state vector of the particle finds itself in competition with the state vector of the much larger
environment. This means the state vector of the particle — in its superposition state — is going to be affected more
than the state vector of the screen.

There will be components of the particle state vector which do not agree with the state vector of the screen. Those
components disperse into the wider, noisy environment, much like the splash from a stone thrown into a rough,
turbulent ocean. The Schrödinger equation continues to apply to all those components, controlling their evolution in
time. In other words, there is no new sudden mystical "collapse" process. However, once those components have
dispersed into the "ocean", it becomes effectively impossible to regenerate the original superposition state (this
explains why the apparent "collapse of the wavefunction" is an irreversible process). Those superposition elements
— to all intents and purposes — disappear. The particle is then detected in only one position: on the screen.

In his book, The Fabric of the Cosmos, Brian Greene describes the process: "Decoherence forces much of the
weirdness of quantum physics to leak from large objects since, bit by bit, the quantum weirdness is carried away by
the innumerable impinging particles from the environment."

So it is almost impossible to completely isolate an object from the rest of the world. But if we want to maintain a



superposition state inside our quantum computer, we need to find some way of achieving that isolation, and thereby
preventing that onset of decoherence. Let us now examine how we can achieve that isolation.

The coldest place in the universe

As we have just seen, any form of randomness in the environment can result in decoherence. In particular, any
heat in the environment will result in the random motion (thermal noise) of the molecules in the environment. The
resultant buffeting of a single particle by those random molecules will result in decoherence, taking the particle out
of its superposition state. We will be seeing that quantum computers rely on particles being kept in superposition
states for as long as possible. For this reason, quantum computers must be kept at extremely low temperatures to
reduce thermal noise to a minimum.

The core of a computer must be cooled to just a tiny fraction of a degree above absolute zero — 180 times colder
than deep space. Incredibly, this means that the core of a quantum computer is the coldest place in the entire
universe!

The following photograph shows the internal structure of an actual IBM quantum computer. You can see that it
looks very beautiful and intricate — it has been affectionately described as a "steampunk chandelier". The quantum
processor is located in the metal cylinder at the bottom of the construction. The metal cylinder acts as a shield to
protect the quantum processor from electromagnetic radiation (which could cause decoherence):

The whole device has to be maintained at an extremely low temperature. However, the signals transmitted down
the cables to the quantum chip originate from control units outside the quantum computer — which are therefore at
room temperature. So those cables have to go on a journey from room temperature to a temperature colder than
space as they travel down the quantum computer structure. As you can see on the previous diagram, by the time the
cables reach the top of the device, the temperature has been reduced to about 0.8 kelvin. You can see on the diagram
that there are a series of horizontal plates, with the temperature being progressively reduced on each plate. The
temperature continues to decrease toward the base of the device, with the actual processor chip being kept at a
temperature of just 0.015 kelvin (15 milli-kelvin). At such a low temperature — just a fraction of a degree above
absolute zero — atoms become virtually motionless.

The cables are made out of a superconducting material to minimise energy loss (when superconducting materials
are cooled to near absolute zero, electric currents can pass through them without experiencing any electrical
resistance).

On the previous diagram, you will also notice some ornate loops. These seem to add to the beautiful "chandelier"
effect, but they most certainly serve a purpose. The loops are in the coaxial cables which transfer the data signals to-
and-from the quantum processor. As the cables contract due to the low temperature, their length decreases and they
could break. The loops in the cables ensures there is always some excess length in the cables to prevent them



breaking. You can see similar loops on telegraph poles to stop the cables breaking in cold weather.
The whole device is then contained within a larger cylinder, which acts as a refrigerator, as shown in this

photograph which was taken in the IBM Research Center in Yorktown Heights, New York:

 

The race against time

It is clearly extraordinarily difficult to maintain a particle in its superposition state. The key strategy is to keep the
particle isolated from the random, turbulent environment. But even a single stray photon striking an electron
effectively performs a "observation" on the position of the electron, and that will be sufficient to take the electron
from its superposition state. It gets even worse than that. We might make efforts to eliminate all electromagnetic
radiation (photons) from our environment, but there is no shield for gravity. Any change in the gravitational field —
the movement of the Moon or Sun, for example — will disturb the particle.

This effect was quantified by John Boccio.[9] If we have a mass, m, which changes its height by a distance h, then
the change in its gravitational energy will be equal to mgh (where g is the acceleration due to gravity).

Then, after a time, t, which is equal to:

the change in energy will be sufficient to induce decoherence in the mass. If the calculation is performed for a
mass of 100 kilograms with h only the length of a single atom, then this decoherence will occur in the
extraordinarily short time of 10-27 seconds!

This incredibly short time window can be extended by improving the isolation from the environment.
Later in this book, you will be using the IBM Q Experience website to program a quantum computer. On the web

page, you will be able to see the real time details of each quantum processor just be clicking on its name, as shown
in the following diagram:



On the previous diagram, the T2 "coherence times" measure how long it takes for decoherence to destroy the
superposition state. For the five quantum bits (or "qubits" — see next chapter) on this particular processor, you can
see that the T2 times vary from 36.40 microseconds to 77.50 microseconds. To put that into perspective, maintaining
a quantum superposition for that length of time is at the top-end of what is currently possible using today's
technology. Also note on the diagram that the "Fridge Temperature" is currently being measured at 15.9 millikelvins
— just a fraction of a degree above absolute zero.

Any calculation has to be performed while the particle can be kept in its superposition state — the entire
calculation must be performed before coherence is lost. As we saw in the previous diagram, that represents a time
period of just a few microseconds. It is therefore clear that, for a quantum computer, any calculation is a race against
time.
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THE QUBIT
In my previous book it was explained how information can be measured in terms of bits. A bit (short for "binary

digit") is a unit of data which can be either 0 or 1. In a conventional computer, all data is composed of combinations
of these bits. In the computer, those bits are represented by different electric voltages: often +5 volts representing a
1, and zero volts representing a 0.

In a quantum computer, the equivalent of a bit is a qubit (short for "quantum bit"). In a qubit, the 0 and 1 values
represent quantum states, so they are denoted by |0〉 and |1〉 (note the use of the Dirac notation). In a quantum
computer, all processing occurs before decoherence destroys the superposition state of the qubit. That means a qubit
can be in a superposition state and can have the value of both |0〉 and |1〉 at the same time.

However, when it is observed, it will be found in one of two possible states, |0〉 or |1〉.
The following diagram shows a graphical representation of a qubit in a superposition state:

As shown on the previous diagram, the state vector of a qubit can be described by the following:

where a and b are complex numbers (because the state vector is in Hilbert space).

The physical implementation of qubits

If we are only interested in programming a quantum computer, then the actual physical implementation of a qubit
on that computer is not of particular interest to us. As Alexandre Zagoskin says in his book Quantum Mechanics: A
Complete Introduction: "In principle, any quantum system with a two-dimensional Hilbert space can be a qubit". A
qubit can be physically implemented in several different ways, but as long as it has only two possible states, then it
can be used in a quantum computer.

In fact, bearing this in mind, we have actually been using qubits throughout this book — without realising it. The
example of the particle which can have only one of two colours — red or blue — forms a two-state system which



represents a qubit.
One real-world example of a qubit arises from the spin of a particle. In the classical world, if we measure a

spinning ball, we might expect to find its axis of rotation pointing in any random direction. However, if we measure
the spin of an electron (by noting its deflection as it passes through a magnetic field), we find that only two distinct
outcomes are possible: spin-up, or spin-down.

Before it is observed, the particle can be in a superposition state of spin-up and spin-down, but when it is
observed it will be found to be in only one of those states. This is the characteristic behaviour of a qubit, so the spin
of a particle can be used to represent a qubit.

However, this is not the technology which is being used in modern quantum computers. A recent technology
called the superconducting charge qubit is being used by IBM, Google, and Intel. In a charge qubit, the state of the
qubit (|0〉 or |1〉) is determined by the presence or absence of individual electrons in extremely small pieces of
superconducting material. In other words, the state of a charge qubit is determined by the presence or absence of an
amount of electric charge. This technology allows several microscopic qubits to be included on the surface of a
single integrated circuit (chip).

Superconductivity happens when the temperature of certain materials is reduced to close to absolute zero. As a
result, the materials acquire zero electrical resistance, so electrons can pass without being hindered — creating an
electric current which can continue forever. Superconductivity holds great appeal for quantum computing because
an electron which is not interacting with its environment is an electron which can remain in a coherent state —
avoiding decoherence. And decoherence is, of course, the enemy of a quantum computer.

In his book Where Does The Weirdness Go?, David Lindley considers this ability of superconductors: "A
superconductor can behave like a large-scale quantum object, but most macroscopic systems — pieces of ordinary
copper wire, pointers on detectors, cats — do not. The distinguishing feature of a superconductor is the orderliness
or coherence of the motion of its electrons, which stands in contrast to the disorderly motion of electrons in a copper
wire and, in the same vein, the random jiggling around of atoms in most large objects."

A charge qubit is created by placing two microscopic electrodes — extremely fine pieces of superconducting
material — onto the substrate of the chip. The electrodes are separated by an insulating barrier (a Josephson
junction) which normally prevents electrons crossing between the electrodes. However, it is possible for an electron
to transfer from one of the electrodes to the other by a process called quantum tunnelling. Quantum tunnelling
occurs when the wavefunction of an electron (representing the probability of finding that electron) extends to the
other electrode, allowing the electron to overcome the insulating barrier.

So there is a finite probability that an electron can tunnel from one electrode to the other, representing a change in
state of the qubit. And the probability of that transition is determined by the voltage which is applied to the qubit.

On the following diagram of an actual IBM quantum processor, you can see that the five charge qubits (square
shapes) are labelled from Q0 to Q4. The chip shown in this image is actually about five millimetres square:



But there is something else amazing about this image …
… this is a photograph of one of the actual IBM quantum processors you will be programming later in this

book!

The Bloch sphere

As explained in the previous section, the voltage which is applied to a charge qubit can control the probability of
the qubit changing its state from |0〉 to |1〉, and vice versa. To be more precise, the voltage modifies the Hamiltonian
of the qubit. We encountered the Hamiltonian operator back in Chapter Three during the discussion of the
Schrödinger equation. In the simple form of the Schrödinger equation, it was explained how the Hamiltonian
determines how the quantum state vector of a system varies with time. So, by modifying the Hamiltonian of a qubit,
its state vector can controlled and rotated. That is how the state of an individual qubit can be modified, and therefore
that is how a quantum computer can be programmed.

However, the state vector of a qubit rotates extremely fast. For this reason, the pulses of voltage which are sent to
the qubit must be of extremely short duration, just a few hundred picoseconds (trillionths of a second). This places
the signal in the GHz microwave frequency range.

As the IBM Q Experience FAQ explains: "Quantum gates are performed by sending electromagnetic impulses at
microwave frequencies to the qubits through coaxial cables. These electromagnetic pulses have a particular duration,
frequency, and phase that determine the angle of rotation of the qubit state around a particular axis of the Bloch
sphere."



But what is the "Bloch sphere" mentioned in that quote?
To understand the Bloch sphere representation, first let us again consider the representation of a qubit in Hilbert

space, with the state vector representing some mix of the |0〉 and |1〉 states:

That is a nice, simple diagram to understand. However, just a little thought reveals that it cannot be a correct
representation of the full picture. That is because — as was described in Chapter Five — coordinates in Hilbert
space can be complex numbers. Therefore, any point in Hilbert space will have an associated phase angle. In
particular, any quantum state vector will have a phase angle associated with it. However, there is no way for us to
show the phase angle of the state vector on this diagram. The problem is that it is only a two-dimensional diagram,
and to show an additional variable — the phase angle — associated with the vector would need us to add an extra
dimension, and move to a three-dimensional diagram.

So that is what we have to do.
In order to make the move to a three-dimensional diagram, refer back to the previous diagram and imagine the

horizontal |1〉 vector being pulled downwards so that it ends up pointing downwards as shown in the following
diagram:



That now allows us to imagine the |0〉 vector as pointing to the top point on a sphere, and the |1〉 vector as pointing
to the bottom point on a sphere, as shown in the following diagram:

As you can see in the previous diagram, with the state vector pointing to the top of the sphere, that represents state
|0〉, and with the state vector pointing to the bottom of the sphere, that represents state |1〉.

This method of representing a qubit is called the Bloch sphere.
For a qubit in a superposition state — an equal proportion of |0〉 and |1〉 — the state vector will point to the

equator line, halfway between the |0〉 and |1〉 states. The following diagram shows a qubit in a superposition state:



The big advantage of the Bloch sphere method comes when we consider the phase of the state vector. Because we
are now working in three dimensions, the phase of the state vector can be represented by the rotation of the state
vector around the vertical axis, as shown in the following diagram:

The previous diagram shows a qubit state vector — initially in a superposition state — rotating around the vertical
axis to represent a change in the phase of the state vector from 0° to 90°. The qubit remains in a superposition state
(the vector is still pointing to the equator, halfway between |0〉 and |1〉), the only difference is that the phase of the
qubit has changed. Hence, the Bloch sphere method can show the phase of the state vector at any time: it is the
amount of rotation of the vector around the vertical axis.

The Bloch sphere representation plays a central role in quantum computing. As we shall see in the next chapter,
when you start programming a quantum computer you will be thinking in terms of rotating the state vector of a qubit
around in the Bloch sphere.

Entanglement

Now we have come to the end of this chapter on the qubit, it seems like a good time to introduce the important
concept of quantum entanglement.



In order to understand entanglement, we shall consider a qubit which is formed from the property of particle spin.
Particles can have the property of spin, which has the units of angular momentum just like classical spin — the spin
of a ball, for example.[10] However, when we measure the quantum spin of a particle we find it can only have two
values: either spin-up, or spin-down. As these are the only two states we will find after measurement, this makes
particle spin ideal to be used as a qubit. As an example, we might interpret the |0〉 state of our qubit as being spin-up,
and the |1〉 state as being spin-down.

If a pair of photons is released by a common source, then the properties of those two photons will be related. This
is because of the conservation laws. For example, the law of conservation of momentum states that the momentum
before the photons were emitted must be equal to the total momentum after the photons were emitted. As the
momentum before the photons was zero (nothing was moving), the total momentum after the photons are emitted
must also be zero. This requirement can be satisfied if the photons are emitted in precisely opposite directions,
because momentum is a vector quantity (like an arrow) and if we add two arrows pointing in precisely opposite
directions then we get zero.

The law of conservation of angular momentum imposes a similar constraint of the spin of the photons. As the
angular momentum before the photons were emitted was zero (nothing was spinning), then the angular momentum
after the spin of the two photons is measured must also be zero. This requirement can be satisfied if the spin of the
two particles is opposite: one of the particles being spin-up, and the other particle being spin-down.

When the properties of two separate particles are correlated in this manner, the particles are said to be entangled.
When the two particles are emitted, however, they are both in a superposition state, an equal mix of state |0〉 (spin-

up) and state |1〉 (spin-down). Let us imagine what happens when we measure the spin of one of the particles and
find it to be in the spin-down state. That implies that the state vector of that particle has rotated from its
superposition state (an equal mix of states) to point toward the spin-down state. At that point, we then know with
100% certainty that when the spin of the second particle is measured it will be found to be spin-up (it must have the
opposite spin value). This implies that the state vector of the second particle has also rotated — to point to the spin-
up state. When the spin of the second particle is then measured, it will be found to be spin-up with 100% certainty.

These two rotations of the two state vectors (from the superposition state to spin-down and spin-up) are shown in
the following diagram:

However, when Einstein heard of this behaviour predicted by quantum mechanics, he was horrified. This was
because the two particles could, theoretically, be many thousands of miles apart when they are measured. Yet the
rotation of the state vector of the second particle appears to happen instantaneously when the first particle is
measured. Einstein's own theory of special relativity absolutely forbids this notion of an instantaneous effect being
caused by a distant action. Special relativity states that nothing can travel faster than light, so there can be no
instantaneous effects at distance. Einstein did not believe this prediction of quantum mechanics, and called it
"spooky action at a distance".

The resolution of this mystery is quite simple — but it is fairly mind-bending.



The secret is that an entangled pair of particles can no longer be thought of as two independent systems — they
must be considered as being a single system, a single object. As the Wikipedia page on quantum entanglement
states: "A quantum state must be described for the system as a whole." And, because they now represent a single
object, the two entangled particles are described by a single state vector.

Considering the previous example in which the two qubits had to be found in the opposite states when they were
measured, that means the single state vector of the entangled system could only be measured in one of two possible
states: either |10〉 or |01〉 (meaning if the first qubit was found to be in state |1〉, then the second qubit would have to
be found to be in state |0〉, and vice versa).

The following diagram shows how the previous situation — with two state vectors — should be replaced by a
single state vector for the single entangled system. Instead of two state vectors moving from superposition states to
two well-defined (opposite) states, there is now a single state vector (for the entire system) moving from a
superposition state to a single well-defined state:

And this model means that all of the old problems about faster-than light causality and "spooky action at a
distance" disappear. We are now dealing with a single object, a single state vector. There is no longer a question of
"which state vector causes the other state vector to move" because there is only one state vector. If you like, there is
no longer a question of "spooky action at a distance" because if there is only one object then there is effectively no
distance!

However, this neat resolution does imply that entangled particles separated by a great distance must be considered
as being a single object. Admittedly, then, if there was one aspect of quantum mechanics that might be considered
"weird", then it surely would be entanglement.

Later on in this book, we will be seeing that quantum entanglement plays a vital role in the functioning of
quantum algorithms (programs) on a quantum computer.

This book has now covered the fundamentals of the theory of quantum mechanics. So all we need now is a real
quantum computer …
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THE IBM Q EXPERIENCE
The main headquarters of IBM Research is located in the small wooded town of Yorktown Heights, about thirty

miles north of New York City. The center is named after the founder of IBM, Thomas J. Watson.
Some of the breakthrough technologies invented at the center include dynamic random access memory (or DRAM

— described in my previous book), and the FORTRAN programming language. Benoit Mandelbrot also discovered
the famous Mandelbrot set while working for IBM at Yorktown Heights. IBM may have a reputation for grey
corporatism, but that is far from the truth. The most innovative companies are judged on how many patents they are
awarded. IBM has far more patents for its inventions than any other American company. In contrast, Apple do not
make the top ten. You see, there's science — and there's fashion. Don't get them mixed up.

It is in the Yorktown Heights facility where IBM's quantum computer research is located. In a remarkable feat of
generosity, IBM have launched the IBM Q Experience which makes their quantum computers available for use by
businesses, universities, and even the general public. The quantum computers can be accessed over the internet
("cloud-based") from their website. The IBM Q Experience is free for all users, which means you can get an account
at their website and start using a real quantum computer today.

According to Andrew Houck, Professor of Electrical Engineering at Princeton University: "Thanks to this
incredible resource that IBM offers, I have students run actual quantum algorithms on a real quantum computer as
part of their assignments! This drives home the point that this is a real technology, not just a pipe dream. What once
seemed like an impossible future is now something they can use from their dorm rooms."

You can easily find the IBM Q Experience website by Googling it, or going to the site directly:
 
http://quantumexperience.ng.bluemix.net
 
You will need an account before you can start experimenting with the quantum computer. On the top menu bar,

you can Sign In if you already have an account, or Sign Up if you do not have an account.
When you have your account, Sign In, which will then take you to the homepage of the IBM Q Experience. There

are useful resources on this page, including an excellent Beginner's Guide, and the Full User Guide.
To start experimenting on the quantum computer, click on "Composer" on the top menu bar, which takes you to

the Composer window:

In this Composer window, you can see the five horizontal lines, reminiscent of a piece of sheet music (hence the
name "Composer").

Each of the five horizontal lines represents one qubit (because the quantum processor available to you currently
has five qubits — see the photograph of the actual five-qubit IBM quantum processor in Chapter Seven). You can
see on the left side of each of the lines that each qubit starts in state |0〉.

Individual processing units which modify the state of each qubit are called quantum gates. You can see the gates
listed as coloured square boxes on the right-hand side of the Composer:

http://quantumexperience.ng.bluemix.net


As the qubits pass along the horizontal lines from left to right, the qubits are processed by these gates. The final
structure then forms what is known as a quantum circuit. The combination of gates provided for you by IBM form
the standard set of gates with the whole package being known as the standard circuit model. Because of this, even if
IBM one day discontinue the Q Experience, your experience of using it — and the standard circuit model described
in this book — should remain relevant.

Let us now consider a few of these quantum gates, and show how they can be used to modify the state of a single
qubit.

X: The bit-flip

The first quantum gate we will be considering is the X gate. The X gate is listed as one of the square boxes in the
IBM Q Experience (see the previous diagram).

As stated earlier in this book, these quantum gates work by rotating the quantum state vector of a qubit. These
rotations can be understood by considering the Bloch sphere as having three axes, as shown in the following
diagram:

The X gate performs a rotation of 180° around the X-axis, as shown in the following diagram:



As you can see from the previous diagram, the effect of this rotation around the X-axis is to invert (or "flip") the
state vector from |0〉 to |1〉 (or vice versa from |1〉 to |0〉).

The use of the X gate is shown in the following video which I recorded using the IBM Q Experience. You might
want to sign-in to the Q Experience and perform the same experiment, or else you can just watch the video.

Here is a link to the video on YouTube:
 
http://tinyurl.com/quantumxgate
 
In the video, you will see that I actually use the simulator rather than the real quantum computer. You might find

it more convenient to use the excellent simulator for development purposes. This is because a real quantum
processor has qubits on a two-dimensional plane — the surface of the chip — so not every qubit can be connected to
every other qubit (refer back to the photograph of the actual IBM processor in Chapter Seven). This places some
limitations on which qubit can be connected to which other qubit, and you might find this rather frustrating when
you are developing on the real quantum computer (it will sometimes not give you the option of connecting certain
qubits to certain other qubits). In contrast, if you use the simulator, there are no restrictions on connectivity. Also, if
you use the simulator, you get your results immediately, rather than having to wait for your experiment to be queued
before it is run on the real quantum computer.

However, for our next experiment, we will be using the real quantum computer …

H: The Hadamard gate

The Hadamard gate is one of the most useful quantum gates. It is the gate which is used for placing a qubit into a
superposition state, an equal mix of state |0〉 and |1〉.

You can see the effect of the Hadamard gate in the following diagram of the Bloch sphere. The effect of the
Hadamard gate is to rotate the state vector around the diagonal dashed line:

http://tinyurl.com/quantumxgate


As you can see from the previous diagram, the effect of that rotation is to rotate a vector which is in state |0〉
(pointing to the North Pole) so that it points to the equator, a superposition state halfway between state |0〉 and |1〉.

The use of the Hadamard gate is shown in the following video which I recorded using the IBM Q Experience, this
time running on a real quantum computer.

Here is a link to the video on YouTube:
 
http://tinyurl.com/gatevideo

Gates which modify phase

All of these quantum gates represent rotations of the state vector in the Bloch sphere. The last set of these gates
represent rotations around the vertical Z-axis. As was explained in the previous chapter, rotations around the Z-axis
represent a change in the phase of the qubit:

The Z gate performs a rotation of 180° around the Z-axis (just as the X gate performs a rotation of 180° around
the X-axis, and the Y gate performs a rotation of 180° around the Y-axis).

Additional quantum gates in the IBM Q Experience include the S gate (which performs a rotation of 90° around

http://tinyurl.com/gatevideo


the Z-axis — as shown in the previous diagram), and the T gate (which performs a rotation of 45° around the Z-
axis).

So all three of these gates — Z, S, and T — act to change the phase of the qubit.
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MULTIPLE-QUBIT QUANTUM GATES
In the previous chapter we considered the simple quantum gates which take a single qubit as input, and output a

single qubit. However, in this chapter, we will see that if we want to do anything interesting with our quantum
computer we will require more complex gates which can take two qubits as input, allowing us to compare and
combine the values of those qubits.

These type of multiple-input gates are the simple logical units which form the basis of today's conventional
classical computers. So let us start this chapter by examining those conventional logic gates.

Boolean logic

Since the time of Aristotle in 350 B.C., logical reasoning had been the preserve of the philosophers, with their
reasoned arguments. For example:

 
Socrates is a man.
All men are mortal.
Therefore, Socrates is mortal.
 
In the case of this argument, logical reasoning is used to prove that the statement "Socrates is mortal" is a true

statement.
In 1847, the British mathematician George Boole wrote a book entitled Mathematical Analysis of Logic which

attempted to place logic on a firm mathematical footing. George Boole realised that he could create a mathematical
system of logic by substituting the number 1 for TRUE and the number 0 for FALSE. These TRUE and FALSE
numerical values could then be combined according to strict mathematical laws. The ambiguous arguments of the
philosophers could then be replaced by clear, unarguable, mathematical operations.

George Boole's method is now called Boolean logic.
But what George Boole could never have anticipated was the role that his Boolean logic would play in digital

computers (which, of course, were not around in the mid-19th century). At their core, digital computers are based on
binary arithmetic, with data bits which can only take the values of 0 or 1. These values, therefore, were a perfect
match for the TRUE and FALSE values of George Boole's logical system. When digital computers were invented,
George Boole's system was seamlessly integrated. As a result, Boolean logic and Boolean logic gates now form the
basis of today's digital computers. The logical thought processes of philosophers such as Aristotle could now be
replicated by an automated process — with Boolean logic essentially forming the "thought processes" of the modern
computer.

So let us now consider the range of available Boolean logic gates. A logic gate is a device which takes one or
more inputs (which can be either 0 or 1), performs some logical operation on those inputs, and produces a single
output (which will be either 0 or 1).

Firstly, there is the NOT gate. The NOT gate is unique among Boolean gates in that it only takes one input (which
would be either 0 or 1). The output of the gate is then the inverse of the input (the output is 1 if the input is 0, and
vice versa).

Here is the symbol for the NOT gate:



The behaviour of a Boolean gate can be described by a truth table, as shown in the following truth table for the
NOT gate:

You can see a truth table is divided into a left-hand side and a right-hand side. On the left-hand side, all the
possible combinations of inputs are listed, and the right-hand side lists the output which will be produced by the gate
when it receives those inputs. For the NOT gate, you can see that the output is simply the inverse of the input (the
output is 1 if the input is 0, and vice versa).

All the other Boolean gates take two or more inputs. Let us consider the AND gate next.
The AND gate gives an output of 1 only if both of its inputs are equal to 1. Here is the symbol for the AND gate:

And here is the truth table for the AND gate. Note that the output is 1 only if both of its inputs are equal to 1:

Now let us consider the OR gate. The OR gate gives an output of 1 if either input A or input B is equal to 1.
Otherwise, the output of the OR gate is 0.

Here is the symbol for the OR gate:

And here is the truth table for the OR gate. Note that the output is 1 only if at least one of the inputs is equal to 1:



Next, there are the NAND and NOR gates. The NAND gate is similar to the AND gate except its output is
inverted (the opposite of the AND gate output). While the NOR gate is similar to the OR gate except its output is
inverted (the opposite of the OR gate output).

Here is the symbol for the NAND gate:

And here is the truth table for the NAND gate. Note that the output is the opposite of the output of the AND gate:

Finally, here is the symbol for the NOR gate:

And here is the truth table for the NOR gate. Note that the output is the opposite of the output of the OR gate:



The NAND and NOR gates are particularly important because they are universal gates. The term "universal" is
used when an object can do anything, it can behave like any other object. A universal logic gate can behave like any
other logic gate, and that makes it very useful and very powerful.

Let us consider examples of how a NAND gate or a NOR gate can act like a different gate. Firstly, if both of the
inputs to a NAND or NOR gate are the same, then the gate will act like a NOT gate. You might like to check that
this is the case by looking back to the truth table for the NAND or NOR gate and seeing that when both inputs are 1
then the output will be 0, and when both inputs are 0 then the output will be 1. Hence, the (inverting) behaviour is
the same as a NOT gate. This is shown in the following diagram:

The previous diagram shows how a NAND gate with both its inputs tied together will behave like a NOT gate.
This is one example of the universality of the NAND gate.

A more complex example of universality is presented in the following diagram. You might like to check from the
truth tables that the following circuit of three NAND gates performs like an OR gate:

The previous diagram represents an example of how logic gates can be combined to create more complex circuits.
We will be seeing that this is an essential skill for programming a quantum computer — using the quantum
equivalent of Boolean logic gates. Fortunately, many IT professionals will already have experience of using Boolean
logic gates, so that skill will be transferrable to quantum computing.



The final Boolean gate is the exclusive-OR gate, otherwise called the XOR gate (pronounced "ex-or"). The XOR
gate behaviour is similar to the behaviour of the OR gate in that it gives an output of 1 if either input A or input B is
equal to 1. However, its behaviour differs from the OR gate when both of the inputs are equal to 1. It that case, the
output of the XOR gate is 0.

Here is the symbol for the XOR gate:

And here is the truth table for the XOR gate. Note that the output is the 0 when both of the inputs are equal to 1:

As we shall be seeing shortly, the XOR gate is of particular importance in quantum computing.

Unfortunately, the life of George Boole was to come to a rather tragic end. One rainy evening, Boole came in to
his house with a very slight cold. His wife, unfortunately, had rather peculiar views about curing illnesses: she was
convinced that the cure for an illness should resemble its cause. Because of this belief, she proceeded to
continuously pour buckets of cold water over the poor man until he died from pneumonia at the age of just 49.

Reversible computing

Our next task is to implement these Boolean logic gates on a quantum computer. We would then have a guarantee
that our quantum computer would be able to solve the problems which could be solved using a conventional
classical computer. However, in this section we will see that implementing these Boolean gates on a quantum
computer is rather tricky.

Let us first consider the AND gate. Here is the truth table for the AND gate which was presented earlier:



As you can see from the previous table, the AND gate takes two inputs but has only one output. As a
consequence, if you were only presented with the output of the gate, you would not be able to say what that the
inputs had been with complete certainty. As an example, you can see from the previous table that if you knew the
output of an AND gate was 0, you would not be able to tell if the inputs had been 0 and 1, or both inputs had been 0.
In both of those cases, the output of the AND gate would have been 0. In other words, some knowledge — some
information — would have been lost through the application of the gate.

This type of two-input Boolean gate is therefore not reversible. If all we know is the output, we cannot "wind the
gate back" and get the input values.

This might not seem like a very big deal for a conventional computer. After all, logic gates in a conventional
computer only ever have to work in the forward direction. However, it represents a serious problem for a quantum
computer.

The problem is due to the nature of the Schrödinger equation which we considered in Chapter Three. If you
remember, the Schrödinger equation determines the behaviour of the quantum state vector over time, and the
Schrödinger equation states that this motion is proportional to the total energy of the system (the Hamiltonian). As a
result, the rotation of the state vector is linear: smooth and predictable. This is called unitary evolution. This also
means that means the motion of the state vector is completely reversible: you could theoretically "wind back" the
rotation of the state vector to an earlier state. Because of this reversibility of the Schrödinger equation, all quantum
logic gates must be reversible.

However, as we have just seen in the AND gate example, if information is lost then the gate is not reversible (the
inputs cannot be regenerated from the outputs). Therefore, we can deduce that no information can be lost in
unitary evolution. [11]

This means that, because the AND gate loses information and is therefore not reversible, it would appear it is not
possible to implement an AND gate as a quantum gate.

The CNOT gate

The important point we have just discovered is that information is lost in an AND gate — and the other Boolean
gates — and so it appears it cannot be implemented as a quantum gate. Does that mean we cannot make a quantum
computer? Let us not give up yet.

Instead, we will now see that there is a clever trick we can use to make an irreversible logic gate reversible. The
trick requires carrying-over one of the inputs to the outputs. If both of the outputs are then examined, it is possible to
uniquely determine what the inputs were. The gate therefore becomes reversible, and it can be implemented in a
quantum computer.

Let us first start with a gate which we have just determined is irreversible — the AND gate — and let us see if
this trick works. The following diagram shows an AND gate with one of the inputs carried-over to become one of
the outputs:



Let us examine the truth table for this circuit, now with the two outputs:

We can see from the previous truth table that it is still not possible to uniquely identify the inputs from the
outputs. For example, you can see that if the outputs of the circuit are 0 and 0, you would not be able to tell if the
inputs had been 0 and 0, or 0 and 1. So information has been lost and that means that this AND circuit cannot be
implemented as a quantum gate.

This is not only the case for the AND gate — you might like to check that this problem also applies to the OR
gate, the NOR gate, and the NAND gate.

But let us now consider the exclusive-OR (XOR) gate which was described earlier in this chapter. The following
diagram shows an XOR gate with one of the inputs carried over to the outputs:

Let us examine the truth table for this circuit, now with the two outputs:



In this case, you can see that the two outputs uniquely identify the two inputs. For example, if the output pair is 1
and 1 then we know that the input pair was definitely 1 and 0. So no information is lost, which means this gate is
reversible (the inputs can be regenerated from the outputs).

So the XOR gate with one of the inputs carried-over can be implemented as a quantum gate. That means we have
managed to discover a reversible two-input quantum gate we can use in our quantum computer! Hurrah!

Here is a diagram of this XOR gate circuit as drawn on a quantum circuit diagram. You will see I have replaced
the written "XOR" gate symbol with the standard symbol for the XOR gate which is a circle with a cross in the
middle:

You will also see that qubit A has been labelled as the "control" qubit, and qubit B has been labelled the "target"
qubit. The reason for this will now be explained, and we shall see it is because of the way the behaviour of this gate
is interpreted in quantum computing.

This quantum version of the XOR gate is not called an XOR gate in quantum computing terminology. To see why
that is the case, let us examine the truth table for the XOR gate in this circuit, and see if we can interpret it in a
different way:



From the previous truth table, we can see that if qubit A is equal to 0, then the output is equal to the value of qubit
B. But if qubit A is equal to 1, then the output is equal to the inverse of qubit B (the NOT operation applied to qubit
B). In other words, the NOT operation is only applied if qubit A is equal to 1. Therefore, we could interpret the
operation as a NOT operation which is controlled by qubit A.

And, indeed, this is how this XOR circuit is described in quantum computing: it is called the controlled-NOT
gate, or CNOT gate. To recap, in a CNOT gate, the NOT operation is only applied on a qubit when the value of
another qubit is equal to 1.

The qubit which controls the operation (qubit A in this case) is called the control qubit, and the qubit which is
inverted (qubit B in this case) is called the target qubit (as shown on the earlier circuit diagram of the CNOT gate).

Here is a diagram of the CNOT gate as shown on a quantum circuit diagram:

So we have discovered that the CNOT gate is the only reversible two-input Boolean logic gate which can be
implemented as a quantum gate. This explains the layout of the available gates in the IBM Q Experience:

You can see in the previous image that the range of gates available to you in the IBM Q Experience (the standard
circuit model) include the full range of single-input quantum gates, plus the only possible two-input quantum gate:
the CNOT gate.



The Toffoli gate is your friend

However, this limited range of gates represents a problem. The problem is that we do not have any universal gates
in our set of gates. As described in the earlier discussion on Boolean logic, a universal gate can be used to behave
like any other gate. The CNOT gate is our only two-input quantum gate but it is not universal, which means it
cannot be used to create all the other possible gates such as AND and NOR. If we want to be able to program
anything on our quantum computer, we need to find some way of implementing those other Boolean gates.

A solution emerges when we consider expanding the CNOT gate to take an additional input. If you remember, the
CNOT gate is a "controlled-NOT" gate, which means it is really a NOT gate which is controlled by another qubit.
We can extend this picture by adding an extra level of "control" — we can control the controlled-NOT gate.

We can get a controlled-controlled-NOT (or CCNOT) gate by having an additional qubit control a controlled-
NOT gate. Then, only if this additional qubit is in state |1〉 is the controlled NOT operation performed.

Here is the symbol for the CCNOT gate, which is more commonly known as the Toffoli gate:

In other words, both input qubits must be in state |1〉 for the NOT operation to be performed on the third (target)
qubit. If the third qubit is in initially in state |0〉 you can see that the Toffoli gate acts like an AND gate. That is
because the third qubit will be inverted — changed to |1〉 — only if the other two qubits are both set to |1〉. And that
is the characteristic behaviour of an AND gate (output equal to 1 when both inputs are 1).

What is more, it is easy to see that if the third qubit was initially in state |1〉 rather than state |0〉 then the Toffoli
gate would act like a NAND gate rather than an AND gate. This is because if both input qubits were in state |1〉 then
the target qubit would be flipped to be in state |0〉 — and that is the characteristic behaviour of a NAND gate (output
equal to 0 when both inputs are 1).

That's great, because we know the NAND gate is universal, so we now have a universal set of quantum gates.
And what makes that such great news is that if we have a universal set of quantum gates then we have a guarantee

that we can calculate anything on our quantum computer which can be calculated on a classical computer!
The Toffoli gate is not available as one of the gates within the IBM Composer. However, it is possible to program

it using the available gates as shown in the following diagram: [12]

It is an interesting experiment to create the Toffoli gate as shown in the previous diagram inside the IBM
Composer (I tried it, and you might like to try it too), but it clearly requires a lot of gates just to create the equivalent
of a single Boolean AND gate. Fortunately, those thoughtful people at IBM have provided us with a simple form of
the Toffoli gate for us to use. The developers at IBM have placed the previous arrangement of gates into a
subroutine — a single gate which contains a series of many other gates — which means it is now a simple task to
include the Toffoli gate on our circuit diagrams.

The use of the Toffoli gate subroutine is shown in the following video which I recorded using the IBM Q
Experience. Here is a link to the video on YouTube:

 



http://tinyurl.com/gatevideo3
 
And here is a still from the video:

Now, to finish this chapter, the final two short sections will consider some of the useful side-products of the
CNOT gate.

Copying a qubit

Sometimes while writing a quantum computer program you might find it useful to copy the value of a variable or
qubit. You might imagine it would be easy to copy the value of a qubit in a quantum circuit diagram simply by using
a T-junction:

However, that is not the case: T-junctions such as the one shown in the previous diagram cannot exist on quantum
circuit diagrams. This is due to the quantum no-cloning theorem which states that a quantum state cannot simply be
duplicated as shown in the previous diagram.

However, it is possible to use the CNOT gate to copy the value of a qubit to another qubit, and you will surely
find that very useful when you come to writing your own quantum computing programs.

The qubit-copying process is simple. You need an additional qubit (the qubit to which the value is going to be
copied). You then set the state of that qubit initially to be |0〉, and apply a CNOT gate — as shown in the following
diagram:

http://tinyurl.com/gatevideo3


You can see from the diagram that if the input qubit A is equal to |0〉, then the NOT operation will not be applied
(because that is how the CNOT gate works), and so the output copy on the second qubit will remain at its initial state
of |0〉. But if the input qubit A is equal to |1〉 then the state of the second qubit will be inverted by the CNOT gate to
become |1〉. So, in both cases, the value of the input qubit is copied to the output qubit.

Entanglement and the CNOT gate

But the most important side-product of the CNOT gate is that it entangles the two input qubits.
If you remember, the definition of a CNOT gate is that it inverts the value of a qubit (applies the NOT operation)

only if the state of a particular different qubit is |1〉. It is clear, then, that the use of the CNOT gate results in a
dependency of the value of one qubit with the value of another qubit. This dependency is the very definition of
entanglement, so the CNOT gate inevitably entangles its two input qubits. In fact, the CNOT gate is the method by
which qubits are entangled in a quantum computer.

And this raises an interesting point …
In the previous section we have just seen how the CNOT gate can be used to copy the value of a qubit, but it was

also stated that the quantum no-cloning theorem prevents qubits from being copied. So what is going on? Is the no-
cloning theorem being violated?

No, the no-cloning theorem is not being violated. To understand why that is the case, it must be realised that the
no-cloning theorem states that it is impossible to copy the value of a qubit into two unentangled qubits. If the
resultant qubits are entangled, then the no-cloning theorem does not apply. This is because, as was explained in
Chapter Seven, when two objects are entangled then they represent a single object as far as quantum mechanics is
concerned. So, as far as quantum mechanics is concerned, the two qubits have not been cloned at all — they are still
one object!
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QUANTUM ALGORITHMS
The experiments we have performed so far have not exploited the full power of the quantum computer. Indeed, in

his Lectures on Computation, Richard Feynman covers the basics of quantum computing and reversible computing
as we have covered so far in this book, but Feynman concludes: "What we have done is only to try to imitate as
closely as possible the digital machine of conventional sequential architecture. What can be done, in these reversible
quantum systems, to gain the speed available by concurrent operation has not been studied here."

The phrase "concurrent operation" is a reference to parallel processing. So Feynman is stating that in order to
extract the maximum processing power from our quantum computer, we need to exploit the potential of the quantum
superposition state to perform calculations in parallel — just as Feynman himself exploited the power of parallel
processing with the IBM mechanical calculating machines back in Los Alamos.

If you remember, at Los Alamos, Feynman could have multiple data in his line of mechanical calculating
machines by colour-coding the punched cards so he could keep track of the cards which were at different stages of
the process. The principle behind a quantum computer is similar: multiple copies of the data can be held in the
central processor at the same time, and those multiple copies of the data can be processed simultaneously. This
enables the potentially vast increase in processing speed associated with parallel processing.

Let us explore this process in more detail.

From bits to qubits

At the core of a conventional computer lies the central processing unit (CPU) which, in most computers, takes the
form of a microprocessor (a single integrated circuit). Within the microprocessor are a series of registers. A register
is a line of bits, usually representing a single binary number. It is common for a single register to have maybe 8 bits,
or 32 bits, but it is 64-bit registers which are usually found in modern computers ("64-bit processing").

The following diagram shows the decimal number 153 stored in an 8-bit register in a microprocessor in binary
form (10011001). You can see each of the bits labelled from d0 to d1:

The contents of a register represents the piece of data which the computer is currently processing. Various
operations can be applied to the data in the register as the microprocessor steps through a computer program line-by-
line. These operations would generally be Boolean logic operations such as AND and NOR which we considered in
the previous chapter. In this way, even complicated computer programs are translated into very many simple
Boolean operations which are then applied to the data stored in a register. In a modern computer, these operations
can be applied in nanoseconds. That is incredibly quick, but we are still dealing with only one piece of data at a
time. The only reason our computers are as fast as they are is because of their incredibly fast clock speed (speed at
which a single operation is performed). Otherwise, conventional computers have a processing bottleneck, only being
able to perform one instruction at a time.

However, a quantum computer promises to eliminate that processing bottleneck by holding multiple copies of its
data in a superposition state. The inputs of a quantum computer are not composed of classical bits — they are
composed of qubits. As an example, you will remember that the IBM Q Experience quantum processor we have
been using so far in this book has five input qubits. If you look carefully in the composer window you will see that



these are labelled from q[0] to q[4], so we might interpret those qubits as making a five-qubit register.
And, of course, each of those qubits is capable of being in a superposition state which effectively means it is

holding both the value zero and one at the same time. We now start to see how a quantum computer can overcome
the processing bottleneck of a conventional computer.

To explain the advantage of a quantum computer, let us first consider an 8-bit classical register. With eight bits,
the register is capable of holding 256 different binary numbers (28 equals 256). However, the register can only hold
one of those 256 numbers at a time. In contrast, each of the qubits in a quantum computer can be both zero and one
at the same time, and so a quantum register can consider all 256 different numbers at the same time.

As in a classical register, we would then apply logic gates to the qubits is order to process their values (stepping
through each step of a computer program). But, of course, in a quantum computer we would apply our quantum
gates (such as the X, H, and CNOT gates described in the previous two chapters) instead of the Boolean logic gates
(AND, OR, and NOT) we would apply to a classical register. And those quantum gates would be being applied to
multiple copies of the input data at the same time — you get so much more processing power for your buck.

And, because the number of possible input combinations rises exponentially (according to 2N, where N is the
number or qubits), a quantum computer gets very powerful very quickly. As just described, with eight input qubits
there would be 28 different input combinations, which is equal to 256. And the quantum computer would be able to
consider all of those 256 different input combinations at the same time. With sixteen qubits there would be 65,536
different input combinations. With 24 qubits there would be over 16 million different input combinations. And with
just 300 qubits, a quantum computer would have more input combinations than there are atoms in the universe.

Let us now consider the problems we could solve using that tremendous quantum computing parallelism.

The inverse problem

What do we mean by a "problem"?
When we think of a typical problem, we probably think of a question which needs an answer. As a common

example, I might ask: "Where have I left my reading glasses?". A different example from mathematics might be:
"What is the answer when we multiply 47 by 31?"

So these represent the sort of problems we might encounter in everyday life: problems when we know the
question and need to find the answer. However, there is a completely different type of problem. These are the
problems when we know the answer, and we need to go back to determine the question. It might sound easy, but it's
not.

Determining the question when we know the answer is called the inverse problem.
In general, to solve the inverse problem, we need to determine the reverse of the procedure which we would use

to calculate the answer from the question. In that way, we calculate the inverse transformation. The inverse
transformation would be the reverse of the forward transformation, with the forward transformation being the
normal process which is used to calculate the answer from the question.

However, sometimes it might not be possible to calculate the inverse transformation, or it might be incredibly
difficult. In other words, there is no way to directly link the answer with one particular question. Here is an example
of such a problem.

You are faced with a locked door. On a table in front of you are a thousand different keys. Each key has a label



attached to it with a number from 1 to a 1,000, clearly identifying each individual key.

The "problem" in this case is how to open the door.
We can think of the number on a key as being the input to the problem. If we choose one number from 1 to 1,000

at random, and select the corresponding key, we can then attempt to open the door using that key. We can think of
the act of "attempting to open the door using that key" as representing the "forward transformation" which uses the
number of the key as its input. The output of the transformation would then be a Boolean value, either TRUE or
FALSE depending on whether or not the door is opened by the key.

So the forward transformation in this case is straightforward. When you are asked "Does key number X open the
door?", you select the key with that number (X), you insert the key into the lock on the door, and you see if the key
opens the door. You get your answer to the question.

So we have a clear forward transformation working forwards from the question to the answer. But what is the
reverse transformation, working backwards from the answer to the question? To be precise, if we are presented with
the answer TRUE — that the door is open — is there any way we can work backwards from that answer (which is
simply TRUE) to determine the number of the key which opened the door?

No, it is clear there is no inverse transformation. If we are presented with an open door, we cannot tell which key
opened the door.

So, in the absence of an inverse transformation, do we give up, defeated?
No, of course we don't give up. We don't give up because we do at least have the forward transformation — we

are able to test an individual key to see if it opens the door. We could then exhaustively test every one of those
thousand keys to discover which key opens the door. Then, when we are presented with the inverse problem "Which
key opened the door?" we will be able to provide an answer to that inverse problem.

That sounds straightforward: it appears that as long as we are in possession of the forward transformation we will
be able to solve any inverse problem — it will just take a long time to test all the possible inputs. But what happens
if there are more than a thousand keys? What happens if there are a million keys? What happens if there are a trillion
keys? What happens if there are as many keys as there are atoms in the universe?

In those situations — with so many possible inputs — it appears we cannot use this method of exhaustively
testing all possible inputs. However, this method of considering all possible combinations of inputs is precisely
the sort of thing that quantum computers do so well! As we have seen, if the input qubits of a quantum computer
are prepared in a superposition state, then a quantum computer can check all possible combinations of inputs at
the same time. And, as was explained earlier in this chapter, with just 300 qubits in a superposition state, a quantum
computer can check as many input combinations as there are atoms in the universe.

It would seem that a quantum computer is perfectly suited for tackling inverse problems.
As another example, let us consider the famous travelling salesman problem. Consider a salesman who is

travelling around America. His schedule requires him to visit a certain number of specified cities, returning to the
city he started from. However, the salesman has complete freedom as to the order in which he visits those cities. The
salesman wants to save as much fuel as possible, so he selects to visit those cities in a certain order in an attempt to



minimise the total distance (obviously, zig zagging across America would be a bad idea as it would maximise the
total distance).

The example in the following diagram shows the travelling salesman having to visit five cities. The cities have
been given distinguishing letters, and the distance (in miles) for all the possible routes between the cities are
displayed. Imagine that the salesman starts his journey in city A. Can you find the shortest route in which the
salesman visits all five cities, before returning to his starting city? I will give the answer later.

It is clear that in this case we have a forward transformation: given a particular route as input, it is easy to
calculate the total distance of the route. But the inverse transformation is extremely difficult: given a particular total
length of a route, how do you calculate the route which taken? Or how do you calculate the minimum possible total
distance, visiting all cities?

It turns out that there are a huge number of different possibilities. If there are n different cities, then the number of
different routes is equal to the factorial of (n-1). That means it is equal to all the positive integers equal to or less
than (n-1) multiplied together. As an example, if the salesman has to visit five cities then there are 24 different
possible routes (4×3×2×1). That might not sound too bad, but the factorial grows very rapidly as the number of
cities increases. If the salesman had to visit just 52 cities, for example, there would be 1062 different routes (the
number 1 followed by 62 zeroes)! In that case, how do you check all the possible routes?

Once again, this example of an inverse problem appears to be a perfect application for a quantum computer to
tackle, because a quantum computer can evaluate all possible input combinations at the same time. Indeed, in the
next section we will be seeing that the standard textbook on quantum computing explains how a quantum algorithm
can solve the travelling salesman problem faster than any classical algorithm.

Another inverse problem which is rather similar to the travelling salesman problem arises when we consider the
many possible arrangements of atoms as they combine to form molecules. Given a certain arrangement of atoms, it
is possible to calculate the resultant energy of the molecule. We might consider that energy calculation as being the
"forward transformation" of our inverse problem. A molecule will then tend to adopt the configuration of atoms
which has the lowest energy: this is known as the ground state (we might think of it as the equivalent to the shortest
route for the travelling salesman). But, given the ground state energy, is it then possible to work backwards to
determine the arrangement of atoms? This then becomes an example of an optimization problem in which we have
to try to find the best solution from a range of possible solutions (the travelling salesman problem is another
example of an optimization problem in which the total distance has to be minimised). By determining the structure
of molecules in this way, new life-saving drugs can be developed, and this is an area in which quantum computing is
already showing great potential.

Shor's algorithm



But there is one particular inverse problem which has generated a great deal of attention and has made quantum
computing a front page story. It is the inverse problem which involves finding the factors of a number.

It is a relatively simple process to multiply two integers (whole numbers) together, even very large numbers, to
produce a larger number. We might think of the initial two numbers as representing the input to our process, and the
act of multiplying the two numbers together as being the "forward transformation". It is clearly an easy task for a
computer to multiply two large numbers together. However, the inverse problem then arises when we consider the
resultant large number and want to work backward to determine the initial two numbers which were multiplied
together. The initial two numbers are called the factors of the larger number, and the process of determining the two
factors is called factorization.

It turns out that there is no quick and easy method to factorize a large number. In fact, it is incredibly hard and
time-consuming — even for the most powerful classical computer. So, while the forward transformation is easy
(multiplying two numbers together), we do not have access to a practical inverse transformation. And that should
immediately make you think: "Aha! This sounds like an inverse problem which could be successfully tackled by a
quantum computer!"

Indeed, in 1994, the mathematician Peter Shor developed a quantum algorithm for factoring large numbers. Shor's
algorithm, utilising the power of quantum parallelism, was far faster than any existing classical algorithm.

For this reason, Shor's algorithm generated a lot of attention and newspaper column space because it threatened to
crack the encryption technique — known as RSA encryption — used to secure internet communications. Every time
you type "https:" into your internet browser address bar, you are using RSA encryption to encode your credit card
details (the "s" in "https" stands for "secure"). If Shor's algorithm could crack RSA encryption, the consequences
would be huge.

RSA encryption was first explained in a 1978 scientific paper which introduced us to two fictional characters
named Alice and Bob. The names "Alice" and "Bob" (instead of just using A and B, as was usual up to that point)
have since become the accepted names which are used in many thought experiments in physics.

To understand RSA encryption, imagine that Alice and Bob live a considerable distance apart. Now imagine Bob
wants to send an encrypted message to Alice which only she can read. The conventional method of sending a coded
message would require Alice and Bob to share a key, which is known only to themselves. Bob would use the key to
encode his message, and Alice would then use the key to decode Bob's message. However, transmitting the key
between Bob and Alice in advance of the message is inconvenient and a security risk.

Rather amazingly, RSA encryption does not require the secret sharing of a key in advance. To understand how
RSA encryption works, first Alice picks two large prime numbers, say, p and q. These two numbers then represent
Alice's private key which she keeps to herself. Alice then multiplies those two numbers together to form her public
key. Alice must then publish her public key in a publicly-available directory — anyone can read it. However, Alice's
private key still remains completely secure because of the difficulty of factoring large integers: no eavesdropping
third party can work out what p and q are — Alice's private key — even if they have access to her public key. Even
though the public key contains both p and q multiplied together!

When Bob wants to send a message to Alice, he encodes it using her public key, and then sends the message to
Alice. This is entirely secure even if the message is intercepted because the resultant encoded message can only be
decoded using Alice's private key. When Alice receives the message from Bob, she decodes it using her private key
and reads the message. So encrypted messages using RSA encryption can be sent between Alice and Bob without
the requirement for a secret key to be exchanged in advance.

It is clear that if Shor's algorithm could factor large numbers, it could reveal Alice's private key, and RSA
encryption — the backbone of internet security — would no longer be secure.

Peter Shor's algorithm is clearly a tremendous achievement. However, it is specific to the problem of factoring
numbers. The aim of this book, however, is to present general techniques which IT professionals might use for their
own applications, and thereby take quantum computing into the mainstream. Though Peter Shor's algorithm is
impressive, I suspect most IT professionals will not be interested in cracking internet security.

With that aim in mind, in the next chapter we will be examining a general technique for solving inverse problems
which might be used in a wide range of applications.

The challenge of writing a quantum algorithm

So we have now gained an understanding of how a quantum algorithm works. Initially, we have a set of qubits
which are initialised to be in either state |0〉 or state |1〉. Those qubits are placed in a superposition state by applying a
Hadamard gate to each qubit. Because they are now in a superposition state, each qubit then becomes both "zero and



one at the same time". The qubits then pass through a series of quantum gates, and the values of the output qubits are
generated. When those output qubits are measured, we obtain the result of our calculation.

However, the principle of massive parallelism which gives a quantum computer its power also makes a quantum
algorithm very difficult to write. Because the qubits are in a superposition state, all possible values of the input data
are presented to the quantum computer at the same time. But when we measure the output of the computer, at that
moment there is the usual collapse of the quantum state, taking the quantum computer out of its superposition state.
At this point, the quantum state collapses to a single well-defined value (as described in Chapter Four: "Observing a
quantum system").

So, at that point, the output qubits collapse to a single value. If we then trace that output value back through the
workings of our quantum computer, then that output value would represent just one particular input value. In other
words, the input also suddenly becomes just one value. It is as if your entire quantum computer has suddenly
collapsed to become a classical computer! To make matters worse, we have no control over which particular input
value the qubits will collapse to — the collapse process is, of course, completely random.

This difficult situation is described by Eleanor Rieffel and Wolfgang Polak in their book Quantum Computing: A
Gentle Introduction. As Rieffel and Polak say, the act of measuring will "project the final state onto a single
input/output pair, and a random one at that."

The problem is explained in the following image:

The previous diagram shows the numerous input/output pairings, with only one pairing being chosen at random to
represent the output. Once again, this difficult situation is described by Rieffel and Polak: "Only one result is
obtained and, even worse still, we cannot even choose which result we get."

So how can we ensure that we get the correct value in the output qubits at the end of the calculation? There are so
many possible input data values, and we have no control over which input value will eventually be randomly
selected when we observe the output. In that case, how can we ensure that the output qubits collapse to the correct
value of the calculation?

The situation sounds almost impossible! How on Earth can it be done?
Well, it turns out that it is virtually impossible: you can't write a quantum algorithm that gives you the correct

answer every time.[13] Instead, you have to increase the probability of the correct answer being found on the
output qubits, and then rely on the probabilistic nature of quantum mechanics to do the rest. That is the best that
you can do.

As an example, the IBM Q Experience will typically run your quantum algorithm 1024 times (this all happens in
a fraction of a second) before delivering its results in histogram form showing how many times each possible result
was measured. That way, as long as your quantum algorithm has ensured that the correct answer is the answer most
likely to be measured, the correct answer will emerge from the histogram distribution with the highest number of
hits.

Here is an example of the final histogram distribution in a screen capture from my earlier Hadamard gate video:



And this is where quantum entanglement plays a vital role. In the discussion of entanglement back in Chapter
Seven, it was explained that when we are dealing with entangled qubits, you should no longer think of the qubits as
independent units. Instead, you should think of the entangled qubits as representing a single quantum system,
described by a single state vector. The task of your quantum algorithm is then to manipulate (rotate) that single
state vector to align it more closely with the correct answer to ensure that the correct answer is more likely to be
observed when the output of your quantum computer is finally measured.

If that sounds rather tricky, well, it is. Fortunately, I am not going to be suggesting that that is what you should
attempt to do when you come to writing your own quantum algorithms. I am not going to be suggesting that you
start from scratch, and have to devise some ingenious state vector rotation algorithm every time. Instead, in the next
chapter — the final chapter of this book — a quantum algorithm will be presented which can be adapted to your
own particular needs. In other words, the ingenious method of state vector rotation has been worked-out for you in
advance, and you just have to modify one section of the algorithm to match your own particular problem.

 
(By the way, I promised I would give you the answer to the travelling salesman puzzle presented earlier. If you

visit the cities in the order ADBCEA — or the reverse order, of course — then you will travel a total distance of just
90 miles, which is the shortest possible distance.)
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GROVER'S ALGORITHM
So what we really need is a general quantum algorithm for solving inverse problems. Quantum computing could

then be adopted by IT professionals, and the potential of quantum computing could then be finally fulfilled.
Fortunately, in 1996 the Indian-American computer scientist Lov Grover devised an algorithm which fits these
requirements. The method is now known as Grover's algorithm. [14]

Grover's algorithm is often explained by an example using four playing cards. The following image shows four
playing cards, one of which is the queen of spades. The cards are then turned face down, and randomly rearranged
so that you no longer know which card is the queen. You will see in the diagram that each face-down card has been
given an identifying number. Your task is to identify which card is the queen.

We can express this problem in a similar form to the other problems we have considered so far. We can consider
the numbered position of the card (0, 1, 2, or 3) as being the input to a forward transformation. The nature of the
forward transformation in this case is very simple: you take that numbered position of the card and you turn that
particular card over to see what it is. The output of the forward transformation is then the Boolean value TRUE or
FALSE depending on whether or not that particular card turned out to be the queen of spades.

So we have a simple forward transformation (from the question to the answer), but do we have an inverse
transformation (from the answer to the question)? No we do not. If you are presented with the answer TRUE,
meaning the queen of spades has been found, then from that answer can you determine which card at which
numbered position was turned over? No, there is no way to do that (unless the cards were marked).

So, once again, we seem to have a problem with a simple forward transformation but no inverse transformation.
And that should make you think, once again, that this is a representation of a problem which could be cracked by a
quantum computer.

If the positions and values of the cards were represented by variables in a computer program, then the problem
could be translated into a problem running on a computer. We could then use the forward transformation to turn



every card over in sequence until we find the queen. We know that process by another name: a search. So Grover's
algorithm — which can be used to solve this problem of finding the queen — is an example of a search algorithm.

Let us now consider how long it would take us to find the queen by a manual search (or, equivalently, a search on
a classical computer in which only one card at a time can be turned over).

The position of the queen is completely random, so, initially, the queen can be in any of the four numbered
positions. Let us imagine our manual search always starts on the left-hand side. Then, if the queen is located on the
extreme left position, we will find it on our first attempt, turning over just one card. Otherwise, if the queen is
located in the second-from-left position, we will find it on our second attempt, turning over two cards. Otherwise, if
the queen is located third-from-left we will find it on our third attempt, turning over three cards. And, in the worst
case scenario, with the queen positioned at the extreme right, we will have to turn over all four cards before we find
the queen.

With there being an equal chance that the queen was in any one of the four positions, the average number of cards
we will have to turn over before we find the queen is:

So, using a manual exhaustive search (or a search on a classical computer), we will have to turn over an average
of 2.5 cards before we find the queen.

But Grover's search algorithm can find the queen by turning over just one card.
Grover's algorithm can speed up an exhaustive search by a factor proportional to the square root of the number of

classical operations. In this example, with 2.5 classical operations having to be performed to find the queen, Grover's
algorithm promises to find the queen using only the square root of 2.5 number of operations — which is a number
close to 1.5. And this is what we find. In fact, Grover's algorithm in this particular case can always find the queen in
only one operation, one attempt.

And Grover's algorithm can be applied to a huge range of different search operations. Michael Nielsen and Isaac
Chuang have written the standard textbook on quantum computing entitled Quantum Computation and Quantum
Information. They consider the travelling salesman problem in their book, and present Grover's algorithm as a
potential solution: "Suppose you are given a map containing many cities, and wish to determine the shortest route
passing through all cities on the map. A simple algorithm to find this route is to search all possible routes through
the cities, keeping a running record of which route has the shortest length. On a classical computer, if there are N
possible routes, it obviously takes a number of operations proportional to N to determine the shortest route using this
method. Remarkably, there is a quantum search algorithm, sometimes known as Grover's algorithm, which enables
this search method to be sped up substantially, requiring a number of operations only proportional to the square root
of N. Moreover, the quantum search algorithm is general in the sense that it can be applied far beyond the route-
finding example just described to speed up many (though not all) classical algorithms that use search."

Nielsen and Chuang also consider the potential of Grover's algorithm for searching for the factors of numbers, and
thereby breaking codes. In order to find the factors of a number, an exhaustive search could progressively examine
all the positive integers (whole numbers) smaller than that number, and see if they could be used to divide the larger
number — leaving no remainder. If so, the smaller number is a factor of the larger number.

For factoring applications, Grover's algorithm is not as fast as Shor's algorithm, and so Grover's algorithm could
not be used to break RSA encryption in a reasonable time.[15] However, it is known that Grover's algorithm could
be used to break the widely-used AES encryption scheme which does not use integer factorisation. Grover's
algorithm could break the code in the square root of the time it would take a classical computer.

Solving a problem in the square root of the time might not sound impressive, but it can make a tremendous
difference. An article on the Betanews technology website revealed the true implications of the "square root" speed-
up achieved by Grover's algorithm: "If a classical computer needs to search 256 possible keys to be guaranteed to
crack DES encryption, a quantum computer running Grover's algorithm only needs to do 228 searches. This is easier
to understand when written in conventional notation: Classical computer: 256 searches = 72,057,594,037,927,936,
Quantum computer: 228 searches = 268,435,456. When measured in terms of time, assuming both computers can
search at the same speed: if it takes a classical computer one day to crack a particular 56-bit encryption, it would
take the quantum computer just 0.322 milliseconds — or one thousandth the blink of an eye. And if it took a
classical computer one year to crack 64-bit encryption, it would take a quantum computer 7.3 milliseconds." [16]



There is another benefit of Grover's algorithm. As described by Eleanor Rieffel and Wolfgang Polak in their book
Quantum Computing: A Gentle Introduction: "Grover's algorithm is simpler and easier to grasp than Shor's, and has
an elegant geometric interpretation."

It is clear, then, that Grover's algorithm represents a method of solving a wide variety of inverse problems. This is
what we have been looking for.

So let us now consider the structure of Grover's algorithm in full detail (although, you might be relieved to know
that the bulk of the complicated detail has been moved to the two appendices at the back of this book). I suspect for
many IT professionals and researchers looking to solve their own problems on a quantum computer, this will be the
material they need to know.

As a reward, later in this chapter we will program an example of Grover's algorithm on the real IBM Q
Experience quantum computer.

Yes, we'll be programming a real quantum algorithm on a real quantum computer!

The Oracle

The structure of Grover's algorithm can be split into two stages. Here is a block diagram of Grover's algorithm:

You can see from the previous diagram that Grover's algorithm is composed of two main blocks called "The
Oracle" and "Invert around the average". I am going to jump slightly ahead at this point and show you how we will
be coding these two blocks in the IBM Q Experience later in this chapter. The two blocks are going to look like this:

We are going to be using Grover's algorithm to find the position of the queen of spades in the previous playing
cards example. As described earlier, this is a search operation — we have to search to find the queen.

There are four possible positions for the queen, with the positions numbered 0, 1, 2, or 3. The binary equivalent of
those decimal numbers would be 00, 01, 10, and 11. So the binary numbers have two bits. Hence, our quantum
algorithm is going to have two input qubits which will be capable of representing all possible positions of the queen
(the previous block diagram of Grover's algorithm can be seen to be based on two qubits).

In this section we will consider the first part of Grover's algorithm, which, as you can see, is called the Oracle.
The first part of Grover's algorithm is a self-contained "black box" of code, a code block which — in computer

science terminology — is often referred-to as an "oracle". The term "oracle" seems rather strange, but this is chosen
because the unit is defined only in terms of what it does: its inputs, and its outputs. We are not particularly interested
in the internal workings, how it derives those outputs from its inputs (this is why it is often called a "black box" —
we do not care what happens inside it). Or, to be more specific, its internal workings are not defined, and it is left to
the programmers to design how it works internally.



So this "black box" is rather similar to a human "oracle", a visionary or seer with a crystal ball, who you ask a
question and who miraculously gives you the correct answer (I seem to remember one of the characters in the Matrix
movie was called The Oracle — a lady who provided the answers for Keanu Reeves). You don't know how the
oracle has done it, you don't know the internal workings — you are just glad it works.

So the first part of Grover's algorithm is an oracle. Let us now consider what the oracle has to do.
The oracle is presented with the n input qubits in a superposition state, which represents all possible input

combinations (for two qubits, this would be the four possible states 00, 01, 10, and 11). The oracle then has to
perform the following two tasks:

 
Oracle Task Number One
The first task for the oracle is that it has to consider the input value (00 or 01, etc.) and perform a calculation to

see if that value satisfies the particular search problem. In this playing card example, the oracle has to decide if the
number represents the correct position of the queen of spades. So the key task of the oracle is that it has to
recognise when a specific combination of input qubit values solves a problem.

If you wanted to adapt Grover's algorithm to solve your own problems, you would have to adapt this oracle
for your own problem. You would have to perform some calculation on the input value in order to test to see if the
input value satisfies your search problem. Is it the number you are looking for? For example, is the number a factor
of a larger number? Does it divide perfectly into the larger number? If so, you've cracked the code! And, of course,
because you are being presented with your input qubits in a superposition state, your calculation will be working on
all possible combinations at once. Like magic!

 
Oracle Task Number Two
The second task for the oracle is that when it finds the solution it is looking for, it has to "mark" the solution.

According to Grover's algorithm, this marking is performed by inverting the phase of the state by rotating it by 180°.
If you rotate anything by 180°, you are making it point in the opposite direction. So another way of interpreting this
"marking" operation is that it puts a minus sign in front of the state vector.

 
Let us now consider how we can create a quantum oracle on the IBM Q Experience.
In our example of finding the queen of spades, we note that in our earlier diagram we placed the queen at the

extreme right-hand position of the four cards. So we want to create our oracle to detect when this numbered position
is input. You will notice on the earlier diagram of the playing cards that the right-hand position was given the
number 3, which is equivalent to the binary number 11. So we want our quantum oracle to mark the input state when
both input qubits are in state |1〉 — and not when the qubits are in any other state. In other words, we need to invert
the phase only when both input qubits are in state |1〉.

It turns out that this phase inversion can be performed by a very simple circuit. It can, in fact, be done with a
single CNOT gate and a couple of Hadamard gates. The following diagram is the actual circuit diagram for the
Grover's algorithm oracle:

In the example shown in the previous diagram, both inputs are set to state |1〉. As just explained, this is the
condition which we want to result in the phase inversion.

The details of how this oracle circuit was designed are fairly complicated, so they has been moved to Appendix
One at the back of this book.

But we now have the design for our quantum oracle circuit, so we are getting closer to finding our queen …



 

Inversion around the average

It is now time to move to the second stage of Grover's algorithm. And, as we shall see, it is quite ingenious.
To recap, the queen of spades has been found and the state representing the position of the queen (11) has been

marked. But what do we do next with this marked state? How do we ensure that when we look at the output of our
Grover's algorithm, the marked state will appear as the most likely solution with high probability? We need to find
some way of amplifying the marked state.

Remember, we marked the state by inverting the phase of that state so it points in the opposite direction to the
phases of all the other states. This situation is shown in the following diagram showing the phases of all the states.
You can see that all the phases point up except for the single phase of the marked state which was inverted and
therefore points down:



In the top part of the diagram you will also see a thin dashed line. This represents the average value of all the
phases. Because almost all the phases are pointing upward, this average value is quite large, almost precisely aligned
with the tips of all the lines which are pointed upward. The only thing which is dragging the average value down
very slightly is the value of the single marked state which is pointed downward.

The next step is very clever. We rotate all the states by 180° around the average value, the dashed line. You can
see the effect in the lower part of the previous diagram. Because the value of the upward-pointing states was very
close to the average value, the effect of the rotation does not affect them very much. However, as you can see in the
previous diagram, the tip of the downward-pointing state was very far away from the average value —
approximately twice as far away as all the other upward-pointing states. So when we rotate all the states around the
average value, the downward-pointing state now gets amplified to more than twice its original length, and now
points upward — as shown in the lower part of the previous diagram.

Moving on to consider how to implement this rotation, it turns out that the final circuit for performing the
"rotation around the average" takes the following form:

Once again, the details of how this circuit was designed are quite complicated and so they have been moved to
Appendix Two at the back of this book.

And that is how the second part of Grover's algorithm works. The amplification boosts the marked state so that
when the output of the quantum computer is observed, it is more likely to collapse to the correct state, revealing the
position of the queen of spades. Usually several iterations have to be performed (the square root of n times) until the
correct state receives sufficient amplification to ensure that it will be selected with high probability.

Programming a real quantum algorithm on a real quantum computer

So we have discovered the complete structure needed to implement Grover's algorithm. Now let us program this
using the IBM Q Experience.

Here is the final complete block diagram:



This circuit diagram for implementing Grover's algorithm can be programmed directly into the IBM Q
Experience. Give it a go and see if it works!

I am actually ahead of you because I have already tried it, and I have created a video of my efforts. Here is a link
to the video:

 
http://tinyurl.com/magicquantum
 
And here is a still from the video:

The revealing of the queen of spades at the end of the video represents perhaps the most technologically-advanced
magic trick in history.

Some final thoughts

I hope you have enjoyed the book.
When I wrote this book, I had three goals in mind.
Firstly, I was aware that there was a general lack of clear, easy-to-understand technical information about

quantum computing. Therefore, I wanted to write an accessible book which would capture the essential concepts of
quantum computing, hopefully simplifying a complicated subject.

Secondly, I wanted the book to appeal to software engineers and scientific researchers — anyone who might find
quantum computing useful in their line of work. I wanted to explain the methods which they would most likely find
useful to solve their particular problems. It does appear that Grover's algorithm is currently the most flexible method
which might be applicable to a wide range of inverse problems.

Finally, I hoped to make the book entertaining and informative for people who have no intention of ever going
near a quantum computer. If I have succeeded in that goal alone, then I will consider this book to have been a
success.

http://tinyurl.com/magicquantum


APPENDIX ONE: THE ORACLE
This first appendix explains how the oracle circuit for the Grover's algorithm was designed. This is fairly

complicated, so please only read it if you are interested in the gory details, and are maybe interested in extending it
for your own applications.

Otherwise, please skip it.
 
Let us remind ourselves of the oracle circuit diagram which was presented in the previous chapter:

Like all quantum circuit diagrams, we read the diagram from left to right.
You can see that the target qubit — the lower qubit — passes through the first Hadamard gate. The qubit state

vector then gets rotated according to the usual behaviour of the Hadamard gate (see Chapter Eight for a reminder).
So, as you can see in the following diagram, the qubit state vector gets rotated around the diagonal dashed line and
thereby enters a superposition state:

But you can see from the previous diagram that the direction of the state vector in the superposition state is
different depending on whether the initial state was |0〉 or |1〉. If the initial state was |0〉 (state vector pointing up),
then the state vector gets rotated to a position pointing toward the left and to the front (see the previous diagram).
This is called superposition state |+〉 (the "plus state"). However, if the initial state was |1〉 (state vector pointing



down), then the state vector gets rotated to a position pointing toward the right and to the back. This is called
superposition state |-〉 (the "minus state").

In this playing cards example, we are passing a target qubit in state |1〉 to the Hadamard gate. So, in this case, the
qubit enters the superposition state |-〉.

Expressed mathematically, the superposition state |+〉 is the usual equal mix of |0〉 and |1〉. However, the
superposition state |-〉 is an equal mix of |0〉 and -|1〉 (the |1〉 now has a negative sign in front it). That explains why
this superposition state vector is pointing in the opposite direction to the usual direction.

For the next stage of the oracle, you can see that the CNOT gate is then applied to this qubit. Because the control
qubit of the CNOT gate is also in state |1〉, the CNOT gate performs its usual "flipping" operation on the target qubit.
This has the effect of flipping the values of the |0〉 and |1〉 terms of the state vector, changing |0〉 to |1〉, and vice
versa. For a state vector in the superposition state |+〉, both of those terms are positive so flipping the terms has no
effect. But for the superposition state |-〉 we have in this example, as mentioned earlier, the |0〉 term is positive but
the |1〉 term has a negative sign in front of it. Therefore, flipping the two terms has the effect of placing a negative
sign in front of the entire qubit state, as explained in the following diagram:

And that is just what we have been looking for! If you remember, we wanted to find a way of inverting the state,
which, as stated earlier, is the same as putting a negative sign in front of the state. And that is just what we have
done with our CNOT gate.

So we have achieved the phase inversion we desired. And this phase inversion is caused when the following two
conditions are true:

 

1. The lower of the two qubits in the circuit diagram must be in state |1〉 so that the qubit enters the superposition
state |-〉.

2. The higher of the two qubits in the circuit diagram must also be in state |1〉 so that the CNOT gate does its "bit-
flipping" operation.

 
So both input qubits must be in state |1〉 for the phase inversion to take place. And, if you remember, that is

precisely how we wanted our quantum oracle to behave: we wanted our quantum oracle to perform a phase
inversion ("marking" the state) when both of the input qubits are in state |1〉.

We have therefore found our quantum oracle!



APPENDIX TWO: ROTATION AROUND THE
AVERAGE

This appendix describes how the "rotation around the average" quantum circuit in Grover's algorithm was
designed. Once again, this is tricky stuff, so only read it if you need to.

We know how to do rotations, as we have just used the method in the quantum oracle. We will be reusing the
same piece of code, and it will form the centrepiece of our new "rotation around the average". Here, once again, is
the circuit diagram which performs the rotation:

Let us now extend this circuit diagram to perform the "rotation about the average".
You might think it would be a tricky calculation to find the average value of all the states, but it is actually

extremely easy. An average might be considered as being halfway between two extreme values. Building on that
idea, if we have two qubits, one in state |0〉 and the other in state |1〉, the half-way value would be the superposition
state, halfway between state |0〉 and state |1〉. So the average, in this case, is defined by the superposition state. In
fact, it can be shown that — no matter how many states you have — the average is always the equally-weighted
superposition state.

So that makes things a lot easier: to perform the "inversion around the average" we need to rotate all the states
around the superposition state |+〉. But there is an easier way of achieving that. Remember, if a Hadamard gate is
applied to a superposition state |+〉, it gets rotated to state |0〉, as shown in the following diagram:

So we modify our circuit diagram by adding a Hadamard gate to each qubit, and then rotating every state around
the state |0〉.

Actually, we don't have to rotate every state — there is an easier method. It is clear that we would get exactly the
same result if we kept all the states the same, and just rotated the |0〉 state in the opposite direction. The final
configuration of states would be exactly the same as if we had rotated everything around |0〉. So that is what we do:
we just have to rotate the |0〉 state. [17]

We also need to add a couple of X gates (quantum NOT gates) because we know from our previous experience
with the oracle that the circuit we used only performed the rotation when both qubits were in state |1〉, but we want
the rotation to occur for state |0〉.



We end up with the following circuit to perform the "rotation around the average":
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NOTES
[1] http://tinyurl.com/ibmpunchedcard
[2] This type of equation is called a partial differential equation. It means it considers the rate of change of a

variable with respect to just one other, single variable — with all the other variables being held constant. In this
case, it considers the rate of change of the wavefunction with respect to t.

[3] This provides the explanation for the Born rule, which states that the probability of finding a particle in a
particular location is proportional to the square of the particle's wavefunction at that point.

[4] As James Cresser of Macquarie University has said: "It can also be argued that if, after performing a
measurement that yields a particular result, we immediately repeat the measurement, it is reasonable to expect that
there is a 100% chance that the same result be regained, which tells us that the system must have been in the
associated eigenstate.", http://tinyurl.com/jamescresser

[5] The Birth of Cubism, http://tinyurl.com/birthofcubism
[6] On the Interpretation of Measurement in Quantum Theory, H.D. Zeh, http://tinyurl.com/zehpaper
[7] Many-Worlds and Decoherence: There Are No Other Universes, Chad Orzel,

http://tinyurl.com/orzeldecoherence
[8] The clearest technical descriptions of decoherence I have found are by John Boccio, formerly of Swarthmore

College: http://tinyurl.com/johnboccio and http://tinyurl.com/johnboccio2
[9] http://tinyurl.com/johnboccio
[10] The connection between classical spin and quantum spin was clearly revealed in an experiment by Richard

Beth in 1936 in which polarised light was shone onto a pendulum — causing the pendulum to rotate.
[11] This is the principle behind one of the greatest mysteries in physics: the black hole information loss paradox.

See my second book for more details.
[12] This diagram can be found in Chapter Four of the quantum computation textbook Quantum Computation and

Quantum Information by Michael Nielsen and Isaac Chuang.
[13] That is not entirely true. There is an algorithm called Deutsch's algorithm which gives the correct result

every time. Deutsch's algorithm was devised by David Deutsch in 1985 and was the very first quantum algorithm.
Unfortunately, it does not do anything of practical use — it was merely devised to show that quantum algorithms
can be faster than classical algorithms.

[14] Lov Grover, A fast quantum mechanical algorithm for database search, http://tinyurl.com/lovgrover
[15] Shor's algorithm is exponentially faster than the best known classical algorithm, for example 2n, where n

relates to the size of the number being factored, whereas Grover's algorithm only offers a quadratic speedup, for
example, n squared. The squared term arises because, as stated in the text, Grover's algorithm only takes the square
root of the time of a classical algorithm.

[16] Linus Chang, How secure is today's encryption against quantum computers?,
http://tinyurl.com/squarerootspeed

[17] This clever method is described by Dayton Ellwanger in one of his excellent (though technical) instructional
videos: http://tinyurl.com/daytonvideo

http://tinyurl.com/ibmpunchedcard
http://tinyurl.com/jamescresser
http://tinyurl.com/birthofcubism
http://tinyurl.com/zehpaper
http://tinyurl.com/orzeldecoherence
http://tinyurl.com/johnboccio
http://tinyurl.com/johnboccio2
http://tinyurl.com/johnboccio
http://tinyurl.com/lovgrover
http://tinyurl.com/squarerootspeed
http://tinyurl.com/daytonvideo
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PREFACE
This is my eleventh book, and my second book dedicated to the subject of consciousness. My previous book on

consciousness was my ninth book: Hidden In Plain Sight 9.
That previous book proved to be one of my most popular and best-received books. Obviously, many people are

fascinated by this subject, and there is a hunger to know the answers — which is understandable.
I believe we are lucky to have been presented with a valuable tool which can help us in understanding

consciousness and the workings of the mind. That tool is the computer. We are surrounded by these "thinking
machines", and those machines are now starting to reach a level of complexity and sophistication which is
comparable to the human brain.

When we are developing theories of consciousness, I believe we would be very unwise not to consider what we
can learn from computers. Indeed, the main conclusion in this book derives not from philosophy or neuroscience,
but from the research laboratory of IBM.

This book divides neatly into two completely distinct parts. The first part (spanning Chapter One to Chapter Five)
attempts to understand the structure of the mind, especially the division between the conscious mind and the
unconscious mind. The division seems so natural to us that we perhaps never question why our minds are divided in
that manner, but surely there must be a reason.

The second half of this book — starting at Chapter Six — then takes a very different turn. The second half of this
book takes the form of an epic historical saga, covering the history of logic, information, and consciousness over a
2,500 year period. And it comes to incredibly simple conclusion about consciousness.

I hope you enjoy the journey.
 
Andrew Thomas
(hiddeninplainsightbook@gmail.com)
Swansea, UK
2019
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THE MEDITATION CLASS
It is a glorious sunny Friday evening in late September, and instead of falling asleep drinking beer and watching

the telly, I am going out for the night. I have signed-up for a ten-week course on meditation as part of my city's adult
learning programme.

One reason for attending the meditation course was that I hoped it would provide a valuable new perspective for
my research into consciousness. But another reason was that I had decided that I was becoming a boring old science
nerd and I needed to open my mind to Eastern influences and get in touch with my inner chakra (no, I have
absolutely no idea what a "chakra" is).

But I had another reason to attend the course. In retrospect, I was rather disappointed with one aspect of my
previous book on consciousness. I felt I had written the book without giving a proper description or analysis of what
consciousness actually is. I had blithely stated that consciousness was a "feeling", and that it was hard to define. In
particular, I felt it was an omission to write an entire book on consciousness without seriously examining my own
consciousness.

Hopefully, the meditation course was going to give me some answers — or, to be more precise, it was going to
help me find the answers in myself.

And so I found myself on Friday night in a large room in a community centre in my home town. Most of the
students had already arrived. I counted twelve women, the female instructor, and me — the only bloke. The room
was full with tables which we had to move to the sides and then form a circle of chairs in the middle of the room.
Another bloke arrived — what a relief.

The first ten minutes of the session were dynamic and highly productive — the tea was made. Once we all had a
cup of tea, we settled down and the instructor began the class.

I was impressed by the instructor, who seemed very knowledgeable about the subject. She explained that
meditation was invented in India as part of the Hindu religion, before being adopted by the Buddhists, but she was
going to present a secular version. She described meditation as "a tool to investigate the mind", and provided a quote
from Swami Rama, an influential Indian yogi: "From childhood onward, we have been educated only to examine
and verify things in the external world. No one has taught us how to look within, to find within, and to verify
within."

This sounded precisely what I wanted to do: I wanted to look inside myself in order to obtain insights into the
nature of consciousness.

In other words, I wanted to perform introspection.

Introspection

"Introspection" is a word which we use in everyday conversation, but it is the correct term to describe a
psychological research technique. Introspection is the method which involves "looking inside" at one's own
conscious thoughts and feelings. In that way, it is possible to gain an understanding of the workings of the mind.

The first modern use of the term and technique took place at the end of the 19th century by the German
psychologist Wilhelm Wundt, one of the founders of modern psychology.

Here is a photograph of Wilhelm Wundt:



Wundt's experiments involving introspection were performed under strict laboratory conditions. Wundt trained
people to make accurate and objective observations of their conscious experience. However, Wundt's work was
criticised on the basis that maybe the subjects of the experiments could not be trusted to accurately recount their own
feelings.

Because of these difficulties, by the turn of the 20th century, introspection — and its preoccupation with "feelings"
— was falling out of fashion: it was not considered to be scientific enough. In its place came behaviourism.
Behaviourism considered human and animal behaviour, connecting that behaviour with states of the mind.

The most famous example of behaviourism is Ivan Pavlov's experiment with dogs in the early 20th century. Every
time Pavlov rang a bell, a dog was given some food. This would be accompanied by the dog salivating, which was a
reflex action. In time, the dog began to connect the stimulus (the ringing of the bell) with the reward (the provision
of food). This connection was so strong that the dog salivated every time the bell was rung — even when no food
appeared. Hence, Pavlov had revealed that a reflex action (the salivation) could be learnt.

Behaviourism suggests that all our behaviour is learnt behaviour. If we take a particular course of action, and that
course of action turns out to be successful, or we get a reward, then we are more likely to take that same course of
action in the future. In that way, behaviourism suggests that we are like robots — always taking the decisions which
we believe will bring us the greatest reward. We are all under the impression that we have free will, but maybe we
are just behaving like one of Pavlov's dogs!

For an example of behaviourism in action, see the episode of The Big Bang Theory entitled The Gothowitz
Deviation. You can view the relevant extract from the episode on YouTube here: http://tinyurl.com/sheldontraining.

In the episode, Sheldon and Leonard are sitting on their sofa enjoying watching a Japanese animation entitled
Oshikuru: Demon Samurai. Penny is unimpressed with the animation, and repeatedly annoys Sheldon with her jokes
about her schoolfriend who had three nostrils. However, Sheldon is aware of behaviourism theory, and realises he
can improve Penny's behaviour by using positive reinforcement, rewarding her with chocolate whenever she behaves
correctly.

Apparently this Big Bang Theory episode is recommended viewing in some psychology classes.
At all times during the episode, Penny was under the impression that she had free will. However, that was clearly

an illusion as her behaviour was deterministic: at all times she was following the path which led to the greatest
reward.

One of the themes of this book will be that — although we feel as though are thoughts are completely free and
unconstrained — many of our thought processes are actually following strict, predictable rules. And we can use that
fact to our advantage when we attempt to detect consciousness.

As far as the psychologists were concerned, the obvious attraction of adopting behaviourism rather than
introspection was that behaviour can be clearly measured, predicted, and objectively observed — whereas feelings
cannot be measured by an external observer. Also, behaviourism could be used to study animals (try getting a
chimpanzee to tell you how it feels and you will quickly discover the limitations of introspection). Suddenly,

http://tinyurl.com/sheldontraining


psychology could be studied scientifically and no one wanted to talk about internal consciousness any more.
Behaviourism became the dominant approach to psychology in the mid 20th century.

However, gradually, there emerged a disenchantment with behaviourism. It is a very limited and unsatisfactory
approach just to consider the inputs and outputs of a system (the brain) without ever wondering about what goes on
inside. We will be seeing in Chapter Five how introspection has made a recent comeback, and has proven to be an
essential technique in the new science of consciousness.

But, for now, let us return to the meditation session …

The stream of consciousness

Back in my meditation session, the instructor then started to explain the goals of meditation.
The main goal appeared to be to clear your mind of thoughts. The resultant clarity would then allow you to

examine the true core of your being — without being distracted by the constant clamour of thoughts: "Did I leave
the cooker on?", "What's the weather going to be like tomorrow?" Many of these thoughts deal with matters which
are external to ourselves, and are often outside of our control. In other words, those type of thoughts are not a unique
part of our individual minds: everyone worries if they have left the cooker on, everyone wonders what the weather
will be like tomorrow. It would therefore appear to be essential to banish these general distracting thoughts during a
meditation session.

So this seems like a good moment to examine in closer detail a question which seems very fundamental to
consciousness. The question is: what is a "thought"?

In 1890, the American philosopher and psychologist William James wrote a book entitled The Principles of
Psychology, which has been described as the most famous book in the history of psychology. In his book, James
popularised the phrase "the stream of consciousness" to describe a thought process in the mind: "Consciousness,
then, does not appear to itself chopped up in bits. Such words as 'chain' or 'train' do not describe it fitly as it presents
itself in the first instance. It is nothing jointed; it flows. A 'river' or a 'stream' are the metaphors by which it is most
naturally described. In talking of it hereafter let us call it the stream of thought, of consciousness."

However, when we talk about a "stream of consciousness" nowadays, we are more likely to be using the term
when referring to a completely different field of interest. And that is because William James had a brother, the
famous novelist Henry James.

Henry James had an experimental style, and attempted to describe the internal minds of his characters. James
realised that our internal train-of-thought is usually formed out of conversational English. For example, in order to
decide whether or not to make a shopping trip in the evening, we might literally think the phrase: "Should I go to the
shops? Oh, the car's got no petrol." It is this type of highly-informal inner monologue that can be captured and
written-down word-for-word in order to express the thoughts of characters in a novel. This is then known as a
literary stream of consciousness.

This has now become a standard literary method, but it was a radical step when Henry James used it for the first
time in his book Portrait of a Lady in 1881. However, the technique is most famously associated with the Irish
novelist James Joyce's epic novel Ulysses. Ulysses was released in 1922 and is regarded as being a classic of
modernist experimental fiction. The book tells the tale of one man, Leopold Bloom, as he travels around Dublin in a
single day. Joyce accurately captures the inner thoughts of the characters in the book.

Here is an extract from Ulysses showing Molly's stream of consciousness as she tries to fall asleep at night. Note
that it appears continuous and fractured, constantly switching between different lines of thought, an accurate
representation of the stream of thoughts in our mind: "Let me see if I can doze off 1 2 3 4 5 what kind of flowers are
those they invented like the stars the wallpaper in Lombard street was much nicer the apron he gave me was like that
something only I only wore it twice better lower this lamp and try again so that I can get up early."

One thing we can notice from Molly's stream of consciousness is that it is continuous with no gaps — Joyce did
not even include any full-stops. This characteristic feature of our thoughts was mentioned by my meditation
instructor who described how our minds are occupied with a succession of thoughts: no sooner does one thought
end, then another one starts. From the comments of the other attendees in the meditation course, I got the impression
that most people there were trying to escape that clamour of continuous thoughts in their heads.

Ulysses is notorious for being a difficult read, but there is perhaps a simpler example of a stream of
consciousness. In comic books, verbal communication between two characters is graphically represented by the
usual speech bubble. However, the inner monologue of a character is represented by a thought cloud:



The thought cloud forms a perfect example of a stream of consciousness.
And this graphical use of a cloud to describe a thought is highly revealing. Intuitively, we have a feeling that our

thoughts somehow inhabit a "higher realm" which is insulated from the physical world — just as a cloud exists at a
higher level from the physical ground we inhabit.

If we close our eyes and meditate, we can travel anywhere in a fraction of a second. We can travel to the Moon
and back faster than the speed of light. In our imagination, the laws of physics no longer apply. We are insulated
from the rules and the confines of the physical world. The thought cloud in a comic book is therefore a perfect
representation of how our consciousness feels.

And there is something else we can learn from this discussion about our stream of consciousness …
If our internal stream of consciousness employs a language such as conversational English, then that has

implications. Because languages have rules. The English language has strict rules of grammar. Those rules of
grammar determine the structure of the sentences in our minds. Our internal monologues might be rather informal,
and might sometimes not be much more than the fragments of sentences, but those sentence fragments would still
follow the rules of grammar.

Considering the example presented earlier, we might think internally: "Should I go to the shops? Oh, the car's got
no petrol." But we would never think to ourselves: "Should I gone to the shops? Oh, the car's got none petrol."

This is important because it reveals something profound about our thoughts. We like to think of our thoughts as
being free, completely unconstrained. But this discussion has revealed that our thoughts follow rules, to some
degree. And this will be a recurring theme in the later part of this book: our thoughts follow rules. And we will
discover that those rules of thought follow a series of ancient principles which are even more fundamental and
unbreakable than the rules of the English language.



 

The meditation session

Back in the meditation class, the meditation session was about to begin.
The instructor explained that meditation is normally performed by sitting on the floor in a cross-legged position.

But, frankly, my knees aren't what they were, and we didn't fancy all that getting up-and-down, so we decided we
would do it sitting on our chairs.

We were told to sit with our backs straight so that the "energy" could pass up and down our spine (was that
potential energy or kinetic energy? I thought it wise not to ask). We then had to place our palms on our knees, and
close our eyes.

It was explained that the purpose of meditation was to clear our thoughts, while still remaining aware. So, while
our eyes were closed, we were still aware of our breathing, and our hands on our knees, and that extremely
uncomfortable wooden chair which was pushing up into my bum. The chair had about a millimetre of foam padding
on it. It's not easy trying to clear your thoughts when your bum is in agony.

But eventually I did relax.
The first thing I noticed as soon as I closed my eyes was that I was transported somewhere else. The act of closing

my eyes had broken my tie with my current physical location, and — in my mind's eye — I now saw that I was in a
local amusement park by the sea which I used to visit as a child. Of course, I knew I was not really there, but I
experienced an internal mental image of the scene so that I felt I was there.

You might want to try this yourself. Sit down comfortably, close your eyes, and after a few seconds you forget
where you are and you will probably experience a mental image of a different location. I suspect that the location
will be somewhere you know very well, possibly somewhere you know from childhood. In other words, this is
probably a pleasant location you have revisited in your mind many times, with the result that the visual scene has
been burnt into your mental imagery — like the screensaver on a CRT screen.

What appears to be happening is that — in the absence of the continued sensory input from your eyes — your
brain forgets about your current location and it retrieves a strong visual image from memory.

At this point, I still found I had thoughts racing through my mind. These resembled the random stream-of-
consciousness of Ulysses. But meditation requires a mind free of such thoughts. The problem, though, is that it is
very hard to not think of something. As the Russian novelist Fyodor Dostoevsky said in an essay in 1863: "Try to
pose for yourself this task: not to think of a polar bear, and you will see that the cursed thing will come to mind
every minute."

In 1987, David Wegner, a psychology professor at Harvard university, decided to test Dostoevsky's claim.
Wegner's experiment was described in an article for the American Psychological Association: "He decided to test
the quote's assumption with a simple experiment: he asked participants to verbalize their stream of consciousness for
five minutes, while trying not to think of a white bear. If a white bear came to mind, he told them to ring a bell.
Despite the explicit instructions to avoid it, the participants thought of a white bear more than once per minute, on
average." [1]

So, trying to force thoughts out of your head does not work. Instead of trying to force the thoughts, you just have
to ignore them and let them drift away. Susan Blackmore and Emily Troscianko have written a book entitled



Consciousness: An Introduction in which they devote a large section to meditation. They explain the required
approach: "Unwanted thoughts may be held at bay temporarily, but then they come back with greater force, or
change into other more persistent thoughts, or set up emotional states that keep reigniting them. The answer is not to
fight against thoughts but to learn to let them go."

So that is what I tried to do. And then it happened …
… I came to the realisation that I had not had any thoughts for the last five seconds.
My stream of consciousness — my inner dialogue — had briefly stopped. The only content of my conscious mind

over that short period was that mental image of the amusement park. Other than that, my conscious mind contained
no thoughts.

Also, interestingly — and perhaps significantly — I was no longer conscious of my sore bum.
However, even in that state of a clear conscious mind, we are still able to respond to external stimuli. For

example, when the instructor started to talk, I immediately snapped-back to the present time and place.
We were then told to rub our eyes, and slowly open them. At that point, I was no longer in the amusement park —

I was back on my chair in the circle with my fellow students.
And, once again, my bum was sore.
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THE CONSCIOUS MIND AND THE
UNCONSCIOUS MIND

I found my time at the meditation class to be a very valuable experience. At the end of the course, I thanked the
instructor, and said goodbye to some lovely people. I am sure that they — like me — had discovered some new
truths about themselves.

But then I was faced with the task of making sense of my experiences at the class. What had I learnt about myself,
and how my mind works? Had introspection proven to be a good method for uncovering the secrets of
consciousness?

Well, considering the meditation session, firstly it was clear that we have a conscious mind — fairly obviously.
This is the part of the mind which we consider our "self", the part of the mind which hosts our conscious thoughts.
This stream of thoughts takes the form of an inner monologue — our "stream of consciousness" as described in
Ulysses and in the previous chapter.

However, even though our conscious mind hosts that stream of thoughts, it was also clear from the meditation
session that it is possible — though difficult — to relax and to clear our conscious mind of that stream of thoughts
for a short period of time.

But even though it is possible to clear the conscious mind of thoughts, that does not mean the mind as a whole is
inactive. Far from it. Even though I had my eyes shut and my conscious mind was clear, when the meditation tutor
started talking again I was immediately made aware of the talking and it snapped me back to reality. It was clear that
a part of my mind must have been constantly scanning all sensory inputs (sound, vision, etc.) for any important
signals.

But there were other sounds in the room as well. The clock was ticking. There was road traffic outside. But these
unimportant signals did not gain access to my conscious mind. Also, my bum was sore from the hard chair, but
when my conscious mind relaxed and cleared, I was no longer conscious of the hard chair. You might argue that the
sound of the clock ticking and the sound of the road traffic were not sufficiently strong stimuli to enter my conscious
mind, but I can assure you that my sore bum was producing a sufficiently strong stimulus.

So why did some sensory signals enter my conscious mind, while some strong signals got filtered-out? What part
of my mind was doing the filtering?

It was clear that it was not my conscious mind that was doing that continuous scanning — I was not consciously
thinking "Don't listen to the clock, forget about the hard chair". So what part of my mind was active?

It is now widely accepted that these tasks — which do not involve the conscious mind — are performed by the
unconscious mind. Even if your conscious mind is clear, your unconscious mind does not rest. It is your unconscious
mind which is constantly filtering the multitude of input sensory signals to detect any important signals, and only
passing those signals to the conscious mind. Your unconscious mind is also responsible for intuition, and generating
flashes of inspiration and creativity, passing those ideas up to the conscious mind for conscious evaluation.

Further evidence for the existence of the unconscious mind comes from hypnosis. In order to place a person into a
hypnotic trance, the person must be in a carefully-controlled calm environment in which the conscious mind can be
completely relaxed. For example, the hypnotist might say soothing words, or capture attention by spinning a pocket
watch. Perhaps you have noticed that you have entered a similar trance-like state when driving a long distance on a
straight road. That is another example of the conscious mind becoming completely relaxed, with the unconscious
mind taking over control.

Once the subject's conscious mind is relaxed, and the subject is in a trance, the hypnotist can then communicate
directly with the subject's unconscious mind. A suggestion can then be placed into the unconscious mind. For
example, the subject might be instructed to perform a dance when the hypnotist clicks his or her fingers. When the
hypnotist later clicks their fingers, the subject will, indeed, start to dance — although the subject will have no
conscious understanding of why they are dancing. In this case, the suggestion from the unconscious mind
overwhelms the control of the conscious mind.

The conscious mind is responsible for controlling the urges and instincts which rise up from the unconscious
mind. This explains why subjects in a hypnotic trance can behave in a uninhibited and playful manner, with



behaviour no longer being filtered by the conscious mind. When the unconscious mind is given free rein, the subject
can feel liberated and more creative.

Hypnotherapy is a form of psychological therapy in which fears, negative thoughts, and phobias can be eliminated
by using hypnosis. As many of these problems arise from the unconscious mind, hypnosis can be used to reprogram
the unconscious mind and eliminate the problem.

The unconscious mind is also the storehouse for all our long-term memories. By accessing the unconscious mind
during hypnosis, it is possible to revisit past events that the subject might have forgotten. It is then possible to
resolve long-term psychological problems.

Another example of the power of the unconscious mind is provided by subliminal images. You may already be
aware of subliminal images because of their controversial use in advertising. Subliminal images are images which
are flashed very briefly before disappearing. The period of visibility is so brief (less than 80 milliseconds) that these
images or words do not register with the conscious mind — the subject undergoing the experiment denies having
seen the words. However, the words have been processed by the unconscious mind, and that is enough to modify
behaviour — maybe even persuading the viewer to buy a particular product. For this reason, subliminal advertising
has been illegal in the USA and the UK since 1958.

In psychology, this technique of modifying behaviour by presenting a subliminal image is called priming. Studies
of priming are valuable for determining the extent of the influence of the unconscious mind. It is clear that, although
we like to think that our decisions are wholly made by our conscious mind, the truth is that our decisions are often
based on suggestions from our unconscious mind.

We shall return to consider subliminal images and priming in the next chapter.
It is clear that the unconscious mind is extremely powerful, and that its power is generally underestimated. It was

Sigmund Freud who popularised the notion of the unconscious mind. Freud described the great power of the
unconscious mind by using a metaphor. Freud compared the conscious mind to the "tip of an iceberg", with the
conscious mind being the small, visible portion of the mind with the far larger unconscious mind lying unseen
beneath the water. According to Freud: "The mind is like an iceberg: it floats with one-seventh of its bulk above
water".

The following diagram shows Freud's iceberg metaphor, with the conscious mind represented as the "tip of the
iceberg":

 



"Access" and the conscious mind

We might ask, what is the distinguishing feature of the conscious mind? In other words, what is it that
distinguishes the conscious mind from the unconscious mind?

Well, in psychology, philosophy, and in consciousness research, conscious thoughts are described by the term
"access". If we are able to use a particular concept or information in our conscious train-of-thought then it is said
that we have "access" to that concept. In other words, we are able to use that object in our conscious reasoning
processes.

For example, you have access to the thoughts that represent your car, or the printed letters on this page, or your
intended holiday destination. You have access to any thought or information which you can bring to the foreground
of your mind for conscious processing.

And you have access to each step of any conscious thought process. That means you have complete visibility of
each step, how you proceeded from some initial knowledge, through a step-by-step reasoning process, toward a
conclusion. In your conscious mind, you have complete access — complete visibility — of each step.

The term "access" might appear to be rather a peculiar term to describe the conscious mind (well, I find it rather
peculiar). But its use perhaps becomes clearer when we move on to consider the unconscious mind. That is because
the unconscious mind is very clearly defined by its lack of access.

Our conscious mind continually receives ideas and intuitions from the unconscious mind. But those ideas arrive
fully-formed, carrying no information about how those ideas were generated. For that reason, it is often said that
ideas arrive "out of the blue". What this means is that we possess no access — no visibility — on how the
unconscious mind has generated those ideas. While we have access to each step of our conscious thought processes,
we have absolutely no access to each step of our unconscious thought processes — we only receive the results of
those processes.

Returning to consider Freud's iceberg metaphor, the unconscious mind lies under the surface of the ocean in the
murky depths — we cannot see its workings. However, ideas constantly bubble-up to the surface, from the
unconscious mind to the conscious mind. When we say an idea arrives "out of the blue", we might well mean "out of
the blue unconscious ocean".

The unconscious mind is therefore defined as that part of the mind which the conscious mind cannot access.

As a brief detour, I would like to introduce a couple of concepts and some terminology which is in common usage
in philosophy and consciousness research.

In an influential 1995 paper, the philosopher Ned Block suggested that our conscious experiences could be
classified into two groups.[2] Firstly, Block suggested the existence of one class of conscious experience called
access consciousness. As just described in this section, access consciousness is the thought processes we can access
in our rational thinking. Access consciousness would therefore represent the near-constant stream of thoughts which
flow through our minds.

Secondly, Ned Block suggested the existence of a second classification of conscious experience which he called
phenomenal consciousness. Phenomenal consciousness is our general awareness of feelings and sensations.

In the meditation session, when I successfully eliminated my stream of conscious thoughts (my "access
consciousness"), what was left was my phenomenal consciousness — my general awareness of sensations.

These two terms — access consciousness and phenomenal consciousness — seem to have received fairly wide
acceptance in consciousness circles, though the idea remains controversial.

Thinking, fast and slow

In 2011, Daniel Kahneman released his book Thinking, Fast and Slow. Kahneman is a professor of psychology at
Princeton University and has been described as being the world's leading psychologist. In 2002, Kahneman was
awarded the Nobel Prize for Economics (yes, economics is basically psychology).

Thinking, Fast and Slow became a publishing sensation, and has sold over one-and-a-half million copies. The



book was that rarest of things: a bestselling and entertaining book aimed at the general public, but it is also a book
which is considered to be a major contribution to its field. That combination of achievements represents the Holy
Grail of science writing.

Thinking, Fast and Slow proposes that there are two different types of thought process which Kahneman calls
System 1 thinking and System 2 thinking. System 2 thinking is slow, deliberate, and accurate, and is used for
making decisions, solving problems, and planning. In contrast, System 1 thinking is fast and intuitive, but not as
reliable.

What makes Kahneman's proposal so interesting from the point-of-view of this book is that he associates the slow
and deliberate System 2 thinking with the conscious mind, while he associates the intuitive System 1 thinking with
the unconscious mind.

Kahneman makes the connection between System 2 thinking and consciousness explicit when he states: "When
we think of ourselves, we identify with System 2, the conscious reasoning self that has beliefs, makes choices, and
decides what to think about and what to do."

Kahneman then associates System 1 thinking with the unconscious mind when he says: "System 1 runs
automatically. System 1 continuously generates suggestions for System 2: impressions, intuitions, intentions, and
feelings."

Also, Kahneman associates System 1 thinking with lack of access, which is what we would expect from the
unconscious mind: "Phenomena arise in System 1, and you have no conscious access to them."

Kahneman's theory is one example of what are known as dual-process theories. Dual-process theories split our
thought processes into two categories, and these can be associated with the conscious mind and the unconscious
mind. In their book Consciousness: An Introduction, Blackmore and Troscianko describe this association: "These
theories can come in many forms, applying to memory, learning, or decision-making, but most suggest that one
process is fast, automatic, inflexible, effortless, and dependent on context, while the other is slow, effortful,
controlled, flexible, requires working memory, and is independent of context. The two kinds of process map easily
onto a distinction between unconscious and conscious processes."

Kahneman explains that, in general, we rely on System 1 thinking (unconscious thinking) to get us through the
day. Even though System 1 thinking is not as sophisticated as System 2 thinking, it is sufficient for most tasks we
encounter: "When all goes smoothly, which is most of the time, System 2 adopts the suggestions of System 1 with
little or no modification. You generally believe your impressions and act on your desires, and that is fine —
usually."

One of the big advantages of System 1 thinking is that it is fast — faster than System 2 thinking (hence the title of
the book: Thinking, Fast and Slow). As a result, System 1 thinking can respond quicker to external events, with no
need to invoke the laborious and time-consuming problem-solving capabilities of System 2 thinking. However, as
Kahneman reveals using entertaining examples, the lack of sophistication of System 1 thinking can introduce
problems which include inaccurate and misleading assessments, bias, and a tendency to stereotype.

An example of these two modes of thought comes from considering the following example of simple arithmetic,
considering the prices of a table tennis bat and a ball. Try and respond to the question quickly:

A bat and a ball together cost $1.10. The bat costs $1 more than the ball. How much does the ball cost?

You have might have quickly responded that the bat costs a dollar and the ball costs ten cents. But if you had
taken a bit more time then you would have realised that could not possibly be the correct answer: if the ball costs ten
cents, and the bat costs a dollar more than the ball, then the bat costs $1.10. In which case, the total cost of the bat
and ball would be $1.20, which is the wrong total amount.

If you were given more time to consider the example in detail, you could then employ your conscious skills in



mental arithmetic and calculate the correct answer, which is that the ball costs just five cents and the bat costs $1.05.
Kahneman describes the puzzle: "The distinctive mark of this easy puzzle is that it evokes an answer that is intuitive,
appealing, and wrong."

If you responded quickly and you gave the wrong answer, do not be too worried. More than half of the students
from Harvard, MIT, and Princeton who attempted the problem gave the wrong answer initially.

According to Kahneman, our initial incorrect calculation was performed by our intuitive System 1, which did not
engage our conscious thought processes. Remember, System 1 is faster and more instinctive. According to
Kahneman, it was only when we engaged our System 2 conscious thought processes — our mental arithmetic
abilities — that we were able to calculate the correct answer. System 2 is not "always on", but it is available for use
when required.

As another example, consider the following optical illusion and make a quick decision as to which horizontal line
is longest. Is the top horizontal line longer, or is the bottom horizontal line longer:

If you said that the bottom line is longer — well done. The bottom line is, indeed, 5% longer than the top line.
However, I suspect you might have been fooled by the phrase "optical illusion" into thinking that the lines were
actually the same length — as in the case of the well-known optical illusion.[3] If so, then your System 1 thinking
would have been responsible for fooling you. If you had been able to spend more time inspecting the problem, and
had engaged your slower and more analytical System 2 thinking, I suspect you would have realised that the lines
were different lengths (use a ruler to measure the two lines if you do not believe me).

In this chapter we have discovered that the mind appears to be split in two: a conscious mind, and an unconscious
mind. But why is there this split? The structure of our mind seems so natural to us that we perhaps never consider
why our minds have this divided structure. Perhaps it is hard to comprehend that a mind might be structured
differently.

But surely there must be a reason for this structure. Let us ask the difficult question: Why is our mind divided into
two parts, a conscious mind and an unconscious mind?

Surely Kahneman's description of System 1 thinking and System 2 thinking provides us with a valuable insight
into the different structures of the conscious mind and the unconscious mind. In particular, why should the conscious
mind be slow? And why should the unconscious mind be fast? In other words, why is there Thinking, fast and slow?

In the next chapter, we will be considering a possible solution to this mystery …
… and the answer comes from computing.
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THE BRAIN AS A COMPUTER
At the start of this book, it was explained how behaviourism became the dominant approach to psychology in the

mid 20th century. The appeal of behaviourism was that behaviour can be clearly measured, predicted, and observed.
It therefore turned psychology into an objective science — something that you could measure, together with
experiments that provided quantitative results.

It is therefore easy to understand the appeal of behaviourism. But these attractive features of behaviourism also
became its weaknesses. Behaviourism treated the mind as a "black box", only considering its inputs and outputs. The
example was presented earlier of Pavlov's dogs: ring the bell, and note the salivation of the dog. The inputs and
outputs can be clearly measured. However, if the mind is being treated like a black box, then that implies that you
are no longer attempting to discover the internal workings of the mind. And it is that limitation of behaviourism
which started the decline in its popularity.

There is an old joke which is intended to reveal the weakness of behaviourism. The joke concerns a behaviourist
who observes the behaviour of other people, but refuses to use introspection to investigate his own mind. As a result,
after having sex, the behaviourist says: "That was great for you, how was it for me?"

And so it was, in the 1960s and 1970s, a new method of understanding the internal workings of the mind
emerged. The catalyst for this new approach was the emergence of the computer.

Computers process information, taking information as input, processing that information in some way, maybe
storing some information in its memory, and then producing modified information as output. It was realised that the
brain works in exactly the same way, obtaining information through our eyes and ears, processing that information,
maybe storing some of that information to memory, and then producing an output in the form of our actions or
speech.

The new approach to understanding the mind was therefore based on treating the mind as an information
processor. Just as we have an understanding of the individual processes which occur inside a computer, so it became
possible to speculate about the processes which exist inside the mind.

This approach which treats the mind as an information processor is called cognitive psychology. This major
change of direction in psychology which took place in the 1960s and 1970s has been called the "cognitive
revolution". You may have heard of "cognitive behavioural therapy" (CBT) which is an attempt to remedy irrational
thought processes by developing new information-processing skills. In essence, CBT attempts to "reprogram" the
mind in the same way as you would reprogram a computer.

Let us now consider how information is processed in the mind — by comparing the way information can be
processed in a computer.

Serial processing

In computing, there are two fundamentally different methods of information processing. Firstly, there is serial
processing. A serial processing approach to computing involves each instruction of an algorithm being performed
one after another in sequence. An algorithm is a description of the step-by-step process needed to solve a problem.
This is how we intuitively think of a computer program, and if you have done any computer programming yourself
then you will have used this method of serial processing.

The following block diagram shows a serial processing operation composed of three tasks performed one after the
other:



Note that there is a single stream of processing. In computing terminology, it would be said that there is a single
thread of execution.

Serial processing has to be used to solve any problem in which the execution of each task depends on the
execution of a previous task. This requirement forces the tasks to be performed in a certain order, and prohibits the
possibility of running more than one task at once.

However, that restriction does not necessarily mean that the tasks have to be performed in a strictly linear order
(as shown on the previous diagram). There can be branches and decisions, the outcome of those decisions changing
the direction of processing. This can be seen by considering a computer flowchart. The following flowchart
represents the steps which might be taken by a cook who is adding salt to soup. Note that the flowchart includes two
decision boxes which take the form of diamond-shaped boxes:



It is clear from this particular example that a flowchart can be used to represent a conscious thought process — a
stream-of-consciousness. This particular flowchart would represent the stream-of-consciousness of a cook who is
adding salt: "Does the soup taste like it needs more salt? Oh yes, it does. I better add some more salt. Oh dear,
there's no more salt in the shaker! Never mind, I'll serve it as it is."

We each have one, single train of thought. And just as we have a single stream-of-consciousness (we never talk of
the plural: streams of consciousness) so there is only ever one thread of execution in serial processing.

The need for this single thread of execution in our mind arises because real-world problems generally require a
step-by-step solution in which tasks must be performed in a particular order. For example, trying to build a house
(the walls must be constructed before the roof), or any attempt to solve a complex puzzle. Considering purely mental
examples, solving a problem of mental arithmetic, or any form of logical reasoning also requires a step-by-step
process. And all of these step-by-step processes represent examples of serial processing.

This suggests that our conscious thought process is a form of serial processing. Put simply, we can only think
of one thing at once, which inevitably represents serial processing.

In his book Consciousness and the Brain, Stanislas Dehaene makes a direct connection between our conscious
thoughts and serial processing, and uses an example from mental arithmetic to illustrate the connection: "In humans
at least, consciousness gives us the power of a sophisticated serial computer. For instance, try to compute 12 times
13 in your head. Did you feel each of the arithmetic operations churning in your brain, one after the other? Can you
faithfully report the successive steps that you took, and the intermediate results that they returned? The answer is
usually yes; we are aware of the serial strategies that we deploy to multiply."

And, as we shall now see, this serial processing conscious train-of-thought is even more remarkable in that it is
not representative of how the majority of the brain operates …



The parallel processing of the unconscious mind

There is an alternative to serial processing. If the execution of a task does not rely on the execution of a previous
task, then it becomes possible to process each of the individual tasks at the same time. This approach is called
parallel processing. The great advantage of parallel processing is that it is faster than serial processing. Obviously,
performing many tasks simultaneously is going to be faster than performing those tasks one at a time.

The following block diagram shows parallel processing:

So let us recap what we have discovered so far.
Serial processing is relatively slow, but it has to be used for processing in which the execution of one stage relies

on the execution of a previous stage. There has been a suggestion that our conscious thought processes use serial
processing. Parallel processing is an alternative which is very much faster if the problem can be divided into
independent tasks.

So there are two types of processing in computing: one type fast, one type slow. What does that remind you of? I
hope it reminds you of the title of Daniel Kahneman's book Thinking, Fast and Slow. Bearing that in mind, could we
associate slow serial processing with Kahneman's conscious System 2 thinking, and associate fast parallel
processing with Kahneman's unconscious System 1 thinking?

Is that the case? I believe to a large extent, yes, that is correct. And in this section reasons will be presented —
apart from the processing speed argument already presented — for why that appears to be true.

In the previous section, it was explained how our conscious mind could be associated with serial processing. If
that is the case, then why should we associate our unconscious mind — the majority of the brain — with parallel
processing?

Let us examine the evidence.
The first evidence comes from examining the hardware of the brain. Put simply, the brain by its very nature is a

huge parallel processing machine. Multiple patterns of activated neurons occur simultaneously across the brain. It is
this vast parallelism which is the source of the power of the brain. Put simply, the brain can process many things at
once.

This, then, fits the "iceberg" metaphor: the unconscious mind forms the majority of the brain (the bulk of the
iceberg, under the ocean), and the majority of the brain is parallel.

In a paper entitled In the Theater of Consciousness, Bernard Baars refers to this parallel processing of the brain
and the "largely unconscious" nature of that parallel processing: "The brain is massively parallel — many things are
happening at the same time — largely unconscious in its details." [4]

More evidence for making this connection comes from considering how clever ideas and solutions are generated
and enter our conscious mind. We receive ideas and solutions from our unconscious mind all the time. Those
unconscious thoughts which bubble-up can often be ingenious solutions to problems, solutions which surely could
only have been produced by the unconscious mind considering a wide range of alternative solutions. And sometimes
the unconscious mind can come up with creative ideas, strange connections between apparently completely different
concepts which could only have arisen by the unconscious mind considering a wide range of alternative connections.
In other words, in all these cases of ideas and solutions, we find an unconscious mind which is constantly doing
many things at once, considering many ideas or many solutions at the same time.

We are all aware of the great power of our unconscious mind, and that power surely comes from parallel
processing.

The psychologist Saul McLeod has presented an example of a human typist using thought processes based on
parallel processing: "Parallel processing is probably more frequent when someone is highly skilled; for example, a



skilled typist thinks several letters ahead." [5]
This is an example which links parallel processing and the unconscious mind. The typist thinks several letters

ahead, which, as the quote states, represents a form of parallel processing. But, at the same time, the typist is
unaware of that forward thinking — it is an unconscious process.

Another example of the parallel processing of the unconscious mind was provided by a paper published in 1980
by the English psychologist Anthony Marcel.[6] Marcel's work used subliminal images. As described in the previous
chapter, subliminal messages are words which are flashed so briefly that they do not register in the conscious mind.
But even though the conscious mind is completely unaware of the messaging, it can still influence behaviour. As
mentioned in the previous chapter, this technique is called "priming".

In his paper, Marcel presented a series of subliminal words to a subject. The words were specially chosen to have
multiple meanings. For example, the word "palm" might mean a part of a hand, or it might mean a type of tree. In
that case, Marcel discovered that the unconscious mind primed for both meanings of the word. This meant that the
later behaviour of the subject showed favourable bias both towards hands and towards trees. This showed the
unconscious mind working in parallel, processing two meanings at the same time. In fact, in his paper, Marcel
proposed that all possible meanings were processed simultaneously by the unconscious mind: "apparently both
meanings were accessed, irrespective of context. It is argued that unconscious perception  … is of unlimited
capacity and precedes conscious perception."

Yes, in that quotation Marcel even suggests that unconscious perception is of "unlimited capacity" so could
potentially process all meanings of words — no matter how many meanings a particular word might have. This
reveals the remarkable parallel processing capacity of the unconscious mind. Stanislas Dehaene also considers this
result in his book Consciousness and the Brain, emphasising the parallel processing capability of the unconscious
mind: "Thus our unconscious mind is clever enough to store and retrieve, in parallel, all the possible semantic
associations of a word."

Parallel processing is also ideal for the unconscious filtering of sensory input. We can imagine how this might
have arisen via evolution. Imagine ancient man roaming the African savannah many millennia ago. As he leisurely
walks a great distance, he is relaxed, and his conscious stream-of-thought is disengaged — his mind is clear of
thoughts. However, his unconscious mind never rests, constantly monitoring his surroundings, scanning the
savannah and monitoring the large number of different possible sources of sensory input data (ears and eyes). This
would all be necessarily performed simultaneously by parallel processing. The advantage of parallel processing is
that it can process multiple streams of input data at the same time.

Suddenly, a lion appears on the horizon. One of the parallel processing threads — a pattern matching operation
capable of visually detecting lions — responds with a high level of activation. That single signal gets sent up to the
conscious mind.

At that point, the conscious thought process is alerted and takes over. As described earlier, this is based on serial
processing. This is Kahneman's System 2 thinking, able to analyse the problem and determine the best course of
action. How far away is the lion? How fast can I run? Is there a tree nearby? System 2 logically selects the eventual
action. In other words, System 2 has overall control — the conscious mind has overall control.

The man decides to climb a tree, and is saved.

The structure of the mind

To sum up, our mind seems to be mainly composed of a parallel processing part, which represents the
unconscious mind, while the smaller conscious part (the tip of the iceberg) uses serial processing. This model was
suggested by the cognitive psychologist Philip Johnson-Laird in his 1988 book The Computer and the Mind: "The
brain, unlike the conventional digital computer, is not a device with a single processor. Many processes occur in
parallel, though the stream of conscious experience seems to be serial."

And this arrangement can potentially explain the reason why our minds are divided into two parts, a conscious
mind and an unconscious mind.

In this chapter it has been explained that there are two fundamentally different methods of processing
information: serial processing and parallel processing. Each method of information processing — serial processing
and parallel processing — has its own relative advantages and disadvantages. Parallel processing can perform
simple evaluation of multiple scenarios simultaneously, sending the most promising ideas up to the conscious mind.
Parallel processing is also required for monitoring multiple sensory inputs, and would therefore be used for
unconscious scanning of the environment, and filtering of important signals.

However, high-level conscious tasks such as problem solving and decision-making require serial processing: a



single train-of-thought. Serial processing is, by its nature, slower than parallel processing. We therefore end up with
a brain with two systems, with each system able to process information at very different speeds — hence
Kahneman's Thinking, Fast and Slow.

It is therefore suggested here that the true fundamental reason for this division of the mind into two parts — a
conscious mind and an unconscious mind — is because there are two fundamentally different ways to process
information in any computing device: parallel processing and serial processing.

The divided structure of the mind is not arbitrary, it arises because information processing itself has a natural
divide into parallel and serial processing. Each of the two methods has its own relative advantages and
disadvantages. Nature would surely exploit the relative advantages of each method, and so the eventual dual
structure of the brain would reflect that natural divide.

And we might even take this idea one step further. This structure might potentially explain why the serial
processing part of the mind would view the parallel processing part as being "unconscious". It would purely be
because the serial processing part of the mind (the conscious mind) would not be able to process data at the same
rate as the parallel processing part of the mind (multiple threads can process more data than a single thread).
Inevitably, some data could not be passed up from the unconscious mind to the conscious mind. As a result, the
conscious mind would not have "access" to all the intermediate processing of the unconscious mind.

There is another way of thinking about this. Imagine if all the details of the parallel processing system were
passed up to the conscious mind. Your conscious mind would be simply overloaded with data — you would not be
able to think straight! For this reason, only the end result of the parallel processing system would be passed to the
conscious mind.

This idea is explained by Philip Johnson-Laird in his book The Computer and the Mind. Johnson-Laird suggests
that the conscious mind: "would have no access to the processes on which it is based. There are good evolutionary
reasons for this arrangement: if you could scrutinize the whole process of perception, it would have to be much
slower since it could not depend on parallel processes."

Results passed-up from the parallel system would just appear to the serial system as if those results had been
magicked out of thin air, with no way of knowing how those results had been derived. If our conscious mind is just
the tip of the iceberg, then that tip of the iceberg would be unable to see the rest of the huge iceberg below the
surface of the water. Ideas would appear "out of the blue".

This lack of transparency would result in the parallel processing system appearing to be a dark, mute, black box.
As a result of this lack of access, the serial processing system would interpret the parallel processing system as being
"unconscious".

To sum up, as soon as we realise that there are two distinct methods of processing information in any computing
device — serial processing and parallel processing — then the dual conscious/unconscious structure of the mind
emerges quite naturally.
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THE FAME OF PHINEAS GAGE
Phineas P. Gage was born in Grafton County, New Hampshire in 1823. He was the first of five children, and

received little in the way of education, rendering him illiterate. However, Gage was mightily strong and healthy,
outgoing and popular.

When he was twenty five years old, Gage obtained a job as a blasting foreman working on the construction of the
Hudson River Railroad. Gage's job required him to use explosives to blast large cuttings through rock so that the
railroad track could be laid. The job required Gage to place explosive into holes which had been drilled into the
rock. After the explosive was inserted, sand or clay had to be inserted above the explosive to pack it down so that
the explosion would spread outward into the rock. A large iron rod — called a tamping iron — was used to pack the
sand and clay firmly onto the explosive charge.

Here is a daguerreotype (a very early type of photograph) of Gage holding his tamping iron. The iron was four
foot long, and one-and-a-quarter inches in diameter, and weighed over thirteen pounds:

On September 13th, 1848, Gage was working on the railroad south of the town of Cavendish, Vermont. In order to
clear a path for the railroad, a hole had been drilled deep into rock. Blasting powder and a fuse had been added, and
it was then Cage's job to compress the explosive mixture using his tamping iron.

As Gage was packing the explosive using his iron, his attention drifted toward some men talking behind him. He
turned his head to look, and opened his mouth to speak. At that moment, the tamping iron hit the rock. A spark was
generated.

The resultant explosion blasted the tamping iron out of the hole as if it was a rocket. It smashed into the lower left
side of Gage's face, sliced through the front of his brain behind his left eye, and exited through the top of his head.

The tamping iron landed like a javelin in the ground eighty feet away.
The following diagram — drawn by the doctor John Harlow after Gage's death — shows the path of the iron as it

passed through Gage's brain and rocketed out through the top of his skull:



But Phineas Gage did not die. Not even close.
After a few minutes, Gage sat up and was able to walk to the cart which would take him home. Later that day,

when he was sitting on the porch outside his house, a doctor happened to pass by. Gage shouted with remarkable
understatement: "Doctor, here is business enough for you!"

The doctor initially found it hard to believe Gage's story. However, after examining Gage — and clearing away a
few loose bits of broken skull — the hole in his brain was clearly visible. The doctor covered the wound with
bandages and a head cap. Gage specifically requested that his friends were not to visit him. After all, said Gage, he'd
be back in work in a few days anyway.

Gage's recovery took rather longer than that, but he was soon walking around his house, and helping with the
ploughing on a nearby farm. His mother noticed that his memory seemed impaired, but otherwise there was no
obvious sign of mental damage. It appeared that Gage had miraculously made a complete recovery.

And then Phineas Gage became famous.
Henry Bigelow, the Professor of Surgery at Harvard Medical School, heard of Gage's remarkable story and

arranged for him to travel to Boston. Gage was presented at meetings and medical school class.
The famous showman P.T. Barnum became aware of Gage's amazing story, and decided that he would make an

excellent addition to Barnum's American Museum, which was a combination of a zoo, museum, waxworks, and
freak show. Gage was presented as a kind of living museum exhibit, alongside the "Fiji Mermaid" (a mummified
monkey's body with a fish's tail), and a loom powered by a dog.

Phineas Gage — always holding his tamping iron — had finally become a sensation:



It was then that things started going badly wrong.
People who knew Gage from before the accident — when he was, by all accounts, a charming man — agreed that

he had changed. Bigelow's report on Gage's behaviour now described him as "fitful, irreverent, indulging at times in
the grossest profanity and manifesting little deference for his fellows." Gage lost all his social inhibitions. He took to
womanising, partying, and was a perpetual drunk. He had lost all restraints on his behaviour.

As his behaviour became more unpredictable, Gage's theatrical work dried up. He moved to Chile and got a job as
a stagecoach driver. However, his health started to fail and — twelve years after his injury — Gage died from an
epileptic seizure.

No autopsy was performed after Gage's death, but his body was exhumed seven years later and his brother-in-law
donated his skull and his tamping iron for medical examination. Today they are both housed in Harvard's Warren
Anatomical Museum.

But the story of Phineas Gage did not end there. It was clear that there was a relationship between the part of the
brain which had been damaged and the change in Gage's behaviour. To this day, discovering the relationship
between brain injuries to specific parts of the brain and changes in behaviour remains one of the most useful tools in
understanding the functioning of the brain. This forms the basis of neuropsychology.

In this chapter, we will be considering the central role of the part of the brain which was injured in Phineas Gage's
accident, and discovering why injury to that part of the brain led to the dramatic change in Gage's personality.

The boss of the brain

The structure of the brain is really quite surprising.
Our conscious thinking appears to be confined to the extremely thin outer layer of the brain. This thin layer is

called the cortex. The cortex is only about two millimetres thick, but the neurons (brain cells) within it are so tightly-
packed that this thin layer represents 40% of the total brain mass. The cortex appears grey in colour, and so the
cortex is often called the grey matter of the brain.

Inside the cortex we find the main volume of the brain which is white in colour and is therefore called the white
matter. This white matter is mainly composed of "wires" which connect the various parts of the cortex together, and
allow different regions of the cortex to communicate with each other. In contrast to the cortex, the white matter is



not believed to be conscious.
The following diagram shows the conscious thin outer cortex of the brain, and the inner white matter:

The white matter of the brain has been described by psychology professor Frank Amthor: "Most of the volume of
the brain is wiring, not cells".[7] So why is it that the "wire" composition of the white matter should result in it not
being conscious? Are wires not conscious? These questions shall be considered (and hopefully answered) in the
final chapter of this book, but for now we shall concentrate on the conscious cortex.

The part of the cortex which was injured in Phineas Gage's accident was the very front part of the cortex, which is
called the prefrontal cortex. We will be seeing that the prefrontal cortex plays a central role in the operation of the
brain.

The following diagram shows the location of the prefrontal cortex (coloured grey) at the front of the brain:

The prefrontal cortex is the centre of our planning, problem-solving, and decision making. These tasks are known
as executive functions. The use of the word "executive" makes the decision-making of the prefrontal cortex sound
like a human executive making decisions affecting a large company composed of many divisions. In that respect, we
might think of the prefrontal cortex as being the "boss of the brain".

The prefrontal cortex was the last part of the brain to evolve, but once it had evolved it was its planning and
problem-solving ability that provided humans with the capability to make tools and weapons, and build farms, and
domesticate other animals. The following diagram shows the size of the frontal lobe (of which the prefrontal cortex
is one part) in the human brain as compared to other animals: [8]



It can be seen from the previous image that the prefrontal cortex is proportionately far larger in humans than in
any other animal. It is this size of our prefrontal cortex — and, therefore, our unique ability to plan and make tools
and weapons — which allows us to completely dominate a natural world inhabited by animals with much more
obvious physical advantages, such as those animals which are faster or stronger, or those with terrifying sharp teeth
and claws.

To show how important the prefrontal cortex is in decision making, David Eagleman considers the example of a
woman with a damaged prefrontal cortex in his book The Brain. We are introduced to Tammy Myers who was
injured in a motorcycle accident. The part of Tammy's prefrontal cortex which was injured was the orbitofrontal
cortex, which is the region just above the sockets of the eyes.

According to David Eagleman, Tammy encounters severe problems when she has to make decisions: "Tammy
doesn't look like someone who has suffered a traumatic brain injury. But if you were to spend even five minutes
with her, you would be able to detect that there's a problem with her ability to handle life's daily decisions. Although
she can describe all the pros and cons of a choice in front of her, even the simplest situations leave her mired in
indecision. Without decision making, little gets done; Tammy reports she often spends all day on the sofa."

In 1991, an experiment was conducted at University College London, which clearly showed the role of the
prefrontal cortex in making willed decisions.[9] In the experiment, people had to move a finger — either by their
own free will, or by being told to move a finger. Only in the first case was the person employing their own free will.
During the experiment, the brains of the subjects were monitored by a PET scan. Increased blood flow to the
prefrontal cortex was only detected during the free choice task.

On that basis, it might appear that the prefrontal cortex is the location of our "free will".
But not only does it appear that our prefrontal cortex is the location of our free will — it also appears that it is the

location of our willpower. Todd Hare, an associate professor at the University of Zurich, has identified two regions
in the prefrontal cortex which show high levels of activity when strong willpower is required.[10] The first region
became active when researchers gave subjects a choice between receiving a small amount of money now, or a larger
amount of money later. A second region became active when subjects showed strong willpower by choosing a
healthy food option over a tasty but unhealthy option. It is clear that the prefrontal cortex takes into account all the
factors of a situation — both short-term and long-term considerations — when making a decision.

The prefrontal cortex is also in charge of suppressing urges that would be socially unacceptable, such as stripping
off your clothes and running naked through a shopping centre. Unfortunately, the prefrontal cortex is one of the last
regions of the brain to be fully developed, with the brain continuing to develop until the age of twenty five. This
explains why teenagers are drawn to risky activities. According to David Eagleman in his book The Brain, this
behaviour is due to the late development of the prefrontal cortex: "Activity in the orbitofrontal cortex — involved in
executive decision making, attention, and simulating future consequences — is still about the same in teens as it is in
children. A mature pleasure-seeking system coupled with an immature orbitofrontal cortex means that teens are not



only emotionally hypersensitive, but also less able to control their emotions than adults."

In this chapter, we have seen that the prefrontal cortex plays the crucial role in our decisions and planning. In that
respect, our prefrontal cortex seems to lie at the heart of our identity, defining how we act and who we are. This was
clearly evident in the case of Phineas Gage who changed as a person after his accident.

So, with the prefrontal cortex playing such a central role in our thinking processes and personality, might it be the
case that the prefrontal cortex is the centre of our consciousness?

Well, as we shall now see, it is rather more complicated than that …
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THE EMERGENCE OF CONSCIOUSNESS
So, as we have seen in the case of Phineas Gage, we can deduce which areas of the brain are responsible for

which aspects of behaviour. In the case of Phineas Gage, it was damage to his prefrontal cortex which resulted in his
unpredictable, unreliable, anti-social behaviour. It was then possible to deduce that the prefrontal cortex is
responsible for controlling our behaviour.

We might then suppose that a similar technique might be used to determine which parts of the brain are
responsible for consciousness. If we have a patient with a brain injury who has an impairment of consciousness, we
could then deduce that the part of the brain which was injured plays a role in consciousness. And, conversely, if the
patient's consciousness is not affected, we could then deduce that the part of the brain which was injured did not
play a role in consciousness.

As an example, the cerebellum is a relatively large part of the brain, packed with neurons, which lies at the back
and bottom of the brain. The cerebellum is shown in grey in the following diagram:

The cerebellum is responsible for governing learnt motor functions, such as walking, or playing tennis, or playing
the piano. As these are the functions which can be performed unconsciously (when we are walking, we do not
consciously think "Move left leg, move right leg") we might imagine that the cerebellum does not play a role in
consciousness. And, indeed, this is what has been discovered. If the cerebellum is damaged, the patient might have
difficulties walking or speaking, yet it appears that the conscious mind of the patient is unaffected. Hence, we can
deduce that the cerebellum — a large part of the brain containing 69 billion neurons — does not play a role in
consciousness.

By considering patients with other brain injuries, it has been possible to deduce that the region in the brain
responsible for consciousness is the cortex — that thin and wrinkled sheet of neurons which covers the top part of
the brain. If you were able to remove the cortex and spread it flat, it would be about the size of a small tablecloth.
But the cortex is divided into different regions which perform different functions. How can we tell which regions are
responsible for consciousness?

In order to answer that question, in the early 1990s, an ingenious solution was proposed by Francis Crick (the
joint discoverer of DNA, who later in his career developed an interest in consciousness) and the neuroscientist
Christof Koch. The goal of Crick and Koch was to identify the parts of the brain which play the essential roles in
generating consciousness.

Crick and Koch's method relied on functional brain imaging techniques, with the word "functional" meaning the
examination of the brain in real-time as the brain is thinking. Functional imaging techniques include the
electroencephalogram (EEG) which records neural activity as voltages on the scalp, and functional magnetic



resonance imaging (fMRI) which detects changes in blood flow to the various regions of the brain.
The method of Crick and Koch is based on contrasting two images taken of neural activity in the brain. The first

image is of a brain during consciousness, and the second image is of an unconscious brain. By subtracting the neural
activity patterns captured in the two images, it is then possible to identify which parts of the brain play the essential
roles in generating consciousness. Those parts are then said to be the neural correlates of consciousness.

One particularly ingenious use of Crick and Koch's method comes from its use with optical illusions. As an
example of that principle, let us consider the following famous optical illusion created by the Danish psychologist
Edgar Rubin. Does the image show a vase — or two faces?

The image seen by your conscious mind will alternate: sometimes you might see a vase, and then the image will
switch and you will see two faces. The alternation is continuous, but you will never see both the vase and the two
faces at once — you will only ever see one or the other. This is an example of bi-stable perception.

The strategy of Crick and Koch involves showing an illusion such as this to a person who, at the same time, is
undergoing brain imaging. What happens inside the brain when the conscious experience changes, sometimes
conscious of the vase, sometimes not conscious of the vase?

As the actual image does not alter, the only thing which changes is the pattern of activity in the brain. Therefore,
by imaging the brain when the mind is conscious of the vase, and comparing that to the image of the brain when the
mind is not conscious of the vase, it is possible to identify the region of the cortex which is responsible for the
conscious awareness of the vase.

Crick and Koch's method is clearly ingenious. For the first time it allowed the connection to be made between
measurable scientific phenomena (the pattern of neural activity across the brain) and the internal experience of
consciousness. For that reason, it has been said that the technique launched the modern science of consciousness.

However, the technique is clearly reliant on introspection, dependent on the subject to accurately signal when they
are conscious of the image, and when they are no longer conscious of the image. For this reason, introspection has
made a comeback as a key technique in the new science of consciousness.

Another example of Crick and Koch's method comes from binocular rivalry. Binocular rivalry occurs in an
experiment in which one image is shown to one eye of a subject, and a completely different image is shown to the
other eye. You might imagine that the two images would somehow merge into a single image, with the subject being
consciously aware of that single merged image. However, that is not what happens. Instead, the subject is only ever
aware of one of the images at a time. In a situation very much resembling the previous "vase" illusion, the image
which is in the conscious mind tends to alternate between the two images. Therefore, by imaging the active brain, it
should be possible to identify which regions of the cortex are responsible for bringing a particular image into
conscious awareness.

So where in the brain does an image enter consciousness? Let us consider the visual system:



The previous image shows the eye at the front of the brain. The image is focussed onto the retina of the eye, and
then the data passes along the optic nerve to an area of the cortex at the back of the brain called the primary visual
cortex (coloured grey on the previous image).

The spatial arrangement of the image is retained on the primary visual cortex, with the relative positions of the
"pixels" in the image being unchanged. Hence, the primary visual cortex could be thought of as a "cinema screen"
on the back of the brain, with the image being projected onto it from the eye.

The fact that the primary visual cortex contains purely raw data has implications for its role in consciousness. If
we consider the vase illusion, or binocular rivalry, in both of those cases the images being observed did not alter
with time — they were fixed images. Therefore, the raw data on the primary visual cortex would also not alter with
time. But over that period of time, the conscious experience of the subject would be altering — sometimes
consciously perceiving the vase, sometimes not consciously perceiving the vase. But if we compare brain images of
the two scenarios, the activity of the primary visual cortex would be unchanged. We can therefore deduce that
consciousness is not to be found in the primary visual cortex.

That is quite a conclusion! And I hope it gives you an impression of the power of Crick and Koch's idea.

Space, time, and consciousness

From this discussion of the techniques proposed by Francis Crick and Christof Koch, you might have gained the
impression that it will someday be possible to precisely locate the position of consciousness in the brain, as if
consciousness is produced by the action of a single neuron somewhere, or maybe by the action of a small network of
neurons. However, this is most certainly not the case. It is widely accepted that consciousness emerges through the
interactions of billions of neurons as information is passed across the brain. Indeed, Christof Koch makes this point
in his book Consciousness: "These are early days. We cannot yet pinpoint which regions of the brain underlie
consciousness. But this is barking up the wrong tree — we must resist the hypnotic appeal of hot spots in brain scans
with their naive phrenological interpretation: the perception of faces is computed over here, pain over there, and
consciousness just yonder. Consciousness does not arise from regions but from highly networked neurons
within and across regions."

Consciousness cannot be "localised" in the brain, which means it does not reside at one particular point.
Consciousness arises as information passes across the entire brain. And progress has been made in understanding
how that happens.

Firstly, in the previous section it was explained that the raw visual data held in the primary visual cortex does not
represent the final processed image which enters your conscious mind. As one example, the image must be "stitched
together" to remove the blind spot which is found on the retina at the point where the optic nerve leaves the retina.
As raw visual data is heavily-processed in this manner before it enters conscious awareness, it has even been said
that "You don't see with your eyes".

The raw visual data is processed as the data moves along streams from the back of the brain (primary visual



cortex) to the front of the brain (prefrontal cortex), as shown in the following diagram:

Remember the primary visual cortex can be thought of as a "cinema screen" on the back of the brain. For that
reason, Crick and Koch described the brain's visual system as if "the front of the brain is 'looking' at the sensory
systems, most of which are at the back of the brain", which I think is a very neat way of thinking about it. [11]

Two separate data streams for visual data have been identified, and these are shown on the previous diagram.
There is a dorsal pathway across the top of the cortex which considers the spatial locations of objects in the scene.
This is sometimes called the "where" pathway. And there is a ventral pathway along the bottom of the cortex for
identifying objects in the scene. This is sometimes called the "what" pathway.

A characteristic of consciousness is that millions of neurons tend to synchronise to form waves of activity which
reverberate across the brain. The reason for this synchronisation is not yet known, but it is possible to imagine that
the motion of these waves represents the emergence of consciousness over a brief period of time, the development of
an internal picture of the world.

Let us speculate on one hypothetical possibility of how that might happen …
Consider the brain's visual system trying to make sense of the items lying on my desk. There might be a pencil,

and a book, and a ruler on my desk. That scene would be observed by the eyes, and the data would be passed along
the optic nerve to the primary visual cortex. From there, that raw data would be passed through the higher-level
processing regions of the brain toward the prefrontal cortex. This flow of information represents bottom-up
processing, as the data passes from simple low-level processing to sophisticated high-level processing.

But this is not the first time that the brain has seen rulers and pencils. High-level processing regions have access
to long-term memory, and idealised models of what pencils and rulers look like. They would try to match the
received raw data with its internal models. If a match is found, the high-level processing might want to zoom-in
closer, to confirm that the object is actually a pencil or a ruler. A signal would then be sent back down from the
high-level region to the low-level region. High-level regions are also capable of making predictions based on
incomplete sensory information ("filling in the gaps" of an image), and would request confirmation from the sensory
regions that the interpretation was correct. These scenarios — in which high-level processing directs low-level
processing — are called top down processing.

And so a dialogue occurs between high-level regions of the brain and low-level regions of the brain as a internal
conscious model of the world emerges. Christof Koch has described this dialogue by saying "a reverberatory
feedback loop is established and can maintain itself".

As a result, a continuous oscillation occurs, a brain in constant surging activity. These waves of neuronal activity
are called brain waves. These brain waves oscillate across the brain at frequencies from 0.5 hertz to 150 hertz. The
waves are categorized into groups which are labelled by the Greek letters delta, theta, alpha, beta, and gamma.
Gamma waves in particular appear to represent a signature of consciousness:



But a deeper and more fundamental message about consciousness emerges from this discussion. And that is that
consciousness is a process, emerging over a period of time. Consciousness does not just appear in a flash, and then
disappear in a flash. No, just as consciousness cannot be localised at one point in space (no single neuron in the
brain), so consciousness cannot be localised at any one point in time (no single point in time).

This principle is described by Paul Nunez in his book The New Science of Consciousness: "Consciousness is not
an object occupying a fixed location or instant in time; rather it is an ongoing process distributed over both time
and space within the brain."

Perhaps we should not be surprised about this similarity in the behaviour of consciousness over time as well as
over space. As Einstein revealed, time should be considered as being a dimension — just like space. Space and time
are components of a four-dimensional spacetime. So consciousness is spread over time just as it is spread over space
(spread over the brain).

This fact that consciousness is a process spread across time will be one of the main conclusions of the second half
of this book.

For we have now come to the end of the first half of this book. The second half of this book has a different theme
and a different style.

Allow me to take you on an epic journey …
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THE LOGIC OF CONSCIOUSNESS
This chapter takes the form of an epic historical saga. It is the longest and most ambitious chapter I have ever

written.
It is a story of the golden ages of great civilisations and the achievements of their citizens. It is a story of personal

triumph and personal tragedy. In many ways, it represents the story of human knowledge, from the ancient Greeks to
the present day. It is also a journey through space as well as time, from the Parthenon of Athens to the research labs
of IBM in New York.

In this chapter, we will be using ancient knowledge — discovered over 2,000 years old — to develop a theory
related to consciousness. Using that theory, we will discover an incredibly simple rule to detect consciousness (or,
more accurately, the absence of consciousness) in a variety of objects.

So, let us begin our journey …

The start of our journey

Let us travel back in time 2,500 years to ancient Greece.
At that time, Greece was not a united country. Instead, it was divided into many self-governing city-states. The

reason for this was largely due to geography: many areas in Greece are cut-off from each other. Some regions are
separated by sea, and there are many islands, while many of the mainland regions are separated by mountain ranges.

The two most powerful city-states at that time were Athens and Sparta. The other city-states included Corinth,
Thebes, and Argos. The following map shows some of the Greek city-states:



The most populous of the city-states was Athens. The citizens of Athens were young, wealthy, and artistic. The
Athenians placed great emphasis on the importance of knowledge, believing that obtaining knowledge brought them
closer to the gods.

The contrast between Athens and Sparta was striking. While the Athenians placed their trust in knowledge, the
Spartans placed their trust in military might. At the age of seven, all Spartan boys were removed from their parents
and conscripted into military training. The study of poetry, music, art, and science was discouraged by the
militaristic regime.

If you have seen the recent action movie 300 you will know about the heroic final battle of three hundred Spartan
soldiers led by their king Leonidas against a Persian army of 100,000 men. The battle took place in 480 BC, with the
Spartans defending the narrow coastal pass of Thermopylae, with only 100 metres separating the sea on one side
from high mountains on the other side. In the narrow pass, the Persians could not capitalise on their numerical
advantage, and the Spartans were more skilled at the brutal, hand-to-hand fighting. The Spartans inflicted heavy
casualties on the Persians before being finally betrayed and encircled.



Spartans were unquestionably fearsome warriors, but if you gained the impression from the movie that the
Spartans were a noble tribe, fighting for justice, then nothing could be further from the truth. The Spartans were
cruel, brutal, and ruthless. Whenever the resources of Sparta ran low, the Spartans would simply invade a
neighbouring region, force its citizens into slavery, and steal their property and land.

And so it was that, in the 6th century BC, the Spartans turned their envious eyes to the riches of Athens.
Aware of the danger, and determined that Athens should not become another Spartan colony, the Athenian

aristocrat Cleisthenes proposed a radical solution. Cleisthenes proposed that every Athenian citizen should have an
equal say in political power. This was nothing less than a revolution, and the first time that such a system had been
proposed in world history.

The world would never be the same again.
The Athenians had invented democracy.

Classical Greece

The adoption of democracy unleashed the talents of the Athenian people. The citizens felt they had become
shareholders in their own country, and, as a result, they became determined to save it from the Spartan invasion.
Indeed, the huge Spartan three-pronged invasion was repelled, and the Athenians rejoiced in their new democratic
freedoms.

The introduction of democracy in Athens in 508 BC launched a Golden Age. The period from 500 BC to 300 BC
in Athens was one of the most remarkable eras in human history. There was an explosion of talent in literature,
architecture, sculpture, mathematics, and philosophy, the influence of which went around the world and is still being
felt today. This period from 500 BC to 300 BC is now known as Classical Greece, or the Classical Age.

Classical Greek culture formed the foundation for modern Western culture, and Classical Greece is commonly
known as the "cradle of Western civilisation". It has been suggested that the knowledge gained during the 200 years
of Classical Greece in art, mathematics, philosophy, and science is unmatched by any other period in human history
(except, perhaps, for the last 200 years — the 19th and 20th centuries). As an example of the influence of Classical
Greece on the modern world, sixty-five percent of the countries in the world today have adopted the Athenian
innovation of democracy.

At the centre of Athens, a forbidding citadel known as the Acropolis was built. The walls of the citadel were as
much as six metres thick, as shown in this 1882 engraving by the German artist Jacob von Falke which imagined the
Acropolis at the height of its glory:



The Acropolis was dominated by the building at its very top, the building which has now become the most
famous symbol of the glory of Classical Greece: the Parthenon. It has been said that the Parthenon is the symbol for
civilisation itself.

It has also been said that the Parthenon is the most beautiful building in the world. It is indeed beautiful and
graceful, with seemingly perfect balance and sense of proportion. But what is the underlying reason for the beauty of
the Parthenon? To understand that, we need to understand the huge advances in mathematics that were being made
in Classical Greece.

As an example of the progress in geometry, it was the Greek mathematician Euclid who discovered the
remarkable properties of the number which we now call the Golden Ratio. The Golden Ratio is a number which is
approximately equal to 1.6180. The ancient Greek mathematicians realised that this number has special properties,
and we can understand those properties if we consider a rectangle in which the ratio between the lengths of its larger
and smaller sides is equal to the Golden Ratio. Such a rectangle is called a Golden Rectangle, and an example of a
Golden Rectangle is shown in the following diagram:

To understand why a Golden Rectangle is special, we should consider cutting a square out of a Golden Rectangle.
Considering the measurements of the previous diagram, this would involve removing a square which had each of its
sides equal to a length of 1 unit:



As you can see on the right-hand side of the previous diagram, the effect of removing the square has been to leave
us with another Golden Rectangle. This time, though, you can see that the rectangle is smaller and is oriented
vertically.

And, of course, as we now have generated a second Golden Rectangle, we can again extract a square from that
new rectangle — and that will leave us with a third Golden Rectangle. And this process can continue to infinity,
generating an endless string of squares — as shown in the following diagram:

So there is clearly something special about the Golden Ratio — and a Golden Rectangle. And it is remarkable that
the mathematicians of Classical Greece were the first to recognise that specialness.

The shape of the Golden Rectangle was recognised by ancient Greek artists as possessing a particular balance and
sense of proportion which was pleasing to the eye. As a result, many aspects of the Parthenon design incorporate the
Golden Ratio, both in its façade and in the spacing of its columns. It has been suggested that this is the reason why
the Parthenon is often described as "the most beautiful building in the world".

The following image shows how the façade of the Parthenon is based on the Golden Rectangle: [12]



The Golden Ratio continues to be used by designers in the modern world, notably in the layout of webpages. And
the design of the Parthenon — especially its grand columns — has influenced the design of thousands of modern
public buildings such as town halls, museums, and art galleries (we will be returning to consider the psychological
appeal of the Golden Ratio later).

The logic of Aristotle

The citizens of Athens loved knowledge, and believed it brought them closer to the Gods. So, when Athens
entered its Golden Age in the 5th century BC, it is not surprising that it also brought a new wave of discovery.

A new breed of thinkers appeared, and those thinkers believed we could make sense of the world by
understanding the natural laws. Today, we call those thinkers the first philosophers. In his book Ancient Greece,
Thomas Martin considers the methods of those philosophers: "These thinkers were proposing a dramatic new way of
understanding reality. They were arguing that human beings could investigate and explain the ways in which the
universe works because the phenomena of nature were neither random nor arbitrary. This insistence that natural laws
governed how reality operated was a crucially significant development for later philosophical and scientific thought.
The thinkers who conceived this view believed it necessary to give reasons for their conclusions and to be able to
persuade others by arguments based on evidence. In other words, they believed in logic (a word derived from the
Greek term 'logos', meaning 'a reasoned explanation')."

The most famous Greek philosopher to emerge in the 5th century was Socrates. Socrates believed the way to
understand the universe was by asking questions of it. He would often get involved in heated discussions with his
fellow citizens of Athens, asking them questions and challenging their assumptions. Unfortunately, challenging the
conventions of the status quo is not without its dangers. When Socrates criticized the Athenian government and
leaders, he was charged with undermining the state. Socrates was found guilty, and was executed by being forced to
drink a cup of poisonous hemlock.

Socrates was a talker — not a writer — and he never wrote anything down. Fortunately, we have Socrates' pupil
Plato to thank for his written accounts of Socrates' thoughts. In 387 BC, Plato established his famous Academy in
Athens as a centre for learning. Plato's Academy has been called the first European university. However, the
Academy was not a college in the modern sense. Instead it was more of a centre for informal discussion about
philosophy — with Plato being the central figure. The sign above the entrance of the Academy said: "Let no one
ignorant of geometry enter here".

Plato is perhaps best know today for discovering the five regular symmetrical three-dimensional shapes known as
the Platonic solids (which were considered in my sixth book).

Plato's most brilliant pupil at the Academy was Aristotle, who lived from 384-322 BC and is considered to be the
father of modern Western philosophy. Aristotle's influence was vast, covering areas such as biology, botany,



physics, and psychology. The teachings of Aristotle continued to be considered as the state-of-the-art well into the
19th century, and his writings are still influential today.

The following image shows a small extract from Italian painter Raphael's fresco The School of Athens (which is
located in the Vatican). Raphael was one of the great artists of the Italian renaissance, a period from the 14th century
to the 17th century during which Italy enjoyed its own golden age. During the Italian renaissance, there was renewed
interest in the achievements of classical Greece, and the discoveries of the great Greek thinkers.

The School of Athens is considered to be Raphael's masterpiece. In this extract from the fresco, the two central
figures are Plato and Aristotle, with the older figure of Plato on the left and his pupil Aristotle on the right:

(Raphael substituted the likeness of Leonardo da Vinci for Plato).
Aristotle produced several works explaining the principles behind logical arguments. These are grouped into a

collection of six books known as the Organon, or "tool of thought". It was in the Organon that Aristotle founded the
field of logic.

According to Thomas Martin in his book Ancient Greece, Aristotle developed his sophisticated system of logic to
allow "precise argumentation": "Creating a careful system to identify the forms of valid arguments, Aristotle
established grounds for distinguishing a logically sound case from a merely persuasive one."

Aristotle's method of logic was based firstly on stating some initial assumptions, called premises. From those
initial premises, a step-by-step method of inference is then applied (logical reasoning) by which a conclusion is
eventually produced.

According to Aristotle, the basic unit of logic is the syllogism. A syllogism consists of three lines: two premises,
and one conclusion. Here is a famous example of one of Aristotle's syllogisms:

 
Socrates is a man.
All men are mortal.
Therefore, Socrates is mortal.
 
It is clear that it is easy to follow the reasoning of a syllogism. In fact, it may seem so obvious that it might be

wondered why we even need to bother with logic as an independent science at all. But the truth is that this method of
inference only seems obvious because we are participating in logical thinking in our own minds during every minute
of the day — and have done so since an early age. Something which comes so naturally to us is, of course, going to
appear obvious.

Logic — like mathematics — is timeless, so we might try creating a different example of logical inference, this
time referring to modern life:

 
The battery of my iPhone is running low.



If an iPhone is placed in its charger, its battery will be charged.
Therefore, I will place my iPhone in its charger.
 
It is clear that this sort of logical thinking is used in our thought processes throughout the day, from the time we

wake up to the time we go to bed — without realising we are using techniques first described by Aristotle over two
thousand years ago.

We might also think of our thought processes as being unconstrained, without being subject to any rules or laws.
Indeed, this seems to be the basis of the current emphasis on our apparent free will. But from this discussion on
logic, it is clear that there are rules and laws which govern our thoughts throughout the day — the rules of logical
inference — but we are just not aware that we are applying those rules.

As an example, you would be unlikely to think:
 
The battery of my iPhone is running low.
If an iPhone is placed in its charger, its battery will be charged.
Therefore, I will throw my iPhone in the river.
 
In this case, the conclusion of the inference process does not follow logically from the premises. Yes, you could

think illogically like that, but you would not get very far in life — and you would find it very expensive
continuously throwing your iPhone in the river. Indeed, if you persisted in thinking illogically — and thereby acting
illogically — at every occasion, you would probably not live very long: you would quickly find yourself under the
wheels of a passing bus, or with your head in the mouth of a lion.

This makes it clear that the ability for logical thinking would evolve as an evolutionary necessity in the brain. You
are unable to think logically? Then you won't survive for long.

On a Wichita State University website, I found an article by Alayna Cobb on the geometry of Euclid which
bemoaned the lack of geometry teaching in school: "I have noticed that in many high schools today, very little
geometry is taught, if any at all. This disturbs me because math teaches logic. Geometry is like a big puzzle. You
find the pieces, and put them where they go. Geometry also teaches understanding. How do you know if something
is true or right? You don't until you prove it. Not only do you need logic for geometry class, you also need logic to
survive in the world." [13]

I have emphasised the phrase "You also need logic to survive in the world". This could be taken as a reference to
the evolutionary advantage — the necessity — for logical thinking. Fortunately, I would reassure Alayna Cobb that
surely basic logical thinking does not need to be taught — it is an evolutionary necessity, and, as we shall soon see,
for that reason it appears to be hard-wired into our brains.

Put simply, if you want to do anything useful, you need to use logic. Our conscious mind is ruled by logic.
So, although we might perceive our thought processes to be a free series of independent thoughts, unrestricted by

any rules or laws, the reality is very different. Our stream-of-consciousness is not composed of a succession of
random, unconnected thoughts. No, our stream-of-consciousness is actually a string of logically-connected thoughts.

If we want to detect consciousness, then, it appears we only need to detect the presence of logical thinking. This is
a valuable insight which will play a central role in this long chapter.

The vanishing middle term

Aristotle's work on logic was regarded as definitive for over two thousand years. Let us now consider a
characteristic feature of Aristotle's syllogisms.

Let us remind ourselves of the syllogism which is most often presented as an example of Aristotle's logic:
 
Socrates is a man.
All men are mortal.
Therefore, Socrates is mortal.
 
In any logical expression such as this, we can identify the terms. The terms are the objects in the expression,

which in this example would be "Socrates", "man", and "mortal". A feature of this type of syllogism is that there is
always a term which appears in the first two lines — both premises — but which does not appear in the conclusion.
This is called the middle term. In this example, we can see that the middle term is the "man". You can see that the
"man" term (or "men") appears in the first two lines, but does not appear in the conclusion.



What are the implications of this "vanishing middle term"?
Well, to understand the implications, we see that in a logical syllogism, we always start with a number of terms

and premises. Then — as we have seen — we always lose a middle term (or maybe multiple terms) as we arrive at a
single conclusion. So we have multiple lines of input which are reduced in number to produce a single line of
output.

This type of process is therefore known as a MISO process (multiple input, single output). Here is Aristotle's
logical inference process drawn as a MISO process:

As shown on the previous diagram, any MISO process such as this has two side effects. Firstly, "something is
lost" — and we have just seen that the middle term of a syllogism is lost. Secondly, the process becomes
irreversible.

It is easy to see why a process should become irreversible when "something is lost". Imagine you are standing in a
garden, and you have four apples in your basket. You decide to throw three of your four apples over a wall, leaving
just one apple in your basket. Your act of throwing the apples then might be interpreted as a MISO process as you
initially had multiple apples, but the end result of the process was just a single apple:

And because three apples have been lost in this process — and are now inaccessible on the other side of the wall
— the process is irreversible as you are unable to return to the previous situation when you had four apples in your
basket. [14]

As we shall now see, the syllogisms of Aristotle — and examples of logical inference in general — are indeed
irreversible. This irreversibility of logical inference has been described by Prof. Simon Colton of Imperial College,
London. [15]

Simon Colton, once again, examined the famous syllogism involving the mortality of Socrates:
 
Socrates is a man.
All men are mortal.
Therefore, Socrates is mortal.
 



Simon Colton then states the following: "We see that we have deduced the fact that Socrates is mortal from the
two true facts that all men are mortal and Socrates was a man. So, because we know that the rule about men being
mortal and the classification of Socrates as a man are true, we can infer with certainty that Socrates is going to die
— which, of course, he did. Of course, it doesn't make sense to go backwards as we would deduce that Socrates
being mortal implies that he was a man and that all men are mortal!"

You can see that Simon Colton has stepped backwards through the syllogism and shown that it makes no sense
when considered in the backwards direction. Here is the syllogism written backwards:

 
Socrates is mortal.
Therefore, all men are mortal,
And Socrates is a man.
 
Indeed, this makes no sense at all. If all you know is the conclusion of the syllogism — that "Socrates is mortal"

— then you cannot work your way backward to regenerate the premises. For example, if all you know is that
"Socrates is mortal", you cannot tell whether or not Socrates is a man or a woman (no, you are not allowed to
assume the gender of Socrates just from his name). A logical syllogism — and the logical inference process in
general — is irreversible.

We shall be encountering more examples of MISO processes later in this chapter. But we now have to leave
classical Athens, and travel forward in time where we will find another empire enjoying its Golden Age …

The Victorian era

Just as Athens enjoyed a golden period in its history in the 5th century BC, so Britain enjoyed its Golden Age in
the Victorian era of the 19th century. This was a period of great national confidence and achievement. It was also a
period of relative peace and prosperity.

The Industrial Revolution — which began in Britain — had established Britain as the world's leading commercial
nation. Just as in classical Athens, the Victorians valued knowledge and science. The spirit of the age was
epitomised by the engineer Isambard Kingdom Brunel who changed the face of Britain with his extensive network
of railways and bridges, many of which are still in use today.

Here is a photograph of Isambard Kingdom Brunel standing by the chains of his steamship the SS Great Eastern,
which was the largest ship in the world at that time:



Every great civilisation has its defining monument. For classical Greece, it was the Parthenon, the "most beautiful
building ever built". But what was Victorian England's equivalent of the beautiful Parthenon?

Well, it was surely the sewage system of London. The population of London had doubled in fifty years, but its
infrastructure had not kept pace. The Thames was an open sewer, and cholera was rife. After the so-called "Great
Stink" of 1858, it was none other than Michael Faraday who decided to spring into action.

Michael Faraday is now known as one of the greatest experimental physicists of all time, but it was to be one of
Faraday's lesser-known experiments which revealed the scale of the sewage problem. Faraday dropped pieces of
white paper into the Thames to "test the degree of opacity". Faraday was disgusted at what he found, and he wrote a
letter to the Times newspaper demanding that something had to be done to improve the dire situation.

The engineer Joseph Bazalgette was placed in charge of designing and building a new sewage system for London.
The final system was the greatest engineering construction of its time, featuring 82 miles of sewers which were the
size of boulevards, eleven feet tall. The infrastructure was put in place for London to become the first modern
metropolis. Bazalgette's sewers still form the core of the sewage system of modern London.

But I wasn't joking when I said we should compare Bazalgette's system with the beautiful Parthenon of classical
Athens. The following photograph shows the interior of Bazalgette's astonishing sewage pumping station at
Crossness, the centre of which is known as the Octagon. It has been described as a "Victorian cathedral of
ironwork", and it is currently open for public visits.

It was truly the Parthenon of its age:



What lessons should we learn from these "Golden Ages" of human civilisations, and the great achievements of
their citizens? Surely the message is that individual achievements should not be considered in isolation, but are,
instead, inspired by the surrounding environment and the general spirit of the age. Just as in Plato's Academy,
scientists and engineers talk and collaborate, and there emerges a "collective consciousness" with the whole being
greater than the sum of the parts.

Perhaps that is a topic which should be considered in a later book. But for now, let us return to Victorian
England …

The laws of thought

George Boole was born in Lincoln, England in 1815. The son of a shoemaker, he received little formal education.
He was almost entirely self-taught in mathematics, a subject at which he was to excel.

Boole started teaching mathematics at the age of sixteen in order to support his family, and he opened his own
school in Lincoln at the age of just twenty. Boole started writing his own original papers on mathematics, and in
1844 he was awarded the British Royal Society's gold medal for one of his papers. However, it was when Boole
turned his attention to logic that he made his greatest impact on the world.

It is fitting (and maybe predictable) that Boole emerged in another "Golden Age", because Boole might well be
considered as being the natural heir to Aristotle.

Here is a drawing of George Boole:



Before Boole had his breakthrough, logic had always been expressed only in words. As an example:
 
If the kettle is plugged in,
and the button on the kettle is pressed,
then the water will boil.
 
We have already seen that this type of logic was proposed by Aristotle more than 2,000 years earlier. Boole

admired Aristotle's writings on logic. However, Boole was less impressed by the idea of writing logical statements
in conversational English. A logical statement written in an imprecise language such as English is always going to
be prone to misinterpretation.

As a result, Boole believed logic should be a part of mathematics (up to that point, logic had been considered to
be part of philosophy). By bringing logic under the remit of rigorous mathematics — and replacing words with
mathematical symbols — the meaning of logic would then become precise and unambiguous.

But how could logical statements written in English be processed mathematically? That was Boole's challenge.
To understand Boole's solution, we need to realise that logical statements (or propositions) can take one of only

two values: either "true" or "false". For example, in the previous example of boiling the kettle, we have two
propositions. The first proposition is:

 
The kettle is plugged in.
 
This statement can be either true or false: the kettle might be plugged in (in which case, the statement is true) or

the kettle might not be plugged in (in which case, the statement is false).
The second proposition is:
 
The button on the kettle is pressed.
 
Again, this proposition can be either true or false: the button on the kettle might be pressed (in which case, the

statement is true), or the button on the kettle might not be pressed (in which case, the statement is false).
So, if we want to convert logic to mathematics, we have a series of statements which can take only one of two

values: either true or false. A mathematical system of logic should then be based around variables which can take
only two possible values. In making the conversion to a mathematical system, Boole substituted the value "true"
with the number 1, and substituted the value "false" with the number 0. This then allowed mathematical operations
to be performed on logical statements.

We might first try applying conventional arithmetic to these new values. For example, we might try combining
two values using conventional addition. In that case, let us imagine the kettle is plugged in (the statement has the
value "1" because the statement is true), and the button on the kettle is pressed (this second statement also has the



value "1" because the statement is true). In that case, when we add the values we get the answer 2. But that answer
is no good in our system of mathematical logic, because we only have two possible values in our system: 0 or
1. Therefore, we cannot allow the value 2 as an answer.

So Boole had to find a new method of combining values in his method of mathematical logic, a method which
could only ever give the answer 0 or 1 (representing true or false). The method Boole developed is now called
Boolean logic or Boolean algebra.

Boolean logic was covered in detail in my previous book on quantum computing, but here is a brief description of
just one of the possible Boolean operations.

The Boolean operation we will consider is known as the AND operation. The AND operator considers two
Boolean input values — which we will call A and B — and only gives an output of 1 if both A and B are equal to 1.
So we can capture the functionality of the AND operator in the following truth table:

You can see that a truth table is divided into a left-hand side and a right-hand side. On the left-hand side, all the
possible combinations of inputs are listed, while the right-hand side lists the output which will be produced by the
operator when it receives those inputs. For the AND operator, you can see that the output is 1 only if inputs A and B
are both equal to 1 (the output is zero otherwise).

You can see that the output of the AND operator is only ever equal to 0 or 1 — it can never be any other value
such as 2. So, by discovering the Boolean operators such as the AND operator, George Boole had satisfied the
requirement of Boolean algebra that only the values 0 or 1 could ever appear within the system.

But what George Boole could never have anticipated was the role that his Boolean logic would play in modern
digital computers. Digital computers are based on binary arithmetic, using data bits which can only take the values
of 0 or 1. Therefore, Boolean algebra was perfect for processing these binary values. When digital computers were
invented, George Boole's system was seamlessly integrated. As a result, Boolean logic now forms the basis of
today's digital computers.

In a digital computer, Boolean logic operations are implemented via Boolean logic gates. These take the form of
miniaturised transistor circuits which perform the particular logical operation. Here is the symbol for the AND gate
which performs the AND operation which was shown in the previous truth table:

Other Boolean logic gates include the OR gate, which gives an output of 1 if either A or B is equal to 1. Here is
the symbol for the OR gate:



Have you ever wondered what goes on inside an electronic integrated circuit (silicon chip)? Well, some integrated
circuits — such as microprocessors — can be extremely complicated, it is true. But other integrated circuits merely
implement Boolean logic gates, and these type of chips are extremely common in electronics.

As an example, the following diagram shows how the logic gates are arranged inside a particular integrated
circuit. The integrated circuit shown is a very common logic chip called the 7432, which is one of the popular and
widespread 7400 series of integrated circuits which have been used to build computers for decades. You can see it
has a total of 14 pins (legs), and the schematic diagram shows that it contains a total of four logical OR gates. You
can see how the inputs and outputs of the OR gates are connected to individual pins (with two pins being reserved
for the power supply to the chip):

So maybe digital electronics is not as complicated as you might imagine.
But, through all this talk of electronics, we must be careful not to forget that at the heart of all this high-

technology lies logic. It is the logic of George Boole, which Boole based on the logic of Aristotle. Yes, the
underlying principles of that 7432 integrated circuit are based on the writings of Aristotle 2,500 years ago.

So let us now try to explicitly connect the functioning of Boolean logic gates with the logic of Aristotle.
Remember the previous example of Aristotelian logic which involved the boiling of a kettle. If you remember,

there were two propositions. The first proposition was:
 
The kettle is plugged in.
 
And the second proposition was:
 
The button on the kettle is pressed.
 
Either of these two propositions can be either true or false (it might be true that the kettle is plugged in, or it might

be false). Hence, making the transition to Boolean logic, we can assign the value 0 or 1 to both of these propositions,
and they can then be used as inputs to a Boolean AND gate:

As you can see in the previous diagram, the AND gate then performs the correct logical inference. Because both
of its inputs are equal to 1, the output of the AND gate will then also be equal to 1 (the standard behaviour of an
AND gate). If we then associate the output of the AND gate with the final proposition "The kettle will boil" then we



can see that the AND gate is stating that the proposition is true (its output value is 1). Yes, the AND gate has
correctly concluded, the kettle will boil.

The AND gate has therefore performed the correct logical inference. In other words, the AND gate has come to
the same logical conclusion as a human. It might therefore be said that the AND gate has followed the same
"thought process" as a human, given the initial premises.

This represents the simplest form of "thinking", and reveals how an electronic digital device can "think" like a
human who is trying to make a cup of tea.

George Boole presented his new algebra in 1854 in a book entitled The Laws of Thought. The title of the book
now seems almost provocative. We like to imagine our thought processes as being free and unconstrained, but the
title of Boole's book suggested that there are rules and laws which constrain our thoughts.

And those rules are the laws of logic.
So when people compare human brains with computers, and say that they are not the same because one is based

on analogue hardware, and one is based on digital hardware, the wrong comparison is being made — too much
emphasis is being placed on the hardware. The particular hardware is irrelevant. At a deeper level, both of these
forms of "thought process" have logic at their base. It is logic which provides the commonality of operation. Brains
and computers are both basically doing the same thing: processing logic.

So far we have only considered the functioning of logic in computer hardware. But now let us move to consider
the functioning of logic in the hardware of the brain.

Because things are about to get very interesting.
We are about to enter the 20th century …

The wild-bearded poet

As our tale enters the 20th century, our attention turns to another country about to enter its own Golden Age. This
was the century in which America emerged as a superpower, the most influential and powerful country in history. It
was in the 20th century that America also became the world's leading centre of scientific research, taking the crown
from the Old World centres of Britain and Germany (a process which was hastened by the exodus of Jewish
scientists escaping Nazi Germany for America).

 
Warren McCulloch was born at the start of the 20th century in Orange, New Jersey. The McCulloch family was



wealthy, and upper middle class. Warren was educated at a private school, and revealed himself to have "an eager
and inquiring mind that went way beyond his assigned studies". McCulloch was described as having an insatiable
curiosity.

When McCulloch was a student in Pennsylvania in 1917, one of his teachers asked him what his ambitions were
in life. McCulloch said his aim in life was to be able to answer the following question, and gave a famous, poetic
quote: "What is a number, that a man may know it, and a man, that he may know a number?"

As far as McCulloch was concerned, the first part of the question had been satisfactorily answered by
mathematicians: "What is a number, that a man may know it?" McCulloch said that his goal in life was to answer the
second part of the question: "What is a man, that he may know a number?" In other words, McCulloch wanted to
know how a brain worked.

McCulloch started his career as an undergraduate at Yale in 1918, studying philosophy and psychology. For his
undergraduate thesis, McCulloch chose to consider the psychological appeal of the Golden Ratio and the Golden
Rectangle, which was considered earlier in this chapter. This was a particularly hot topic during the 1920s in
America because of the rise of a new subject: the psychology of advertising. McCulloch decided to determine
whether or not it was true that consumers might have an aesthetic preference for the Golden Rectangle design.

For his experiment, McCulloch presented various images — some based on the Golden Rectangle design, some
not — to twenty-four of his fellow Yale students. After evaluating the results, McCulloch concluded that it was,
indeed, true that designs based on the Golden Ratio would be preferred by consumers.

Following his Golden Ratio experiment, McCulloch was impressed by this example of geometry and mathematics
for revealing truths about the mind. McCulloch found himself increasingly convinced that only a multi-disciplinary
approach would be capable of unlocking the secrets of the mind.

McCulloch's approach required the incorporation of ideas from neuroscience, physics, mathematics, engineering,
and philosophy. However, following such a multi-disciplinary approach is not easy in academia. Academia tends to
require specialisation in a single discipline, be it physics, or mathematics, or biology, or any other science. There is
also tremendous pressure to publish papers regularly — leaving little time to obtain a wider range of knowledge
about unrelated disciplines. As a result, an academic researcher's knowledge about a subject can sometimes be rather
narrow, with a lack of awareness of other research fields. However, to gain a true understanding of the brain — and
consciousness — requires a true multi-disciplinary approach and a broad range of knowledge over many different
scientific fields. [16]

Due to his belief in a multi-disciplinary approach, McCulloch's work often ran counter to academic conventions,
and the boundaries of individual disciplines. Because of this, when Tara Abraham wrote a biography of Warren
McCulloch, she chose to call her book Rebel Genius — which seems a fitting term to describe McCulloch.

The rebellious nature of McCulloch was also described in a Nautilus article by Amanda Gefter in which
McCulloch is described as a "confident, gray-eyed, wild-bearded, chain-smoking philosopher-poet who lived on
whiskey and ice cream and never went to bed before 4 a.m."

What a man!
Here is a photograph of Warren McCulloch taken in 1967:



McCulloch started reading the Principia Mathematica, the monumental work written by the mathematical
logicians Bertrand Russell and Alfred Whitehead. As stated in Rebel Genius, Russell believed that "the laws of logic
are the laws of thought". This had a great influence on McCulloch. According to Stanislas Dehaene in his book The
Number Sense, McCulloch started to hold a strong personal conviction that the brain should be considered as being a
"logical machine".

However, as Tara Abraham states in Rebel Genius: "McCulloch's interest in the logic of the nervous system
would not become explicit until the early 1940s".

That was because, in the 1940s, McCulloch met the perfect collaborator, a man with whom McCulloch would
present a new theory of how the hardware of the brain processes logic …

The unhappy childhood of Walter Pitts

Walter Pitts was born in Detroit in 1923. He had a tough upbringing, surrounded by poverty, and with a boiler-
maker father who was not afraid of dishing-out physical punishment to his young son. Walter was also regularly
bullied by boys in the neighbourhood. But on one occasion in 1935, when Walter was being chased by the boys
through the streets, he sought sanctuary by making a sharp turn into a local library — and, at that point, his life
changed forever.

Walter hid in the library until it closed for the night. When he emerged from his hiding place later that evening, he
had nothing else to do but read the books. Walter discovered the three-volume Principia Mathematica written by
Bertrand Russell and Alfred Whitehead (it has just been mentioned that this was a book which Warren McCulloch



also read). The Principia Mathematica is a huge and impenetrable work on mathematical logic (it was described in
my fourth book). This did not deter Walter, who stayed in the library for three days and read each volume in its
entirety.

It is easy to understand why Walter wanted to immerse himself in the world of mathematics. Surely the logic and
rationality of mathematics represented an escape from the chaos of his traumatic reality.

Walter discovered he had a talent for mathematics, and he wrote to Bertrand Russell to inform him that he
believed he had found a few mistakes in the Principia Mathematica. Remarkably, not only did Russell reply, but he
invited Walter — at just twelve years of age — to come and visit him in Cambridge University. Walter was too
young to travel, but three years later, when Bertrand Russell came to visit the University of Chicago, Walter ran
away from home hoping to meet Russell.

Walter Pitts never went home again.

The McCulloch-Pitts artificial neuron

In Chicago, Walter managed to sneak into one of Russell's lectures, and finally managed to meet his idol. Even
though Pitts was not registered as a student, he started attending lectures. And so it was that young Walter Pitts was
introduced to the wild-bearded Warren McCulloch.

Here is a photograph of Walter Pitts taken in 1950:

McCulloch instantly recognised that he had shared interests with Pitts, and the two became collaborators.
McCulloch was convinced that the brain could be modelled as a logical machine. Pitts, with his background in logic



and mathematics, developed a similar conviction.
McCulloch's multi-disciplinary approach meant that he was aware of the structure of neurons. As can be seen in

the following diagram, a neuron is composed of a cell body with an internal nucleus. Many branches come out of the
cell body, and these are called dendrites. These branches receive input signals from previous neurons in the network.
There may be in the region of a hundred dendrites on a single neuron. There is a single long output branch from the
neuron, and this is called the axon. The signal along the axon is always in one direction — away from the cell body:

The neuron receives multiple input signals on its dendrites. These input signals take the form of electrically-
charged particles. If these input signals result in raising the internal electric charge of the neuron sufficiently, then
the neuron is said to "fire", which means that an electrically-charged pulse (an action potential) is sent down the
neuron's axon to the next neuron in the network.

Axon terminals at the end of the axon connect to the dendrites of the next neurons in the network. However, it is
not a direct physical connection: there is a narrow gap between the axon terminal and the dendrite of the next
neuron, and this gap is called a synapse. As one synapse represents the connection between a neuron and the next
neuron in the network, we might consider each synapse as representing an input to a neuron. Crucially, therefore,
neurons have multiple logical inputs — each of which can be either 0 or 1 — but only one logical output (a single
value, either 0 or 1).

McCulloch was also aware of the "all-or-none" principle which meant that a neuron would only fire when the
total value of that neuron's inputs exceeded a certain value. This meant that a neuron behaved like a Boolean logic
gate, with only two possible outputs: 1 (when the neuron was firing), or 0 (when the neuron was not firing).

The science writer Amanda Gefter has written a superb article about Pitts and McCulloch for the Nautilus
website.[17] In that article, McCulloch's insight was described: "Neurons seemed to work like logic gates, taking in
multiple inputs and producing a single output. By varying a neuron's firing threshold, it could be made to perform
AND, OR, and NOT functions."

Walter Pitts immediately understood McCulloch's idea, and together they worked to create a model of a neuron
which worked in a similar fashion to a logic gate. Tara Abraham describes the theory of the neuron which was
developed by McCulloch and Pitts as: "a theory that transcended the divides between science, philosophy, and
experimental medicine. McCulloch and Pitts were not interested in the mechanism of transmission of the nerve
impulse but rather in the relation between stimulus and response, which they ultimately translated into a logical
relation."

The following diagram shows the design of the McCulloch-Pitts neuron model. The model represented the first
artificial neuron.

In the model, there are multiple inputs, with each input representing a dendrite of the neuron. Each input has a
value which, in the case of this simple model, can only take one of the binary values: 0 or 1. Each input is then
multiplied by a weight, as shown on the following diagram:



The total of all the inputs is then summed internally by the artificial neuron, and a thresholding function is
applied. The thresholding represents the implementation of the "all-or-none" principle in actual neurons: the
artificial neuron will only fire if the total value of its weighted inputs is greater than some threshold value. The
output of the artificial neuron then becomes the equivalent of the single axon output of an actual neuron. Because of
the thresholding function, the output of the artificial neuron can only be 0 or 1, and that output value then becomes
one of the input values of the next neuron in the network. In this way, highly complex networks of artificial neurons
can be constructed.

In her book Rebel Genius, Tara Abraham considers the goal of McCulloch and Pitts: "McCulloch and Pitts's goal
was to represent the functional relationships between neurons in terms of Boolean logic: to embody reasoning in
the physiology of the brain."

That phrase "to embody reasoning in the physiology of the brain" means that logic is hard-wired into the
structure of our brains. It might be imagined that neurons have the structure that they have — with multiple inputs
and a single output — simply because of a vague notion that the design allows for a large number of connections.
But, no, that is not the reason for the specific design of neurons. Neurons are designed specifically to perform
logical operations. As a result, neurons have multiple inputs and a single output, just as Aristotle's logic had multiple
input premises and a single conclusion, or a Boolean logic gate has multiple inputs and a single output. Neurons
have the structure they have because they are the living embodiment of Aristotle's logic (or, its more modern
equivalent, Boolean logic).

Logic is hard-wired into the structure of our brains. Logic is so fundamental to our thought processes that the
structure of logic defines the structure of every neuron in our brain, which is why neurons resemble Boolean logic
gates.

Unfortunately, Walter Pitts' story did not have a happy end. He sank into depression, and began drinking heavily
— he had never recovered from his traumatic childhood experiences. He burnt his unpublished doctoral dissertation,
and all of his private documents and papers. Amanda Gefter described this self-destructive act as "priceless
information reduced to entropy and ash".

It has been said that Walter Pitts spent the last years of his life trying to erase his very existence. However, that
did not happen, as the influence of Walter Pitts lives on. That is because today we are surrounded by the descendants
of the McCulloch-Pitts artificial neurons. Their design represented the first form of neural network. Neural networks
now form the foundation for the current revolution in artificial intelligence (see my previous book on consciousness
for more details). So the work of the wild-bearded poet Warren McCulloch and the tragic genius of Walter Pitts
lives on in the artificial intelligence which lies at the heart of much of our modern technology.

Thermodynamics and the brain



At this point in our historical saga, we need to take a slight detour from our story of the history of logic. Before
we can proceed further, the science of thermodynamics needs to be introduced. Thermodynamics is going to be a
central theme of the rest of this book. This might seem like a slightly puzzling detour, but I can assure you that we
shall soon see the close connection between thermodynamics and our logical thought processes.

Thermodynamics is the science of heat ("thermo") and motion ("dynamics"). The science of thermodynamics was
developed in the 19th century in order to obtain a better understanding of the workings of steam engines. However,
in the 20th century it was realised that thermodynamics is relevant to a much wider range of applications. Indeed,
Stephen Hawking's most famous work was related to the thermodynamics of black holes.

So why does thermodynamics have such a wide range of applications?
Well, first let us consider the traditional model of physics. Physics can be used for making accurate predictions

about the behaviour of particles and forces. In the classical physics of Newton, for example, we might consider a
single object, such as a billiard ball. We might have precise information about the position and motion of that single
ball. If that ball is then struck by a second moving ball, we can use the physics of Newton to accurately calculate the
velocities of both balls after the collision. It is all very precise.

But what if we do not have complete information about the balls? For example, what happens if we have a large
sack full of billiard balls, and we start shaking the sack. The balls start moving and colliding in a random fashion.
We do not possess accurate information about the positions or velocities of any of the individual balls. Does that
mean we can no longer use physics to describe the motions of the balls? Can we no longer use Newton's laws of
physics to describe the balls? Do the laws of physics no longer apply?

No, of course the laws of physics still apply, but instead of using Newton's laws of classical mechanics, we now
have to use statistical mechanics. Statistical mechanics describes the aggregate behaviour of a very large number of
individual particles. We can use statistical mechanics to consider the aggregate behaviour of all the balls in the
sack. For example, we might calculate the average velocity of all the balls in the sack.

When it is used to analyse the motion of atoms and molecules, statistical mechanics gives rise to thermodynamics.
To see how that happens, let us replace the random motions of billiard balls with the random motions of trillions of
atoms (or molecules) of gas in a sealed container. Those atoms will be moving and colliding randomly — just like
the billiard balls in the sack. As a result, we clearly cannot possess accurate information about the motion of any of
the individual atoms. However, that random motion of the atoms will result in heat (heat is the random motion of
atoms or molecules), and we can measure the temperature of the gas. Even though we do not possess information
about the motion of any of the individual atoms, we can still characterise the overall motion of the all the atoms by
using an aggregate measure: the temperature of the gas.

And that is the basis of thermodynamics. Even if we do not have complete information about all the individual
elements of a system, we can still generate aggregate measures and then use the laws of thermodynamics to describe
the behaviour of the system.

And that is why thermodynamics is a branch of physics which is so well-suited for describing the behaviour of the
brain. The brain is composed of approximately 86 billion neurons. At any particular moment, we do not possess
complete information about the behaviour of the individual neurons — just as we do not possess information about
the behaviour of individual atoms in a gas. However, we can still use aggregate measures and the laws of
thermodynamics to describe the total behaviour of all the neurons in the brain.

The science which considers the thermodynamics of the brain is still in its relative infancy.[18] However, the
remainder of this book will be concentrated on considering the thermodynamic behaviour of the brain, and the
relationship to the logical behaviour of neurons.

But, first, let us consider the most famous thought experiment in thermodynamics.

Maxwell's Demon revisited

The thought experiment which is now known as Maxwell's Demon was devised by the great Scottish physicist
James Clerk Maxwell in 1867 (another product of the Victorian golden age). The details of the thought experiment
were described in the first chapter of my previous book on consciousness, but the experiment will be described again
here because this time we will be taking the experiment further, to reveal new insights and new implications for
information processing.

The experiment considers a gremlin-type character (known as the "demon") who operates a trap door which
separates two compartments. The two compartments are both filled with the same gas, which is initially at the same
temperature in both compartments.



The demon has superpowers, which include incredibly good eyesight which allows him to see each individual gas
molecule, incredibly high information processing power in his brain which allows him to calculate the speed and
trajectory of each gas molecule, and incredibly quick reflexes which allows him to quickly open the trap door to
allow selected individual molecules to pass between the two compartments.

The following diagram shows the demon in action. You can see him opening the trap door to allow a fast-moving
gas molecule to pass from the right-hand compartment to the left-hand compartment:

Let us imagine the demon continues with this strategy, allowing faster-moving molecules to pass to the left-hand
compartment, and allowing slower-moving molecules to pass to the right-hand compartment. Over time, this will
result in the gas in the left-hand compartment becoming warmer, and the gas in the right-hand compartment
becoming cooler (because heat is nothing more than the motion of molecules).

As a result of his actions, we can say that the demon is lowering the entropy of the system. We can consider the
entropy of a system as being the amount of disorder or randomness in that system. Initially, the gas was equally
divided between the two compartments, with both compartments being at the same temperature. There is no
organization to this situation: the molecules have not been ordered in any way, they have been distributed randomly
between the two compartments. We therefore say that this is a situation of high entropy. In that situation, the entire
system can be completely described by just one piece of information: the temperature of the entire body of gas. So
high entropy is connected with low information content.

But when the demon performs his sorting operation — ordering the molecules according to speed, and assigning
them to separate compartments on that basis — the demon is organizing the system. He is introducing a structure to
the arrangement of the gas molecules. We would therefore say that the demon is lowering the entropy of the system.

The organized system then contains two pieces of information: the temperature of the left-hand compartment, and
the different temperature of the right-hand compartment. Hence, the information content has increased as the
entropy has decreased.

To recap our findings:
 
High entropy is connected with low information.
Low entropy is connected with high information.
 
In other words, there is an inverse relationship between information and entropy. [19]
As another example of the relationship between information and entropy, let us return to consider the actions of

the tragic Walter Pitts as he burnt his doctoral dissertation and research notes. As Amanda Gefter described earlier in
this chapter, this act represented "priceless information reduced to entropy and ash". That is perhaps the clearest
example of how a reduction in information (the loss of his papers) leads to an increase in entropy (the random and



featureless ash).
However, the action of the demon introduces a mystery. This result of the demon's actions appears to be in

conflict with the second law of thermodynamics, one of the cornerstone laws of physics. The second law of
thermodynamics states that heat will always tend to move from a warmer region to a cooler region, thus eventually
equalising the temperatures. The entire compartment would then eventually be at the same temperature. We have
just seen that this single-temperature gas represents a situation with maximum entropy. So the second law states that
the entropy of a system will always increase (a system will always tend to become more disordered).

But if the demon is lowering the entropy by organizing the gas molecules, then that would appear to contravene
the unbreakable second law of thermodynamics.

So, what is going on?
A solution was urgently required …

The solution of Leo Szilard

The mystery of the apparent breaking of the second law of thermodynamics in the Maxwell's Demon thought
experiment remained a mystery for several decades after James Clerk Maxwell first proposed the experiment.
However, in 1929, an apparent solution was found by the physicist Leo Szilard.

We met Leo Szilard in my eighth book which explained how to make an atomic bomb. Szilard played a central
role in the story of the bomb development. He was the first person to conceive of the nuclear chain reaction, and he
persuaded Einstein to write his letter to President Roosevelt urging the United States to start its own nuclear
program.

But Szilard was not only a physicist — he was also an entrepreneur who knew a business opportunity when he
saw one. In one of the more bizarre episodes in the history of physics, between 1926 and 1930, Leo Szilard
persuaded his friend Albert Einstein to work with him to develop a new type of refrigerator. We should remember
that Einstein was at the peak of his fame and powers at the time. Presumably Einstein saw building a new fridge as a
logical next step after developing the equations of general relativity. Or maybe it speaks volumes about the
persuasive abilities of Leo Szilard. Whatever his motivation, it represented an opportunity for Einstein to use the
technical knowledge he had gained during his time as a humble patent clerk.

The "Einstein refrigerator" was patented in 1930, but it was never put into commercial production.
Here is a photograph of Leo Szilard:

It was during this period that Szilard was working with Einstein on the refrigerator that Szilard thought he would
attempt to find a solution to the mystery of Maxwell's Demon. After all, the operation of a refrigerator is based on
thermodynamics, and Maxwell's Demon was a thought experiment about thermodynamics, so Szilard's fridge skills
would have been directly transferable.

If you remember, the mystery of Maxwell's Demon is how can the demon manage to lower the entropy of the gas



— seemingly in contravention of the second law of thermodynamics. Szilard realised that the solution was to not
only consider the change in entropy of the gas, but to consider the change in entropy of the entire system —
including the demon. But where was this increase in the entropy of the demon coming from?

If we consider the idealized version of the thought experiment, in which the trap door is completely frictionless,
then the only possible source of the increased entropy of the demon would be from the measurements and
calculations in the demon's mind. Remember, the demon is having to perform a truly superhuman mental feat,
calculating the velocities of every single individual molecule of gas. Szilard realised that the increased entropy
generated by the superhuman mental processes of the demon could hold the key to the mystery.

For every molecule of gas, Szilard realized that the demon had to make a binary decision: whether or not to open
the trapdoor. Hence, if the demon could calculate a single bit of information for every molecule of gas in the box,
then the entropy of the gas could be reduced (a bit is a unit of information which can only take the binary values of
0 or 1).

The amount of entropy associated with a bit of information is well-known and is given by the Boltzmann entropy
formula as:

where k is Boltzmann's constant, "ln" is the natural logarithm, and the "2" arises because a bit has two possible
values.

If you calculate this value, you find that the amount of entropy associated with a single bit of information is equal
to the microscopic amount of 9.57 × 10-24 joules/kelvin.

This value representing the increase in the entropy of the demon is such a small amount that it might be wondered
how it could ever be large enough to exceed the reduction of the entropy of the gas. However, it must be realised
that this value just represents the increase of entropy due to a single molecule of the gas. With a truly astronomical
amount of molecules in the gas, the increase of the entropy of the demon would exceed the reduction of the entropy
of the gas.

As a result, the total amount of entropy in the entire system — including the demon — would have increased, and
so the second law of thermodynamics would not have been broken.

Szilard published his solution to Maxwell's Demon in 1929. He gave it the title On Entropy Reduction in a
Thermodynamic System by Interference by Intelligent Subjects.

The use of the word "intelligent" in the paper's title is revealing. Remember, Szilard was a physicist. Up to that
point, physicists had only talked about fundamental things, such as atoms and forces, things which could be easily
measured. In contrast, the messy, complex, emergent concept of "intelligence" was not considered to be something
which physicists should study, or mention in their published papers.

But now, for the first time, Szilard was connecting the concept of "intelligence" with the laws of physics. Szilard's
approach was described in a paper by Maruyama et al.: "Szilard treated the demon's intelligence as information, and
linked it with physics … Szilard's work was epoch-making in the sense that he explicitly pointed out, for the first
time, the significance of information in physics." [20]

Physicists had always avoided the concept of "intelligence" because it was something internal to the human mind
— it was not something that could be measured. After all, we cannot see inside a mind.

But Leo Szilard had managed to see inside the mind of the demon.

The man from IBM

Our saga now moves on to the 1960s in the USA.
Turn on, tune in, drop out …



This was a decade in which young people rebelled against traditional values, instead placing an emphasis on
peace, love, and personal freedom. This atmosphere of liberation also included sexual freedom, and the freedom to
take drugs, with the drug of choice being lysergic acid diethylamide, or LSD.

But the 1960s was also one of the most turbulent decades in the history of the United States. As the Vietnam War
raged, it was a decade of assassinations and riots. The reality of America was far from the ideals of the hippies — it
was a deeply divided country.

These divisions were even visible in the heart of corporate America, in the IBM Research Center in Yorktown,
New York. One of the leading researchers, the information theory pioneer Rolf Landauer, was remembered by his
fellow computing legend Charles Bennett: "Rolf was an old IBM type who did things on the straight and narrow. I
was a scruffy hippie."

Here is a photograph of Rolf Landauer taken in the 1960s, looking very dapper:

Landauer was well aware of Leo Szilard's solution to the mystery of Maxwell's Demon, which was generally
believed to have solved the problem. But Landauer was not convinced that Szilard's solution told the whole story.

If you remember, Leo Szilard proposed that the measurement and calculations being performed in the demon's



head would necessarily generate more entropy than the reduction in entropy of the gas. As a result, the total entropy
of the system would increase — in accordance with the second law of thermodynamics. But Rolf Landauer wasn't
satisfied: he wanted to know the details of the internal processes of the demon's brain. Why was entropy increasing?

To understand Landauer's approach, let us consider the internal workings of the demon's brain.
As was described toward the start of this long chapter, we like to consider our thoughts as being free and

unconstrained. However, perhaps we do not realise that there are rules and laws which govern our thoughts, and
those rules are the rules of logic. Certainly, to be capable of ordering molecules according to their measured and
calculated velocities, and thereby making a decision to open a trap door, the demon would need to possess a mind
capable of logical thought. As we shall be seeing later, if you want to do anything useful with information, you have
to use logic.

And that logical ability would surely be hard-wired into the demon's brain in the form of neurons which resemble
our own neurons. In other words, just as McCulloch and Pitts suggested, the demon's brain would be composed of
neurons which resembled logic gates.

Just as Amanda Gefter described the work of McCulloch and Pitts earlier: "Neurons seemed to work like logic
gates, taking in multiple inputs and producing a single output. By varying a neuron's firing threshold, it could be
made to perform AND, OR, and NOT functions."

So let us consider a particular neuron which operates like an AND gate:

The structure certainly resembles a neuron with multiple inputs and a single output. Logic gates such as the AND
gate can also have many more than just two inputs, which make them appear even more like neurons. In the case of
the AND gate, that would mean that the output would only be equal to 1 if all of its multiple inputs were equal to 1.

Here is the truth table for the AND gate which was presented in the earlier discussion on Boolean logic:

We might think of this truth table as describing a neuron which only "fires" (output equal to 1) when all of its
inputs are equal to 1. This is common behaviour for a neuron.

What Rolf Landauer did was consider the relationships between the inputs and the outputs in the previous truth
table. He realised that if the output was equal to 1, then you would be certain that both of the inputs had to be equal
to 1 (as you can see from the previous truth table). However, that certainty vanished if the output was equal to 0. As
you can see from the following truth table, if the output was equal to 0 then you could not tell if the inputs had both
been equal to 0, or if one of the inputs had been equal to 0 while the other input had been equal to 1. In all three of
these cases, the output would have been equal to 0:



As a consequence, if you were only presented with the output of the gate, you would not be able to say what that
the inputs had been with complete certainty. Before the operation of the logic gate, you knew the value of both of
the inputs, but after the operation of the logic gate, you no longer knew the value of both of the inputs. In other
words, some knowledge — some information — would have been lost through the operation of the gate.

This type of Boolean gate is therefore not reversible. If all we know is the output, we cannot "wind the gate back"
and get the input values. As Rolf Landauer said in his original landmark paper: "We shall call a device logically
irreversible if the output of a device does not uniquely define the inputs". [21]

We cannot return to our previous situation because we have lost information. And this, therefore, reminds us of a
MISO process in which something is "lost" and, as a result, the process becomes irreversible:

What we can see in both the AND gate and in the MISO process is that the root cause of the irreversibility is that
we have multiple bits of information coming into the gate, but the output is only a single bit of information. As a
result, information is bound to be lost. Some of those input bits of information are bound to be lost.

And that is also the root cause of the increase in entropy in the mind of the demon. As we saw in the earlier
discussion of Maxwell's Demon, there is an inverse relationship between information and entropy: that means if
information increases then entropy decreases, but if information decreases (as is the case here, with information
being lost) then entropy increases. And therefore the entropy in the demon's mind is bound to increase as
information is lost in the neurons of the demon's brain.

On the basis of the reasoning presented here, Landauer then stated his conclusion: entropy will increase when
bits of information are lost, or deleted, or erased. This represents one of the most important principles in
information theory, and it is called Landauer's principle.

Landauer's principle is now accepted as the true reason why Maxwell's Demon cannot violate the second law of
thermodynamics.

Remember, Rolf Landauer worked for IBM Research, and his research interest was not brains — it was
computers. In particular, the aim of this theorising of Landauer was to make more efficient computers. That involved
reducing the energy requirement of computers, and reducing their heat output. There is a direct connection between
entropy and heat as entropy is randomness, and heat is nothing more than the random motion of atoms and
molecules. So Landauer decided to use his new principle to calculate how much heat would be produced by the



erasure of a single bit of information.
To convert entropy to energy (heat energy in this case) you have to multiply the entropy by the temperature. So

Landauer took Szilard's formula for the entropy of a single bit of information (which was presented in the previous
section) and simply multiplied it by the temperature. As a result, according to Landauer, the erasure or deletion of a
single bit of information in a computer would produce an amount of heat equal to:

where T is the ambient temperature. You will note that this is just Leo Szilard's formula multiplied by T.
This represents an extremely small amount of heat. Therefore, does Landauer's principle have any relevance to the

functioning of the brain, and the heat output of the brain? We will discover the answer shortly.

The incredible power of Landauer's principle

At this point, I want to devote this section to emphasising the most important and powerful feature of Landauer's
principle. The most important feature is this: Landauer's principle allows us to calculate the absolute minimum
amount of heat which must be produced when a bit of information is deleted. You will note that the emphasis in the
previous statement is on "absolute minimum". When something represents a minimum amount that means it can
never be reduced to something smaller. Never. Under no circumstance whatsoever. It is physically impossible to
reduce the amount of heat produced below the Landauer limit.

I am sure that this is not generally appreciated. As has just been explained, wherever there is logical information
processing — either in Boolean logic gates in a computer, or in the neurons of a human brain — then bits of
information will inevitably be lost. Landauer's principle can then be used to determine how much heat will be
produced due to that lost information. But the key point is that amount of heat will be the absolute minimum
amount, and can never be reduced below that amount.

As an example of this incredible consequence of Landauer's principle, let us imagine a PC on your desk
performing an intensive calculation, maybe encoding a video. The fan on your computer might well start to spin to
cool the processor to stop it overheating. We might think of that heat being produced in some vague way as being an
unwanted nuisance, just an annoying side-effect of the processor working hard. We might imagine that if we had
better technology in our PC (maybe copper wires?), or maybe a better processor design then that heat could be
eliminated. But if we thought that, we would be wrong.

Landauer's principle reveals that the heat is not an annoying by-product — it is an intrinsic feature of logical
information processing. The amount of heat could possibly be reduced, but it cannot be eliminated. Even if we
replaced all the wires in our computer with zero-resistance superconductors so that heat is not produced by the
electrical current flowing through the wires, that minimum amount of heat would still be produced by the logic
gates. The heat can never be completely eliminated.

Rolf Landauer refers to this dissipation of heat in his original paper: "The relevant point, however, is that the
dissipation has a real function and is not just an unnecessary nuisance".

This represents a new way of looking at the heat produced by your computer. The heat is not an "unnecessary
nuisance" — it is an intrinsic part of logical information processing.

But it is not all bad news. This inevitable production of heat is definitely a bad thing if you are interested in
designing computers for IBM, but — as we shall soon see — it represents a powerful signature if you are interested
in detecting consciousness.

Landauer's principle and the brain

Rolf Landauer developed his principle to predict heat production in computers. But what does it tell us about the
brain?

Since ancient times, it has been known that the brain produces an extraordinary amount of heat. It was Aristotle
who first became fascinated by the heat production of the brain. Aristotle decided — on the basis of the sheer
amount of heat being produced — that the sole function of the brain must be to cool the blood (Aristotle believed
that consciousness resided in the heart). [22]



The statistics are striking. The average power consumption of a human at rest is 100 watts (imagine a 100 watt
light bulb as a comparison — it is hot). The brain has a power consumption of approximately 20 watts, which means
that a fifth of the entire power consumption of a human is being used by the brain. It is the most energy-hungry
organ. In comparison, the heart pumps 2,000 gallons of blood every day, but it still only requires 13 watts of power.
So the brain — which has no moving parts — has a power consumption which is considerably greater than your
continually-beating heart which pumps the equivalent of sixty baths full of water around your body every day.

What is going on? Can Landauer's principle explain this, just as Landauer's principle explained the true reason for
the entropy increase (and, therefore, the heat production) of the brain in Maxwell's Demon?

To answer this question, I decided to use Landauer's principle to calculate the total heat output of the brain. The
calculation was based on the MISO model of the neuron, with a neuron having multiple inputs, but only a single
output. Each input which is not carried-over to the output represents a deleted bit of information.

As described earlier, the amount of heat produced by the deletion of a single bit of information is extremely small.
However, there are approximately 150 trillion synapses in the adult human brain. If you remember, a synapse is the
narrow gap representing an input to a neuron. Each of those synapses represents a single bit of information from a
previous neuron, a bit of information which can be lost. Multiply a small amount of heat by 150 trillion synapses
and the result will be a very significant amount of heat.

The calculation is presented in the appendix at the back of this book. The result of the calculation was that
Landauer's principle predicts the total heat output of the brain to be 16.5 watts, which compares very well with the
actual value of 20 watts.

What the calculation reveals is that the analysis in this book is correct. The heat production of the brain arises
because of the fundamental design of neurons. Information is lost in neurons because inputs are not carried-over to
outputs. Landauer's principle then allows us to calculate the total heat output.

But that neuron design is aimed at allowing a neuron to process information in a logical manner. Logic is hard-
wired into the design of neurons. In other words, the brain is so hot because it is a logical information processor.

Aristotle would surely have been fascinated to learn that the true reason why the brain is so hot is because of the
system of logic which he invented — and is nothing to do with cooling the blood.

If it's cold, it's not conscious

So the Landauer's principle calculation has revealed that any large-scale information processing — such as in a
brain — must inevitably produce a detectable amount of heat. The heat production is utterly unavoidable.[23] The
heat produced by logical computation or thinking will always have a minimum limit — the Landauer limit — which
means that the heat produced by thinking can never be reduced to zero.

In effect, we have found a "heat signature" of logical thought. This represents a very powerful tool for us as it
represents a simple way to detect logical thought in objects.

In his book, The Singularity is Near, Ray Kurzweil asked the question "How smart is a rock?": "Consider the
computation that takes place in an ordinary rock. Although it may appear that nothing much is going on inside a
rock, the approximately 1025 (ten trillion trillion) atoms in a kilogram of matter are actually extremely active.
Despite the apparent solidity of the object, the atoms are all in motion, sharing electrons back and forth, changing
particle spins, and generating rapidly moving electromagnetic fields. All of this activity represents computation,
even if not very well meaningfully organized. In terms of computation, and just considering the electromagnetic
interactions, there are at least 1015 changes in state per bit per second going on inside a 2.2-pound rock, which
effectively represents about 1042 (a million trillion trillion trillion) calculations per second. Yet the rock requires
no energy input and generates no appreciable heat."

But there is a very good reason why the rock is generating "no appreciable heat". Firstly, we should consider if the
rock is really performing "computation" as Ray Kurzweil suggests. For a definition of "computation" and a
"computer" we need to consider the archetypal form of computer which is the Turing machine.

The Turing machine was invented by the English mathematician Alan Turing in 1936. It is a simple device which
can perform a sequence of logical operations — encoded as symbols — which are written on a long strip of tape.
Those symbols written on the tape formed the basis of the modern computer program. Indeed, the Turing machine
forms the blueprint for all modern computers (the Turing machine was considered in detail in my previous book on
consciousness).

But is a rock doing anything like this? Of course it is not. To suggest, as Ray Kurzweil suggests, that a rock is
"computing" is to stretch the definition of "computing" so thin that it breaks.



In the more general sense, "computation" involves logical information processing, performing a series of logical
steps to achieve some useful goal, such as solving some problem, or performing a calculation.

If you want to do anything useful by processing information, you have to use logic. The reason why computers
are so useful is because they have logic at their core. The reason why computer programs are so useful is because
they are the written embodiment of a logical sequence of operations. This need for logical information processing is
the reason why a computer — or a brain — is composed of billions of logic gates (or neurons).

And this is why Ray Kurzweil's rock is cold: the rock is not performing any logical information processing.
As we have just seen, if the rock was performing any type of logical information processing then it would inevitably
produce heat — as predicted by Landauer's principle.

Real computing produces heat. If an object is not computing anything, it will be cold. Hence the phrase "stone
cold". The rock is cold because it is not "thinking" anything.

And we can then invert this argument to consider objects which are warm because they are logical information
processors.

One of the themes of this chapter has been that our thoughts are not as free as we imagine them to be. Our stream
of consciousness follows a series of logical steps, performing logical information processing. Indeed, if our
conscious mind is to do anything useful, or achieve any goal, it has to perform logical information processing.
Therefore, if we can use Landauer's principle to detect the presence of logical information processing, then that
could be used as a signature for the detection of consciousness.

On the basis of Landauer's principle, we might say, then, that any conscious object has to generate internal heat.
From the calculation in the appendix of this book, it would appear that any high-level consciousness at a similar
level to human consciousness would have to produce an absolute minimum of approximately 20 microwatts of heat.
However, once the inefficiency of neurons is taken into account, that value rises to approximately 15 watts of heat.

The following diagram shows the set of all the objects in the universe. The set is divided into two groups. On the
left-hand side is the group of objects which generate internal heat, of magnitude greater than 15 watts. As shown on
the diagram, this group would include a fire (a campfire is shown) and the Sun (and all stars). As this analysis has
concluded that all recognisable consciousnesses would have to produce heat greater than 15 watts, the left-hand set
also contains a subset (drawn as a circle labelled "Conscious objects") which contains all known conscious objects
(a human brain is drawn inside the circle):

On the right-hand side of the diagram we find all the objects which either generate no heat, or they generate less
than 15 watts of heat. It can be seen on the diagram that these objects include rocks, shoes, books, trees (or any
plants), and even the human heart. Yes, the simple classification rule correctly predicts that the human heart is not
conscious (remember, the power consumption of the human heart is only 13 watts). Aristotle would be disappointed.

So, have we discovered a simple method to detect conscious objects? Can we just say "If an object generates over



15 watts of internal heat, then it is a conscious object?" Well, that would be nice, but, of course, we can't say that. As
indicated on the previous diagram, the group of warm objects would also include objects which generate internal
heat via chemical reactions (such as campfires), or via nuclear reactions (stars). These are clearly not conscious
objects.

However, the right-hand side of the diagram then becomes more interesting. The right-hand side represents all the
objects which are either stone cold, or which generate less than 15 watts of internal heat. Because the group of all
conscious objects is contained within the circle on the left-hand side of the diagram, we can say with confidence that
all the objects on the right-hand side of the diagram are not conscious.

The all-important right-hand side of the diagram is shown in grey in the following image:

So this allows us to create a very simple and memorable rule:
 
"If it's cold, it's not conscious".
 
It is such a simple rule that it is possible to determine if an object is not conscious in seconds — just by touching

it and measuring its temperature. If the object is cold — or not generating heat — it is surely not conscious.
Here is a photograph of me applying the simple classification rule to determine that a bust of Aristotle is not

conscious — merely by touching it and finding it to be stone cold. It is such a simple test that you might like to try it
on various objects around your house:



It would be very tempting to extend this principle to treat the amount of heat produced by logical information
processing as some kind of measure of consciousness in a system. That would be a wonderfully simple solution to
the problem of detecting consciousness! It would lead you to conclude that a more powerful, hotter computer was
"more conscious" than a less powerful, cooler computer.

Unfortunately, you cannot do that. It is very easy to detect the absence of consciousness because you merely have
to detect that nothing is being computed: "If it's cold, it's not conscious". However, to detect the presence of
consciousness would not only require you to detect that something was being computed, but it would also require
you to consider what was being computed. You would have to examine the system in great detail to make sure it
possessed structured "thoughts", and had a rational stream of consciousness. For example, if you had a highly-
powerful, hot computer but all it was doing was calculating random numbers — or was even just trapped in a loop
producing random nonsense — then it would surely not be conscious in any recognisable sense of the word.

And having to consider the system in great detail to consider what is being computed makes the problem of
detecting the presence of consciousness a far more difficult task. For a network with high-connectivity and high-
complexity, containing billions of neurons or logic gates, the analysis of all the possible states would be almost
unimaginably complicated.

One theory which is attempting this ambitious goal of detecting the presence of consciousness in a complex
network is Integrated Information Theory (IIT). IIT was proposed by the neuroscientist Giulio Tononi in 2004, and
has been continuously extended since then. The theory is now very large — and very complicated! IIT was briefly
considered in my previous book on consciousness.

IIT attempts to consider all the possible arrangements of active neurons in a complex network. This involves
splitting a system into all possible arrangements, and characterising the complexity and connectivity of the system
by a single value, Φ (the Greek letter "phi"). However, like any theory attempting to detect the positive presence of
consciousness, the problem arises from the sheer number of different possible states of the network.

In his book Consciousness, Christof Koch considers the computational requirement of calculating Φ: "Computing
Φ is rather demanding because all possible ways the system can be divided have to be considered — that is, every
way to cut the network into two parts, all ways to cut it into three parts, and so on until one arrives at the atomic
partition, where all units that make up the network are considered in isolation. In combinatorial mathematics, the
number of all such partitions is Bell's number. It is large. For the 302 neurons that make up the nervous system of
C. elegans (a type of roundworm), the number of ways that this network can be cut into parts is the
hyperastronomical 10 followed by 467 zeroes. Computing Φ for any nervous system, therefore, is fiendishly
difficult and requires heuristics, shortcuts, and approximations."

So computing the positive presence of consciousness in a network with high complexity would inevitably be an
incredibly computationally-intensive task, maybe beyond our capabilities for decades. But if computing the positive
presence of consciousness is incredibly difficult, it would appear from this discussion that computing the negative
absence of consciousness is really incredibly simple. All that is necessary to test for the absence of consciousness is
to test for the absence of a property which would inevitably be produced by any conscious system:

 
"If it's cold, it's not conscious".

The end of the saga

At so that brings us to the end of this epic tale, the longest and most ambitious chapter I have ever written. We
have traversed the full length of scientific history and recorded human knowledge, from the very first scientists of
ancient Greece to the present day.

Bringing the saga right up to date, in a 2012 Nature article, a team of physicists announced that they had
measured the microscopic amount of heat which is produced when a single bit of information is erased.[24]
Landauer's principle had been experimentally confirmed for the first time.

This chapter has proceeded in a logical manner from the insights of Aristotle, to George Boole, to McCulloch and
Pitts, to Leo Szilard, to Rolf Landauer. Each step builds on the previous step. The final conclusion can be traced
back to the very first discoveries of Aristotle, 2,500 years ago. This emphasizes how mathematics and logic are
timeless: a theory which was proven true 2,500 years ago remains true forever.

We have a tendency in current society to only value young things, or transient fashion. We would be wise to
remember that the most important concepts in the universe are eternal.



7

IMPLICATIONS OF THE RULE
This is the final chapter of this book.
In this chapter, we will be considering the implications of the simple classification rule: "If it's cold, it's not

conscious". We will be seeing how the rule can be used to provide valuable insights into the nature of consciousness.
Later in this chapter, we shall be applying the principle in three fairly mind-bending thought experiments. But

first let us return to consider a part of the cortex of the brain which is not believed to be conscious …

The primary visual cortex revisited

If you remember, back in Chapter Five it was explained how Francis Crick and Christof Koch developed an
ingenious technique to determine which parts of the brain were responsible for consciousness. And, conversely, it
was explained how the technique can be used to determine if consciousness is not to be found in a particular part of
the brain.

Bearing that in mind, in Chapter Five it was explained how the technique of Crick and Koch revealed that
consciousness is not to be found in the primary visual cortex which lies at the back of the brain. It was explained
how visual data is copied from the retina, along the optic nerve, to the primary visual cortex at the back of the brain.
The raw data is copied precisely onto the primary visual cortex, which acts like a "cinema screen" on the back of the
brain. As this is purely a precise information-copying operation, no information will be lost. It is very easy to see
why no information is lost by considering the truth table of the information-copying logic gate:

In the previous truth table, you can see that the input value (A) is simply copied to the output value of the gate
(B). Therefore, as you can see from the truth table, there is a unique relationship between the output of the logic gate
and its input. That means that if we know the output of the gate, we can therefore "wind back" the gate to find its
input. This means that no information has been lost due to the operation of the gate: the gate is reversible.

No information being lost means that there is no logical information processing occurring, and no information
being lost also means that there will be no heat produced. We should therefore not be surprised that consciousness is
not to be found in the primary visual cortex. Consciousness is associated with logical information processing,
information loss, and the production of heat.

This phenomenon can be clearly seen in the following thermal images of a head (thermographic imaging). You
will see that the back of the head is the cold portion of the brain (denoted by a dark colour on the images). As
explained in Chapter Five, this is the location of the primary visual cortex. According to the classification rule, this
coldness indicates a lack of consciousness in that area:



This result represents convincing evidence that the classification rule — applied to the primary visual cortex — is
correct: "If it's cold, it's not conscious".

Is a wire conscious?

If we consider the microprocessor at the heart of a computer — the computer's "brain" — we would find several
billion miniaturised transistors. Those transistors are linked together to form electronic logic gates, and those logic
gates allow the computer to perform logical operations.

The linkages between the transistors are thin, metal connections — which, for the purposes of this discussion, we
might think of as "wires". Hence, the billions of transistors are wired together. Similarly, in the brain, the billions of
neurons are linked together by biological "wires". In Chapter Four it was explained that neurons in the cortex are
linked together by the "wires" which comprise the white matter of the bulk of the brain, which lies beneath the
cortex. Psychology professor Frank Amthor has described this white matter by saying: "Most of the volume of the
brain is wiring, not cells".

So, assuming it might be possible to one day construct a conscious computer, we might wonder if that
consciousness would be found either in the logic gates, or in the wiring which connects those logic gates? Similarly,
is the consciousness of the brain to be found in the neurons or in the wiring which connects those neurons?

To answer these questions, we need to realise that a wire actually performs a kind of logical operation. Bits of
information (zeroes and ones) are input at one end of the wire, and those bits of information are output at the other
end of the wire:



The previous diagram shows a wire, with information entering the wire at one end (Point A), the information
flowing down the wire, and the information being output at the other end of the wire at Point B. The logical
operation is then clearly a simple copying operation, with the data being precisely copied from A to B. We can
therefore describe the operation using the same truth table we used in the previous section to describe the primary
visual cortex:

Once again, as with the primary visual cortex, no information is lost. Indeed, if the wire in our computer was
composed of a superconducting material, it could perform this operation without producing any heat (zero electrical
resistance). According to the classification rule, we should therefore consider the wire as not being conscious.
Remember: consciousness is associated with information loss and the production of heat.

This, then, explains why consciousness is not found in the white matter of the brain. As was explained in Chapter
Four, it is known that consciousness is only found in the thin cortex — the covering of the brain. This is known as
the grey matter of the brain. In contrast, consciousness is not found in the white matter of the brain, which makes up
the brain's inner volume. This arrangement is shown in the following diagram, which shows the conscious outer
cortex, and the unconscious inner white matter:

On the basis of the discussion which has just been presented, we should not be surprised that the white matter is
not conscious. The white matter is composed of the wiring which connects the neurons of the cortex, and, as has just
been explained, wires are not conscious (also, presumably, the temperature of the white matter would be
considerably lower than the temperature of the cortex).



So far in this chapter, the simple classification rule — and the techniques described in this book — have been
used to explain that the primary visual cortex and the brain's white matter are not conscious. The fact that it is
generally accepted that these regions of the brain are, indeed, not conscious provides a great deal of confirmation
that the techniques described in this book are correct.

In the following three sections we will now apply the classification rule to everyday objects. We will be
considering three mind-bending thought experiments to see if we can decide whether or not those objects are
conscious.

Food rearranged

In a TED talk in 2014 entitled Consciousness is a Mathematical Pattern (available on YouTube), the physicist
Max Tegmark asked a deep question wondering when does a particular configuration of atoms become conscious:
"From my physics perspective, a conscious person is simply food … rearranged. So why is one arrangement
conscious, and not the other? Moreover, from my physics perspective, food is just a bunch of quarks and electrons
arranged in a certain way. So why is one arrangement — like your brain — conscious, while another arrangement —
like a bunch of carrots — not conscious?"

In his talk, Max Tegmark illustrated this point with a slide which resembled the following diagram:

As you can see in the previous diagram, Max Tegmark's physics experience means he is forced to consider a
conscious human being (shown on the left) to be nothing more than the equivalent of "rearranged food" (shown on
the right). This is because any human at the fundamental level is just a rearrangement of the food that he or she has
eaten over their lifetime. So, at the level of fundamental physics, Max Tegmark is surely correct.

But, on that basis, Tegmark then asks "Why is one arrangement — like your brain — conscious, while another
arrangement — like a bunch of carrots — not conscious?"

To attempt to answer Tegmark's question, let us consider the items of food which compose that elegantly-
presented meal shown in the previous diagram. The face is made of a thin slice of cheese, with watercress hair,
cucumber slices and raisins for eyes, slices of green peppers for ears, a tomato for a nose, and a slice of red pepper
for a mouth. And, finally, the whole monstrosity is placed on a slice of bread.

Let us now consider each of those food items and place them inside the diagram which was presented earlier:



As before, all classification is performed on the basis of whether or not the object is generating significant internal
heat. Obviously, none of these food items generate heat internally (hence the phrase "cool as a cucumber"), so all of
the food items are classified as belonging to the right-hand side of the diagram — the side that represents "not
conscious" (remember, "if it's cold, it's not conscious").

So here, then, is an answer to Max Tegmark's question. In order for "rearranged food" to become conscious, it
needs to cross from the right-hand side of the diagram to the left-hand side. Therefore, the rearrangement of atoms
must be quite specific, in order to produce an object capable of logical information processing. The inevitable
production of heat from that logical processing will mean that the object will be then be reclassified into the left-
hand grouping.

When the food becomes a conscious brain, it also becomes a warm object. [25]

Who would have thought that carrots, tomatoes, and cucumbers could be used to gain insights into the nature of
consciousness? It would also appear that this vegetable-oriented example also has implications for the theory of
consciousness which is known as panpsychism.

Panpsychism is the theory that everything — even elementary particles — contains a "little bit of consciousness".
The philosopher David Chalmers described panpsychism during his 2014 TED talk entitled How do you explain
consciousness? (available on YouTube): "I think that we may need one or two ideas that initially seem crazy before
we can come to grips with consciousness scientifically. There are a few candidates for what those crazy ideas might
be. One crazy idea is that consciousness might be universal: every system might have some degree of consciousness.
This view is sometimes called panpsychism. Every system is conscious — not just humans, dogs, mice, flies, but
even microbes, elementary particles. Even a photon has some degree of consciousness. This panpsychist view has
the potential to transfigure our relationship to Nature, and it may have some serious social and ethical consequences.
I used to think I shouldn't eat anything which is conscious, so therefore I should be vegetarian. Now, if you
are a panpsychist, and you take that view, you're going to go very hungry.

It sounds like a humorous conclusion: we should not eat vegetables if panpsychism is correct. David Chalmers'
panpsychist views would make him feel uneasy about eating a cucumber or a tomato because of the belief that
vegetables can be conscious. Although it sounds like a crazy, humorous conclusion, it is the inevitable conclusion of
panpsychism. Read into that what you will.

However, if the conclusion of this book about Max Tegmark's "Food Rearranged" thought experiment is correct,
then David Chalmers can tuck-in with confidence.

As has just been discussed, a cucumber or a tomato does not generate internal heat, and we should remember: "if
it's cold, it's not conscious". These objects — like Ray Kurzweil's rock — are not performing logical information
processing. They are not performing any recognisable computation, and are therefore surely not conscious.

For this reason, I do not believe panpsychism is correct. I believe it is a mistake to believe all objects contain "a



little bit of consciousness" which is always present in all circumstances. Instead, as we shall be seeing in the next
few sections, consciousness is not "contained" within anything, and consciousness is not "made of" anything.
Instead, consciousness appears to be an emergent effect which only emerges in very particular circumstances.

Let us continue to the next thought experiment …

The frozen head of Walt Disney

Nowadays, the name of Walt Disney is probably exclusively associated with animated movies: Mickey Mouse
and Donald Duck. What is perhaps not so well known is Walt Disney's fascination with science and technology, his
drive to promote science to the public, and his pursuit of technological solutions to the world's problems.

If you read my eighth book about building an atomic bomb, you will know that Walt Disney had a fascination
with the potential of nuclear power, featuring a nuclear submarine in the live-action movie Twenty Thousand
Leagues Under The Sea, and even building Disney's own "Atomic Energy Lab". In the 1960s, Walt Disney started
planning for the Experimental Prototype Community of Tomorrow (EPCOT), a futuristic town which he hoped
would provide a blueprint for urban planning. The EPCOT Center educational theme park opened in 1982.

Here is a photograph of Spaceship Earth — a geodesic sphere which lies at the heart of EPCOT:

It might be said that Walt Disney was the Elon Musk of his day.
So, considering Walt Disney's love of technological solutions, it is perhaps not surprising that a bizarre rumour

started circulating when Walt Disney died in 1966.
A popular 1964 book by Robert Ettinger called The Prospect of Immortality had raised the possibility of a

seemingly bizarre new technology. Ettinger suggested the possibility of freezing a dead human body at extremely
low temperature, in the hope that sometime in the future there would be sufficient technological advances that the
body could be taken out of refrigeration and revived. Ettinger is now considered to be the godfather of the science of
cryonics. The first documented cryonic freezing of a dead body took place in 1967.

It is likely that Walt Disney read Ettinger's book, and the possibility of technology overcoming mortality would
surely have appealed to Disney. According to Robert Mosley's 1986 biography of Disney: "Disney's growing
preoccupation with his own mortality also led him to explore the science of cryonics, the freezing of an aging or ill
person until such time as the human body can be revived and restored to health. Disney often mused to Roy about
the notion of perhaps having himself frozen, an idea which received indulgent nods from his brother."

When Walt Disney died of lung cancer in 1966, a rumour started circulating that he had arranged for his dead
body to be frozen in liquid nitrogen. The rumour spread, and the rumour mutated. The latest version of the rumour is
that the metal tank containing Walt Disney's frozen body is buried in Disneyland in Anaheim, California — in the
precise location currently being occupied by the Pirates of the Caribbean thrill ride.

So … is the king of animation waiting to be reanimated?
Well, it's a great story — but it's not true. Walt Disney was cremated and buried at the Forest Lawn Memorial



Park in Glendale, California. The truth — as far as we will ever know — appears to be that Disney wanted to be
frozen, but his family refused to go along with it.

The cryonics industry is currently thriving in America, with several companies offering the service for a fee of
around a hundred thousand dollars. There are currently approximately 250 bodies in cryopreservation in the United
States. Following his death in 2004, Baseball legend Ted Williams became the highest-profile celebrity to be placed
in cryostasis.

Contrary to popular belief, the freezing process would not cause cells to burst due to the formation of ice, and we
already possess the technology to freeze a dead body indefinitely with no deterioration. So the freezing technology
is not so crazy: cells, tissues, and small organs have all been successfully cryopreserved and returned to working
order. The big problem would be curing the person from the disease which caused them to die in the first place.

But that "big problem" is not going to be a big problem for our purposes. Firstly, it is not going to be a problem
because we are performing a thought experiment, and thought experiments can deal with idealised hypothetical
situations — with no regard for practical limitations. And secondly, the "big problem" of curing the deadly disease is
not going to be a problem for us because we are not going to be using a dead body. Instead, we are going to imagine
placing a healthy, conscious person into cryostasis. In science fiction movies such as Alien and Interstellar, this is
the technique used to place healthy astronauts into cryostasis for decades-long space journeys.

The questions that arise are, firstly, would the person be conscious during the period while they were in a state of
cryostasis? And, secondly, what would the person feel after being thawed-out? Would the person have a recollection
of the period during which they were frozen?

The answer to the first question is surely rather clear: a person in cryostasis would surely not be conscious — it
would be like the deepest sleep imaginable. And, just like being in deep sleep, the person would surely have no
recollection of the time during which they were in cryostasis. In fact, if our idealised cryonic procedure was truly
perfect, we might imagine a person being instantly frozen, and then waking up twenty years later feeling as though
no time had passed. It would be as if they had instantly jumped twenty years forward in time.

This all might sound intuitively obvious, but I would suggest that it reveals some deep fundamental truths about
the nature of consciousness. For our hypothetical and idealised thought experiment, let us imagine a technologically-
advanced truly perfect process of cryostasis which perfectly preserves every aspect of the brain. In this science-
fiction example of cryostasis, every atom and every molecule in every neuron in the brain is preserved in exactly the
same position as it was before freezing. The only effect of cryostasis would be to make those atoms and molecules
motionless — it would be as if the brain was frozen in time.

If that was the case, then it is clear that the information contained within the brain in cryostasis would be exactly
identical to the information before the brain was placed in cryostasis — the information in the brain would not be
altered in any way. However, before the brain was frozen, the person was conscious, and after the brain is frozen the
person is unconscious. This seems obvious. But if consciousness is purely due to the arrangement of information in
the brain, how can it be the case that the same arrangement of information can lead to both consciousness and
unconsciousness? The arrangement of information in the brain is identical after freezing as it was before freezing,
and yet consciousness has been lost.

So it appears that the connection between the arrangement of information and consciousness is rather more
complex than might have been assumed. The effect of cryostasis is simply to make all atoms and molecules in the
brain motionless. The brain is effectively frozen in time, and the result is that the information contained within the
brain no longer leads to consciousness. It is therefore clear that static information does not lead to consciousness,
no matter how that information is arranged in the brain. Organization of information is not sufficient to produce
consciousness — there has to be time-based processing of information for consciousness to emerge.

On the basis of this discussion, I feel this principle is fairly inarguable, so that is surely an important conclusion.
It is another reason why a cucumber, or a tomato is not conscious. These objects contain information, yes, but that

information is static — it is not being processed. As in the case of Ray Kurzweil's rock, nothing is being computed
in these objects.

And if no information is being processed, then no heat will be generated. Remember, "If it's cold, it's not
conscious".

A similar scenario would arise with a conscious computer (if such a device could ever exist). It is possible to
place a computer in sleep mode in order to save power. Sleep mode acts to pause the computer: the processor clock
stops, so the processor stops executing instructions. It is as if time has been eliminated. However, the entire state of
the computer remains unchanged — the contents held in RAM remain unchanged. So the arrangement of
information within the computer is unaltered.

As the processor stops the logical processing of information, there is no inevitable heat generation and the
computer goes cold (remember: "If it's cold, it's not conscious"). Surely the conscious computer would not be



conscious for the period it was in sleep mode. However, when the computer is brought out of sleep mode,
processing would start again from the precise moment when it entered sleep mode. The conscious computer would
feel as though it had jumped forward in time.

As the arrangement of the information of the computer is unchanged during sleep mode (the information stored in
RAM is unchanged), this represents another example of how static information does not lead to consciousness.

 
Now let us consider the third and final mind-bending thought experiment …

A conversation with Einstein's brain

Douglas Hofstadter is the author of the dazzling book about computing and the mind entitled Gödel, Escher,
Bach, which was considered in my previous book on consciousness. In 1981, Hofstadter presented a thought
experiment which he called A Conversation with Einstein's Brain.[26] In that thought experiment, Hofstadter
imagined a huge book which contained a complete detailed description of the state of Albert Einstein's brain which
was captured just a fraction of a second after he died.

Hofstadter describes the book of Einstein's brain: "Each page of this book — and there are around a hundred
billion numbered pages in it — corresponds to one neuron and contains numbers recording such aspects relevant to
that neuron such as what other neurons its axons lead to, what its threshold current is for firing, and so on."

If you had a question which you wanted to ask Einstein, you could leaf through the book and follow the
instructions on each page. Eventually, you would receive a calculated response which would be exactly the same
answer as the real Einstein would have given. Hofstadter then suggests that, as the book is performing the same
sequence of instructions as the brain of Einstein would perform, then surely the book is completely equivalent to the
mind of Einstein — though the book's "thought processes" would be considerably slowed-down.

Imagine, then, if we told the book that it (Einstein) had just died, and that his thought processes had been captured
in a book. Surely the book would have responded in horror: "Oh no, I'm dead!" In other words, it appears that the
book "felt" horrified. But can a book can have feelings?

The physicist Roger Penrose considered this thought experiment in his book The Emperor's New Mind. Penrose
was not impressed by the conclusion that the book has feelings, and he also considered some additional
complications: "But now a new difficulty presents itself. The book might never be opened, or it might be continually
pored over by innumerable students and searchers after truth. How would the book 'know' the difference? Perhaps
the book would not need to be opened, its information being retrieved by means of X-ray tomography, or some other
technological wizardry. Would Einstein's awareness be enacted only when the book is being so examined? Would he
be aware twice over if two people chose to ask the book the same question at two completely different times? Would
the book remain completely self-aware even if it were never examined or disturbed by anyone or anything?"

The book contains a list of instructions, and therefore represents an algorithm. According to Penrose, the crux of
the matter is "What does it mean to activate an algorithm?"

Can the simple classification rule — "If it's cold, it's not conscious" — cast a light on this problem?
Let us consider the first classification diagram which was presented earlier. On that diagram, you can see that a

book does not generate heat and so was classified as belonging to the right-hand side of the diagram, which is the
non-conscious side. We therefore conclude that the book — being left by itself, sitting on a shelf — is not conscious.
As explained by the previous Disney thought experiment, static information — such as information contained within
a book — is not conscious. At this stage, Roger Penrose would say that the algorithm has not been "activated":



So the classification rule provides an answer to Roger Penrose's question: "Would the book remain completely
self-aware even if it were never examined?" No, on its own, it would not be conscious.

Now let us imagine that the book is opened and is being read. This represents an act of information-copying: the
information contained within the book is precisely copied into the brain of the reader. The classification rule now
clearly distinguishes the two situations. When the information is in the book, the book is cold, and is therefore not
conscious. However, when the same information is copied into the brain of the reader and processed, it is subjected
to logical information processing: each instruction in the book describes the operation of a neuron, and calculating
the output of a neuron is a logical operation requiring logical information processing. It does not even have to be a
human reader: a computer could perform the same logical information processing.

According to Landauer's principle, the inevitable result of this logical information processing is that heat will be
produced. The composite object — book plus brain, or book plus computer — would therefore no longer classified
into the right-hand side of the diagram, the non-conscious side. Instead, the book would move to the left-hand side
of the diagram: the algorithm has been activated.

Does this mean that Einstein has become conscious? Can Einstein now think and feel? The classification rule does
not specify if that is the case: not all of the objects on the left-hand side of the diagram are necessarily conscious.
Remember, it is a far more difficult task to detect the presence of consciousness than it is to detect the absence of
consciousness. But there is now at least the possibility that Einstein has become conscious — which was not the
case before the book was read.

Conclusion

In this final chapter, we have considered three mind-bending thought experiments, and used those thought
experiments to try to identify the implications of the classification rule "If it's cold, it's not conscious".

The three thought experiments which have been considered were:

Max Tegmark's Food Rearranged.

A brain in cryostasis.

Douglas Hofstadter's Conversation with Einstein's Brain.

These three thought experiments have a lot in common. All three cases deal with objects that are not performing
internal logical information processing. In Max Tegmark's experiment, we considered carrots and tomatoes. In the
example of the brain in cryostasis, we considered a brain in which the particles had been rendered motionless. And
in A Conversation with Einstein's Brain we considered the static information in a book. Because none of these
objects were performing internal logical information processing, none of the three objects produced any heat. It was
therefore a simple matter to use the simple classification rule "if it's cold, it's not conscious" to classify them as not
conscious.

However, when the carrots and tomatoes were rearranged into a brain, the material contained within those
vegetables was transformed into a logical information processing device — which started to generate heat. Likewise
the brain in cryostasis if it was thawed, or the book describing the neurons in Einstein's brain if that book was read
and processed by a human or computer. In all three cases, the transition was observed when a cold, unconscious



object becomes a warm, conscious object.
In my previous book on consciousness, I emphasised the importance of information in consciousness, and

suggested that information might be considered as being the "stuff" — the raw material — of consciousness. On the
basis of this latest book, however, I now believe that viewpoint needs modification.

At the end of Chapter Five, the chapter at the end of the first part of this book which described the emergence of
consciousness, it was explained how consciousness emerges over space just as it emerges over time. It was therefore
explained that consciousness should be viewed as a process. With that in mind, it appears that consciousness is not
"made" of anything. Yes, information plays a central role, but consciousness is not "made" of information. Instead,
consciousness emerges from the processing of information. It is the processing of information over time that results
in consciousness. If that processing stops, consciousness disappears.

And the type of information processing is also crucial. In order for an object to be conscious — in order for any
useful goal to be achieved — it must be performing logical information processing. In other words, it must be
performing computation. And, as Rolf Landauer showed, all computation inevitably involves the production of
heat. A conscious object can therefore be identified as an object which is performing logical information processing
which must necessarily produce a significant amount of heat: a minimum of 15 watts of heat for a human-level
consciousness.

To sum up, we cannot yet tell if a computer is conscious, but we can be fairly certain that a banana is not.
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Appendix: Using Landauer's Principle to calculate the
total heat output of the brain

In Chapter Six of this book, an attempt was made to use Landauer's principle to calculate the total heat output of
the brain. The rather complex details of that calculation are presented here.

The calculation requires the values for two properties of the brain. The first required value is the total number of
synapses in the brain. If you remember, a synapse is the connection between a neuron and a previous neuron: it is
one of the inputs to a neuron. So, comparing it with a Boolean logic gate, each synapse represents one bit of
information which will inevitably be lost during the operation of the neuron (as the neuron only has one bit of
output).

The number of synapses in the adult human brain is well-documented and freely available. A common range for
the number is between 100 trillion to 500 trillion synapses — a truly astronomical number. A published figure is 150
trillion, and it is that value which will be used in the calculation. [27]

The second required value is the rate of neuron firing. Every time a neuron fires, that represents the completion of
a logical operation, and so information is lost. Once again, a range of values is given in the literature, with neurons
in the cortex supposedly firing between one time and 100 times a second. A published paper by Laughlin et al. gives
a value of 55 firings of a neuron per second, and that value will be used in the calculation. [28]

That is all the information which is needed. As described in Chapter Six, according to Landauer's principle the
minimum amount of heat produced by the loss of a single bit of information is equal to:

Therefore, the total minimum heat output of the brain in a single second is the amount of heat produced by the
loss of a single bit, multiplied by the number of synapses, multiplied by the number of neurons firing in a single
second. The calculation which has to be performed is therefore:

Assuming room temperature (20°C, or 293.15K), you might want to perform the previous calculation yourself to
find that Landauer's principle predicts a minimum heat output of the brain of 23 microwatts.

This is clearly a very small amount of heat. However, this value assumes perfect efficiency of each of the
neurons, which is unrealistic. So how efficient are neurons?

In 1998, an experiment was performed by Laughlin et al. (described in the previously-referenced paper) to
calculate the energy requirement of a single synapse in a blowfly:



Inside every neuron, there are ion pumps whose job it is to restore the electrochemical balance inside a neuron
after it has fired (effectively attempting to reverse the effects of an irreversible process). These ion pumps require
the largest proportion of the neuron's energy budget. The pumps are powered by the breakdown of molecules of
adenosine triphosphate (ATP). ATP is the universal fuel which is used by all cells in the body to power their
activities.

According to Laughlin et al., it takes the breakdown of between 2 × 104 and 6 × 104 molecules of ATP to transmit
a single bit of information at a chemical synapse, and the breakdown of a single molecule of ATP releases 25kT
joules of energy. Multiplying 2 × 104 and 25 together means that the transmission of a single bit at a synapse has an
energy cost of 5 × 105 kT joules.

In comparison, we know that the Landauer limit says that kTln(2) joules of energy are required to delete a single
bit. The natural logarithm of 2 is 0.69. This means that a real neuron needs 7.2 × 105 more energy to delete a bit of
information than the minimum amount of energy predicted by Landauer's principle. This is a similar level of
efficiency to a Boolean logic gate in a modern computer. [29]

So let us take this efficiency figure into account. We calculated earlier that Landauer's principle predicts a
minimum heat output of the brain of 23 microwatts. If the inefficiency of neurons raises that amount by a factor of
7.2 × 105 then that means the total heat output of the brain is predicted to be 16.5 watts, which compares very well to
the actual heat output of the brain of 20 watts.

The origin of the brain's remarkable heat output is therefore clear: it arises from the astronomical number of
synapses contained within the brain. As each synapse represents the loss of a single bit of information, Landauer's
principle reveals we should not be surprised at the amount of heat produced: the production of a significant amount
of heat is inevitable.

The brain is so hot because it is a logical information processor, with information being lost in each neuron.
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PREFACE
In the Hidden in Plain Sight series of books, this is my third book dedicated to the subject of consciousness.
In my first book on the subject, it was explained how information is likely to play a central role in the emergence

of consciousness. Then, in my second book on the subject, it was suggested that the physics of thermodynamics
might hold the key to unlocking the problem. This third book on the subject of consciousness builds on the
conclusions of those previous two books (information and thermodynamics).

This book represents the culmination of my three years working on this problem. I am pleased to say that in this
third book I now feel confident to present an original, scientific theory of consciousness. The theory is being
presented in this book for the first time.

As you will see, the theory is very simple. It attempts to describe the basic principles of consciousness, explaining
why some devices are capable of generating consciousness, whereas other devices do not possess that special
quality. Unusually for this subject, the theory is firmly based in mainstream, orthodox physics.

I believe the theory is correct.
Of course, I am totally biased in favour of my own theory! But by the time you finish this book, I hope you will

agree with me.
 
Andrew Thomas
(hiddeninplainsightbook@gmail.com)
Swansea, UK
2021





1

THE INDUSTRIAL REVOLUTION
The eighty-year period from 1760 to 1840 was a time of great change in Britain. It was a period of rapid

technological innovation, and the emergence — for the first time in human history — of a modern industrial
economy. In this chapter we will be examining how a small, rain-soaked island in the North Atlantic became the
world's dominant industrial power, and the richest nation on Earth. It is the story of the Industrial Revolution.

The Industrial Revolution was based on a series of inventions. The inventors tended to be based in the North of
England rather than the more genteel South. These men were not scientists: hardly any of them had received a
university education. They had no interest in knowledge for knowledge's sake. No, they were practical men, often
with an engineering background, who could recognise problems which urgently required solutions. Usually, their
motivation for inventing was purely financial.

Roger Osborne considered the impact of these inventors in his book about the Industrial Revolution, Iron, Steam
& Money: "The Industrial Revolution came about because of inventors and their innovations. So, having survived a
few decades in the wings of history, the great inventors — Watt, Newcomen, Hargreaves, Arkwright, Trevithick —
are once again centre stage as the great movers in this historical drama. It was a single generation of British artisans
who made possible Britain's transition to industrialisation and transformed the prospects of humanity."

Let us start by considering the invention which Roger Osborne called "one of the greatest inventions in human
history". It is also the invention which — as we shall see later in this book — potentially holds the key to unlocking
the mystery of consciousness.

It is the invention of the steam engine.

James Watt and the cooking pot

Every British schoolchild knows the legend of how James Watt invented the steam engine. Indeed, it was the
story I was taught in my history lessons in school. If you do not already know the story, allow me to tell you the
legend of James Watt and the cooking pot.

The various forms of the legend revolve around a young James Watt watching a cooking pot which belonged to
his mother. As the water in the pot boiled, it turned into steam. The only way the water could escape from the pot
was by lifting the metal lid which was on top of the pot. As we can imagine, the escaping steam caused the lid of the
pot to rapidly jump up and down. According to legend, it was at this moment that James realised that there was
"power in steam".

The following drawing shows an older James Watt watching the moving lid of the legendary cooking pot (from
an original engraving by Jacob Abbott, 1854):



We will now examine the "jumping" of the cooking pot lid in more detail. In doing so, we will discover how it is
possible to convert the intermittent lifting of the cooking pot lid into a continuous form of motion. The method will
involve a linked sequence of steps, a sequence which lies at the heart of all steam engines.

The sequence is known as a cycle.

The cycle

Let us consider the jumping of the cooking pot lid in more detail. The three steps are shown in the following
diagram:



Step One of the previous diagram shows the cooking pot above the fire, with the lid lying on top of the pot. At
this stage, the pressure of the steam in the pot is the same as the atmospheric pressure outside the pot.

Step Two shows pressure building inside the pot as the water is heated, creating steam.
Step Three shows the cooking pot lid flying up off the pot. This is caused by the pressure of the steam inside the

pot becoming sufficiently large to lift the lid. However, once the lid lifts off the pot, the pressure inside the pot is
equalised with the atmospheric pressure outside the pot, so the lid drops down again. The system is therefore
returned to its initial state.

This last step is vital. It acts as a "reset" operation (drawn as a curved arrow on the diagram). The result of the
reset operation is to perfectly restore the state of the system back to its initial state (in this case, equalising the
pressure inside the pot with the atmospheric pressure). Because of the reset operation, and the restoration of the
system back to its initial state, it is possible for the entire sequence of steps to immediately repeat.

The sequence of steps then returns to Step One again, and the sequence repeats with pressure building inside the
pot again. This sequence of steps therefore forms a cycle. A cycle is defined as being a sequence of steps performed
by a system before the system returns to its initial state. The cycle then repeats continuously, creating continuous
motion.

A repeated cycle plays a central role in the operation of a steam engine, with the motion of a piston moving in and
out of a cylinder representing one cycle. As we shall see, one particular cycle will play an important role towards the
end of this book when we come to consider human consciousness.

The story of James Watt and the cooking pot is a great story, but it is just a legend. James Watt made tremendous
contributions to the development of the steam engine, but he was not responsible for its invention. So let us now
consider the true story of the invention of the steam engine.

The first steam engine

Britain in the 1700s found itself in the midst of an energy crisis, a crisis which threatened to stop the Industrial
Revolution before it had even begun. The problem was that, up to that point, vast forests had provided a plentiful
supply of wood which could be burnt as fuel. With the expanding population, however, the demand for wood had
increased to such an extent that Britain had become largely deforested. The country was rich in coal, which could
potentially be used as an alternative source of energy. However, to extract coal from deeper underground involved
digging mines which rapidly filled with water. Some method had to be found for pumping the water out of deep
mines.

The solution was found by Thomas Newcomen. Newcomen lived in Cornwall, which is a mineral-rich county in
the far south west of England. It was Newcomen who invented the world's first steam engine, and it was used to
pump water out of mines in Cornwall.

In the previous section, it was considered how pressurised steam might be used to power a steam engine. The idea
seems intuitively obvious, so it is surprising that Newcomen's first steam engine was powered by a completely



different principle. In fact, it might be said that Newcomen's engine worked by the reverse principle, exploiting the
power of low pressure (a partial vacuum) rather than using pressurised steam.

The three stages in the cycle of a Newcomen steam engine are shown in the following diagram:

The previous diagram shows a round boiler containing water being heated by burning coal. In Stage One of the
cycle, it can be seen that the load is allowed to drop, and this lifts a piston which is in a cylinder. As the piston rises,
it draws steam from the boiler into the cylinder. Note that the steam engine is not performing work at this stage of
the cycle as the load is being allowed to drop (i.e., the engine is not lifting the load).

In Stage Two of the cycle, it can be seen that cold water is injected into the cylinder. This causes the steam to
condense into water (just as your breath condenses into water on a cold pane of glass). When steam condenses and
turns into water, the volume of water created is 1,800 times smaller than the volume of the steam. Therefore, a
partial vacuum is created in the cylinder.

In Stage Three of the cycle, the exterior atmospheric pressure plays the central role. Air has weight, and the
pressure pushing the piston down into the vacuum generates a tremendous force (indeed, in Newcomen's first
experiment the force was so great that the piston broke the chain it was attached to and crushed the bottom of the
cylinder). Crucially, it is only on this powerful downward stroke that the Newcomen steam engine performs
work. As you can see in Stage Three of the previous diagram, it is this powerful downward stroke that lifts the
heavy load (such as lifting a load of coal out of a mine, or operating a water pump to raise water from the bottom of
a deep mine).

Steam engines such as this which only perform work on either the up or down stroke — but not both — are called
single-acting engines. The internal combustion engine in your car or motorcycle is another example of a single-
acting engine, with a piston only performing work on the down-stroke when the spark plug above the piston fires.

The three-stage cycle of the Newcomen engine then repeats. However, unlike James Watt's jumping cooking pot
lid, this was most certainly not a rapid repeat: a Newcomen steam engine could only perform about twelve strokes
per minute.

So that is how the world's first steam engine operated. Roger Osborne describes Thomas Newcomen's
achievement in his book Iron, Steam & Money: "It deserves a place among the greatest inventions in human history.



This was the first machine that replaced human, animal, and water power; its effect on the world could hardly have
been greater."

The fiery monster

Before the invention of the steam engine, the power for factories was mainly produced by waterwheels. One
advantage of a steam engine as compared to a waterwheel is that a steam engine is mobile. It was realised that it
might be possible to take advantage of the mobility of a steam engine to put a steam engine on wheels — thereby
creating a steam locomotive. A big problem, however, was the huge size and weight of the Newcomen engine. If
steam engines were to be used for locomotion, they had to be made smaller and lighter.

As explained in the previous section, the Newcomen engine used a vacuum and atmospheric pressure to produce
power. Because of its use of a vacuum, it might be called a low pressure engine. However, it was realised that steam
at high pressure could also be used to move a piston (in the same way that steam moved the lid of James Watt's
legendary cooking pot).

James Watt was, by now, a successful inventor who had made significant improvements to Newcomen's engine.
However, Watt was reluctant to make the change to using high pressure steam because of safety concerns: there had
been several cases in which the boilers of high-pressure engines had exploded, causing several fatalities.

James Watt's assistant was an enterprising young engineer named William Murdoch. Ignoring Watt's concerns
about its safety, Murdoch became interested in the possibilities of high pressure steam. To test its feasibility,
Murdoch built a small working model of a steam locomotive. The resultant model had three wheels, and was about a
foot in height. The model has survived to this day, and is shown in the following photograph:

Murdoch was living in Redruth in Cornwall at the time, and he found the perfect track on which to test his
vehicle. The path which led from the church had steep banks on either side, which would act to keep his vehicle on
track. Murdoch started the engine, and ran alongside it as it powered its way towards the church. In his book Energy
and the Unexpected, Keith Laidler described what happened next: "When he made his first trial, at night, the engine
moved so fast that it out-distanced him and almost ran down the rector of the church who happened to be walking
along the road. As he ran away in terror, the rector assumed the fiery monster to be the embodiment of the devil."

All initial experiments with steam-powered locomotion proved unsuccessful due to the poor quality of the roads,
and William Murdoch did not pursue the idea. However, Murdoch had a neighbour in Redruth named Richard
Trevithick who was also an engineer. Murdoch showed his working model to Trevithick who was intrigued, and
Trevithick decided to build his own steam locomotive.

Trevithick realised that a solution to the problem of rough road surfaces would be to put the locomotive on the
metal rails which were being used in the coal and iron industry. As a result, on 21st February 1804, Trevithick



demonstrated the first steam locomotive running on the rails of the Penydarren Ironworks in Merthyr Tydfil in South
Wales. It travelled a distance of 9.75 miles carrying ten tons of iron and seventy people, travelling at an average
speed of 2.4 miles per hour. As to why the average speed was so slow, Trevithick himself described the journey:
"We carry'd ten tons of iron, five waggons, and 70 men riding on them the whole of the journey. It's above nine
miles which we perform'd in 4 hours and 5 mins, but we had to cut down some trees and remove some large rocks
out of the road. The engine, while working, went nearly 5 miles per hour."

At this point, I must declare a personal interest as Merthyr Tydfil is the town in which I grew up. It is a
remarkable town, with a rich industrial heritage. The achievement of Richard Trevithick has not been forgotten and
a monument was erected in the town centre. A model of Trevithick's locomotive sits proudly atop the monument:

The inscription on the monument reads: "Richard Trevithick, 1771-1833. Pioneer of high pressure steam built the
first steam locomotive to run on rails. On February 21st 1804 it traversed the spot on which this monument stands on
its way to Abercynon."

I no longer live in Merthyr, having moved to the town of Swansea which is thirty miles from Merthyr. However,
in the National Waterfront Museum in Swansea, a full-size completely operational replica of Trevithick's locomotive
has been built. In the following video taken by Matt Slade, you can see the locomotive in action, running on the rails
outside the museum in Swansea:

 
http://tinyurl.com/steamtrainvideo
 
That first journey of Trevithick's locomotive was a truly monumental event, not just for Britain but for the world.

According to Roger Osborne in Iron, Steam & Money: "The Penydarren locomotive had most of the essential
features of steam locomotives that would transform the world over the next 150 years."

From a physics viewpoint, Trevithick's locomotive showed it was possible to convert heat into motion, the heat in
the boiler being converted into the motion of the locomotive. Therefore, in the 1800s, what was needed was a new
science which was able to describe the connection between heat and motion. That science was the science of
thermodynamics. It is that new science of thermodynamics which we shall consider in the next chapter.

http://tinyurl.com/steamtrainvideo
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THE MOTIVE POWER OF FIRE
Our attention now turns across the English Channel to Britain's neighbour, France.
During the period of the Industrial Revolution, Britain was involved in a series of lengthy wars with France. The

leader of France at that time was the ambitious and charismatic Napoleon Bonaparte. Napoleon was a brilliant
military commander who developed novel military strategies which laid the foundations of modern warfare. Instead
of the traditional head-on approach to battle, Napoleon's armies were fast and mobile, capable of outflanking the
opposing forces.

Napoleon was famously a man of short stature, and it has been suggested that he overcompensated for his lack of
height by presenting himself as a figure of great grandeur (in psychology, this has even been given the term the
Napoleon complex). Indeed, by 1804, Napoleon had awarded himself the title of first Emperor of France. The
following painting by Jacques-Louis David titled Napoleon Crossing the Alps shows Napoleon in a typically
grandiose pose (Napoleon actually crossed the Alps seated on a mule):

Napoleon enjoyed astounding military success in a series of famous battles, most notably the defeat of the much
larger Russian and Austrian armies at the Battle of Austerlitz in 1805. At its height, the French Empire under
Napoleon extended from Portugal to Moscow.

Napoleon's progress across Europe appeared unstoppable. However, on the 18th June 1815 in the fields of



Belgium, the forces of Napoleon met the forces of his greatest enemy, the British army led by the Duke of
Wellington. The battle is now known by the name of a nearby village: Waterloo.

The night before the battle saw a thunderstorm of biblical proportions. The torrential rain made the ground soft
and boggy. As a result, the French forces were unable to get their cannons into position until late in the morning.
Also, because of the soft ground, the recoil from the cannons caused them bury themselves into the ground after
firing. A huge effort then had to be made to haul the cannons back into position, which greatly reduced the rate of
firing. Unable to rely on his artillery to devastate the British forces from a distance, Napoleon's forces had to engage
the British infantry in close quarters fighting. After a brutal day of hand-to-hand fighting, Napoleon's forces were
narrowly defeated by the British army.

The Battle of Waterloo was to be Napoleon's final defeat. He was deposed as Emperor, and exiled to the small,
damp island of St. Helena in the South Atlantic — one of the most remote islands in the world — where he could
pose no more threat. Napoleon died on St. Helena six years later, supposedly from boredom.

The humiliation of Sadi Carnot

In 1800, soon after rising to power in France, Napoleon appointed Lazare Carnot to be his Minister of War.
Carnot was trained as a military engineer, and was known for his analytical mind. Throughout his leadership of
France, Napoleon came to rely on the strategic advice of Carnot. It was Carnot who developed the modern principles
of lightning pace combined with an outflanking strategy (pincer movement) which Napoleon employed with great
success.

Perhaps we should not be surprised that Carnot had such a strategic and technical mind as he was also a highly-
talented physicist. When he was not involved in military activities, Carnot continued to develop his ideas about
physics, and he published several books about physics in his spare time.

Lazare Carnot had a son whose name was Sadi. Carnot had often taken the young Sadi to meet Napoleon. It is
recorded that a four-year-old Sadi once ran up to Napoleon shaking his fist and reprimanding the continent-
conquering Emperor for his rude treatment of women. Luckily, Napoleon roared with laughter.

When the time came to choose a college for Sadi, with his family background in physics and the military, there
was an obvious choice. An establishment had been created precisely for the purpose of fostering the scientific talents
of young French men. The French had realised that British military superiority had been founded on their
technological superiority gained during the Industrial Revolution. It was therefore decided that French engineers and
scientists needed the best training. As a result, in 1794, Lazare Carnot co-founded the École Polytechnique in the
Latin Quarter of Paris as the premier training school for young scientists.

Here is a painting of Sadi Carnot in 1813 at the age of seventeen, wearing the traditional uniform of a student at
the École Polytechnique (painting by Léopold Boilly):



The École Polytechnique became the first great scientific school of the modern world. The roll call of those
associated with the school now reads like a list of the early giants of mathematical physics, including Fourier,
Lagrange, Laplace, and Ampère. The terms "Fourier analysis", "Lagrangian", and "Laplace transform" are now well
known to every physics student.

The name of Sadi Carnot was added to that illustrious list of names when he enrolled at the École Polytechnique
in 1812 at the age of sixteen. However, by the time Sadi had finished his studies in 1814, Napoleon was in full
retreat and Paris was besieged. The students of the college — including Sadi Carnot — fought bravely to defend the
outskirts of the city, but were forced to retreat under sustained artillery fire.

The final defeat of France by the British at Waterloo in 1815 had a devastating impact on Sadi Carnot.
Remember, Sadi Carnot's father had been Napoleon's Minister of War, and he had become one of Napoleon's finest
generals. Sadi Carnot became determined to avenge the defeat of his father — and his country.

The revenge of Sadi Carnot

When Sadi Carnot saw a steam engine for the first time, he became obsessed with the question of understanding
how it worked. The problem was that the operation of a steam engine was not fully understood. Isaac Newton had
presented his laws of mechanics a century earlier, but Newton had no understanding of energy, or heat. With no
theory to guide them, steam engine designers had proceeded on the basis of trial-and-error: build a different engine
design, and see if it produced more power. A theory of steam engines was therefore desperately needed.

In 2012, the BBC made a two-part documentary series about thermodynamics called Order and Disorder. The
series was written and presented by Prof. Jim Al-Khalili. Here is a link to a video of episode one on YouTube:

 
http://tinyurl.com/videoheat
 
The video is excellent and is well worth watching.
At the 12-minute mark of the video, Jim Al-Khalili considers Sadi Carnot's reaction to the French military defeat:

"The humiliation he felt personally would drive him and motivate him to uncover a profound insight into how all
engines work. Carnot came from a highly-respected military family. After the French defeat, he became determined
to reclaim French pride."

http://tinyurl.com/videoheat


Jim Al-Khalili then proceeds to describe how Sadi Carnot realised the true basis for the British military
advantage: "What really bothered Carnot was the technological superiority that France's enemies seemed to possess.
And Britain, in particular, had this huge advantage both militarily and economically because of its mastery of steam
power. So Carnot vowed to try and understand how steam engines work, and use that knowledge for the benefit of
France."

In the video, Prof. Simon Schaffer then describes how Sadi Carnot realised a method to gain revenge over Britain:
"He says absolutely explicitly that if you could take away steam engines from Britain then the British Empire would
collapse."

Sadi Carnot became determined to exact revenge on Britain, and the way he would do it would be to design a
better steam engine … for France.

Historic theories of heat

The problem faced by Sadi Carnot was that the operation of a steam engine was based on heat, and nobody
actually knew what heat was. The ancient Greeks believed that everything was composed of four fundamental
elements: earth, air, fire, and water. Fire was thus thought of as a substance.

This model of the elements survived through the Middle Ages and into the Renaissance. However, in 1678, the
German alchemist Johann Becher proposed a new theory called the phlogiston theory. According to Becher, all
inflammable substances contained the material known as phlogiston. When the material burnt, the phlogiston was
released, which gave the appearance of a flame. The material which was left (the ash) was then consider to be
"dephlogisticated". Hence, the ash was considered to be the true essence of the material. Growing plants then
absorbed the phlogiston from the air, which explained why they burned so well.

The phlogiston theory was generally accepted for 100 years, but flaws in the theory started to emerge. Firstly, the
theory predicted that materials should lose weight as they burned and the phlogiston was released. However, some
metals actually increased in weight when they burned (we now understand that this is due to the metal combining
with oxygen from the air). Secondly, the theory had no explanation of why heat should flow in only one direction:
from a hot object to a cold object. An improved theory was required.

As a result, in 1783 the great French chemist Antoine Lavoisier introduced the caloric theory of heat. The theory
proposed that heat consisted of a weightless substance called caloric. According to the theory, caloric was a material
substance (a fluid) and the amount of caloric in the universe was constant: caloric could be neither created nor
destroyed. It was also proposed that caloric was self-repellent. The self-repellent nature of caloric provided an
explanation as to why heat travels only from hot objects to cold objects: caloric would naturally move from regions
in which it was highly concentrated (hot) to regions in which it was more sparsely concentrated (cold).

Although we now know the caloric theory to be incorrect, it gave Sadi Carnot the idea he needed to be able to
analyse steam engines, as we shall now see …

The waterwheel of heat

Sadi Carnot wondered if there was a limit to the amount of power which could be produced by a steam engine.
Assuming that there was a limit to the efficiency of a steam engine, then what was the formula for that efficiency?

Carnot's analysis of steam engine efficiency was heavily influenced by waterwheels. Before the widespread
adoption of the steam engine, factories had generated their power from waterwheels. Waterwheels provided a
constant, smooth rotary action, ideal for driving the mill machinery used for spinning cotton in the Industrial
Revolution. The use of waterwheels might sound primitive, but we still use waterwheels today — though we call
them hydroelectric plants. Hydroelectricity currently provides sixteen percent of the world's electricity, and the
world's largest power plants are hydroelectric plants.

Let us analyse how power can be produced by a waterwheel. The following diagram shows how water flows from
a height, h, with the flow of water powering the wheel:



You may remember from physics lessons in school that an object which is at a height contains potential energy
due to that height. That means that the water at the top of the waterwheel will have more energy than the water when
it drops to the bottom of the waterwheel. But, according to the law of conservation of energy, energy cannot just
vanish — it must have gone somewhere. So if the energy of the water is less at the bottom of the waterwheel than it
was at the top, then where has the energy gone?

To answer that question, we need to consider what we mean by "work". "Work" has a very specific meaning in
physics. In physics, work means the application of a force to move an object. So, for instance, if a pump lifts water
out of a deep mine, then that pump has performed work.

Now let us consider the definition of energy. What is energy? Energy is defined as the ability of a system to do
work. If a system has more energy, it can do more work. Exactly the same principle applies to human beings: if you
are feeling more energetic, you can do more work. If you have more energy, you can do the gardening, or lift some
heavy rocks.

So, as the energy of the water is less at the bottom of the waterwheel than it was at the top, we can now
understand where the missing energy has gone. The missing energy from the waterwheel is used to perform work
inside the factory. That work might involve moving machinery such as a cotton weaving loom, for example.

At this point, Sadi Carnot realised that this model of a waterwheel could also be applied to analyse steam engines.
The breakthrough came when he used the caloric model of heat. If you remember, the caloric theory said that heat
was a substance (a fluid), which always moved in one direction: from high temperature to low temperature. Carnot
realised that the behaviour of water in a waterwheel was identical: water was a substance which always moved from
a high level to a low level. Therefore, the passage of heat through a steam engine was the same in principle as the
passage of water through a waterwheel.

Carnot realised he could describe any steam engine in abstract form as a form of "waterwheel" with the caloric
fluid of heat "falling" from a high temperature to a cold temperature. The high temperature would be the temperature
of the hot boiler, and the low temperature would be the temperature of the external environment.

How, then, could Carnot use this model to analyse the efficiency of a particular steam engine? Well, as has just
been described, the potential energy of a waterwheel is dependent on the height difference of the water in the two
reservoirs. Carnot applied similar logic to his analysis of the steam engine. In the case of the steam engine, the
available energy would be dependent on the difference in temperatures.

In that case, Carnot realised that the available energy which could be produced by the steam engine would depend
on the difference in temperatures:

where TH is the high input temperature, and TL is the lower output temperature. This formula might be considered



as representing the height of the "waterwheel of heat".
Does this value then represent the efficiency of the steam engine? Not quite. To get to the final form of the

formula, let us consider what we mean by "efficiency". Efficiency is the proportion of the energy which is input to
the system which is converted into work. We have just seen that the energy which is converted into work is
proportional to TH-TL, so to get the efficiency we have to divide that value by the amount of energy which was input
to the system which would be the total height of the waterfall, TH. The final formula for the efficiency of a steam
engine is then:

Even though Carnot was using the caloric model of heat — which we now know is incorrect — it is amazing that
this formula remains the correct formula for the efficiency of a steam engine.

In 1824, Sadi Carnot published his results about the efficiency of steam engines in a book titled Reflections on the
Motive Power of Fire. This classic book is now considered to have created the science of thermodynamics, the
science of heat ("thermo") and motion ("dynamics").

Here is the cover of Sadi Carnot's legendary book. You can see that Carnot described himself as an "Ancien élève
de l'École Polytechnique", which translates to "Former pupil of the École Polytechnique":



 

Heat engines

What does Carnot's formula tell us about how to improve the efficiency of a steam engine? First, allow me to
remind you of Carnot's formula:

Now let us put some numbers into the formula. Let us imagine a steam engine which has a boiler full of boiling
water (which is 100 degrees Celsius, equal to 373 degrees Kelvin). Let us also imagine that the external temperature
is freezing (which is 0 degrees Celsius, equal to 273 degrees Kelvin). Putting those numbers into the formula gives a
value for the efficiency of that steam engine:



So the efficiency of that steam engine is 0.27, or 27%. If you think that sounds inefficient, well, you would be
correct. But, considering the formula, how could the efficiency be improved? Before Carnot's result, it had been
thought that engine efficiency could be improved by using different materials, such as boiling alcohol instead of
water. However, Carnot's formula revealed that the important factor was the working temperature — not the
materials used. In order to improve the efficiency of this steam engine, we need to increase its working temperature,
TH.

Prof. Jim Al-Khalili considers this strategy at the 17-minute mark of the excellent BBC thermodynamics video (a
link was provided earlier in this chapter). According to Jim Al-Khalili: "Carnot's crucial insight was to show that to
make any heat engine more efficient, all you had to do was to increase the difference in temperature between the
heat source and the cooler surroundings. Ultimately, a car engine is more efficient than a steam engine because it
runs at a much hotter temperature."

Note the use of the term "heat engine" in the previous quote by Jim Al-Khalili. The term "heat engine" is the
generic term for any engine which exploits the passage of heat from hot to cold, with the difference in heat energy
being used to perform mechanical work:

A heat engine is powered by the movement of heat from hot to cold. For example, in a steam engine that would be
the movement of heat from a hot boiler, through the steam engine, and then expelled as exhaust steam.

A steam engine is just one example of a heat engine. Many other types of heat engine exist, all working on the
same principle. For this book, I have created an entertaining video showing some other types of heat engine (you



may be surprised!).
Here is a link to the video:
 
http://tinyurl.com/hotpower
 
I hope you enjoy the video!

http://tinyurl.com/hotpower
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REVERSIBILITY
In his 1687 masterwork, the Principia, Isaac Newton had presented his laws of mechanics. These were the laws of

masses, forces, and accelerations. Newtonian mechanics provided the theoretical tools needed by the engineers who
created the Industrial Revolution. Just as importantly, Newton's discoveries generated a new excitement in the
general population about the possibilities of science, and this encouraged engineers and entrepreneurs such as James
Watt and Richard Trevithick to devise their world-changing inventions. It was largely because of Isaac Newton that
Britain became the world's leading technological nation.

As a result, Newton became an almost godlike figure in Britain. The insights of Newton, which had been captured
in the Principia, were treated with almost the same reverence as the Bible.

When Newton died, the English poet Alexander Pope wrote the following famous epitaph which reflected the
almost divine status of Newton: "Nature, and nature's laws lay hid in night; God said 'Let Newton be' and all was
light."

The esteem in which Newton was held is clearly displayed in his magnificent tomb at Westminster Abbey:

On the tomb, you can see the reclining Newton resting on four of his books, including the Principia. At the top of



the tomb can be seen the celestial globe onto which is drawn the path of Newton's Comet of 1680.
It was Newton who had shown that the same force which holds the planets in their orbits was also responsible for

pulling an apple down from a tree. Previously, these two phenomena were considered to be completely unrelated.
By showing that they were two different aspects of the same force of gravity, Newton had achieved one of the first
unifications in physics.

Beneath the sculpture of Newton on his tomb, the heliocentric model of the Solar System is drawn showing the
Sun at its centre and the known planets orbiting around the Sun — according to Newton's law of gravitation. By
unlocking the mystery of the motion of the planets and the heavenly bodies, it finally seemed as though mankind
had completely unlocked the secrets of the universe.

So when the steam engine appeared in the 1800s, it might have been expected that it would be no problem for
Newton's laws to explain the behaviour of the steam engine. After all, the laws which described the motion of
planets and comets could surely explain the operation of a lump of iron filled with water and heated by coal.

What is more, in the previous chapter we have seen how the operation of a steam engine is really quite simple.
Like all heat engines, it is based of the one-way flow of heat energy, always from hot to cold, and never in the
opposite direction.

But there was only one problem. The laws of Isaac Newton were not one-way at all.
The laws of Isaac Newton were completely reversible.

Reversibility in the movies

Newton's three laws of motion form the basis of Newtonian mechanics (classical mechanics). The three laws are
as follows:

 
1) An object remains at rest or continues at constant velocity unless it is acted on by a force. This is sometimes

called the law of inertia.
 
2) A force will cause an acceleration of an object. The acceleration will be proportional to the magnitude of the

force, and inversely proportional to the mass of the object.
 
3) Every action (force) will produce an equal and opposite reaction.
 
The three laws are clearly very simple, but they govern the motion of all objects. Part of the simplicity of the laws

arises because they include no mention of any particular direction of time. The laws do not specify that they only
apply in the forward time direction. In other words, there is nothing in the laws to indicate that they would not apply
in a system in which all the objects suddenly reversed their direction of motion and started running backwards — as
if time had been reversed. It is therefore said that Newton's laws are time-reversal invariant.

There is one simple way to demonstrate the reversibility of Newton's laws, and that is because it is possible for us
to generate an artificial form of "time reversal". And the way we can achieve that time reversal is by making a
movie.

The British movie director Christopher Nolan has gained a reputation for making innovative, unconventional
movies which consider deep themes about the nature of time, space, and reality. His movies often incorporate ideas
from science, particularly physics. Nolan's desire for scientific accuracy was most clearly demonstrated in his movie
Interstellar which relied on technical advice from the Nobel prize-winning theoretical physicist Kip Thorne.

Nolan first showed an interest in the phenomenon of time reversibility in his movie Memento. This brilliant movie
told the story of a man with amnesia trying to find the murderer of his wife. But what made the movie so remarkable
is that the screenplay unfolded in reverse, starting with the final scene, and ending with the first scene. In other
words, the events in the movie unfolded in time-reversed order (though Nolan still manages to surprise us at the end
of the movie — or should I say the start?).

But it was in a later movie that Christopher Nolan's interest in time reversal was to play a central role. That movie
was Tenet, released in the late summer of 2020.

Unfortunately, the coronavirus pandemic, and the resultant closure of cinemas, meant that the release date of
Tenet was delayed several times. However, the movie was finally released in the UK at the end of August. And so it
was that I found myself in a virtually empty cinema with just four other socially-distanced people.

The central premise of Tenet is that there exists a technologically-advanced device (called a "turnstile") which can
reverse the direction of the flow of time for objects. This idea resulted in some spectacular and inventive time-



reversed scenes. As was stated earlier in this section, time reversal would involve objects in a system reversing their
direction of motion. Hence, as an example, one time-reversed scene in Tenet shows bullets leaving a target and
following a reversed trajectory back into the barrel of a gun.

These time-reversed motions shown in movies such as Tenet are the best way to demonstrate the reversibility of
Newton's laws. All we need to do is make a movie of the movements and interactions between a group of objects,
and then play that movie backwards. If it can be seen that Newton's laws still apply to the reversed sequence of
events, then that means that Newton's laws are reversible in time. As the physicist Paul Davies says in his book The
Physics of Time Asymmetry: "Time reversal may be imagined as taking a movie film of the original motion, and then
playing it backwards."

The following diagram shows three frames of a short movie. The movie is of a game of snooker (or pool). The
first frame shows a stationary black ball in the middle of the frame, and a moving white ball coming in from the left
of the frame. The second frame shows the white ball colliding with the black ball. The third frame shows the result
of the collision: the white ball becomes stationary, while the black ball moves off at speed:

Simple motions of balls, and collisions (forces) between those balls, are described by Newton's laws of motion.
So let us reverse this short movie and see if it still makes sense, i.e., do Newton's laws still apply to the time-
reversed motions?

To answer that question, let us consider the sequence of frames in the reverse order, so that the last frame
becomes the first frame, and the first frame becomes the last frame.

Here is the new sequence of frames, now numbered from Frame 3 to Frame 1:



As you can see, the first frame now shows the white ball stationary in the middle of the frame, and the black ball
moving in from the right of the frame. The second frame shows the collision between the two balls. And the new
final frame (the old first frame) shows the black ball stationary in the middle of the frame, while the white ball
moves out of the frame to the left.

So this new time-reversed sequence of events seems reasonable, perfectly in accordance with Newton's laws of
motion. This tells us that Newton's laws are reversible in time.

However, the situation would have been different if our movie had involved the passage of heat, rather than the
motions of snooker balls. Imagine a movie of a hot object in a cold room. As the movie is filmed, heat leaves the
object, and passes into the colder environment. Now let us imagine we play that movie in reverse. In reverse, we
would see heat passing from the cold environment to heat the warmer object, thereby raising its temperature. This
behaviour is something we would never encounter in reality: heat only ever travels from a hot object to a cold object
— never from a cold object to a hot object. So this tells us that the laws of physics which govern the behaviour of
heat cannot be time-reversible. It also tells us that Newton's laws cannot describe the behaviour of heat, because —
as we have just seen — Newton's laws are time-reversible.

As described earlier, Isaac Newton was perceived as almost a divine being in Britain during the Industrial
Revolution. So it must have been a shock to discover that Newton's supposedly infallible laws — the laws which
were treated with almost the same reverence as the Bible — were incapable of describing the behaviour of the new
steam engines which were having such a great impact at that time.

The failure of Newton's laws to describe the behaviour of heat explains why there was such urgency in the early
1800s to develop a new science which was capable of describing the functioning of steam engines.

So let us now rejoin our story in France …



Reversibility and efficiency

Let us now return to consider the story of Sadi Carnot. If you remember, Carnot was obsessed with a desire to
overcome the English technological superiority. To achieve his goal, Carnot aimed to improve the efficiency of
French steam engines.

When we last left Carnot in the year 1824, Carnot had just published his book Reflections on the Motive Power of
Fire. As described in the previous chapter, this was the book which launched the new science of thermodynamics —
the science of heat and motion. And thermodynamics — unlike the laws of Newton — was the branch of physics
which was capable of describing the behaviour of steam engines.

Also in his book, Carnot described how the principle of reversibility played a central role in determining the
efficiency of a steam engine — or any machine. Why should reversibility be so important?

To understand why this is the case, consider the following thought experiment. Two ice hockey players are on a
perfectly smooth surface of ice. As you can see in the following diagram, the player on the left (Player A) is hitting
the puck to the player on the right (Player B):

Let us imagine that Player A strikes the puck at a speed of 20 metres/sec towards player B. Let us also imagine
that the ice is perfectly smooth and frictionless, so that the puck loses no speed on its journey. As a result, the puck
arrives at Player B travelling at the same speed of 20 metres/sec.

Now let us imagine we make a movie of the sequence of events, just as we earlier made a movie of the snooker
ball collisions. Here are three frames of the short movie which just shows the movement of the puck:



In the first frame of the movie, you can see the puck being struck by the hockey stick of Player A on the left,
which results in the puck moving at a speed of 20 m/sec. Because the ice is perfectly smooth and frictionless, there
is no reduction in the speed of the puck in the second frame as it continues its journey across the ice. Finally, in the
third frame, we see the puck hit the hockey stick of Player B — still travelling at a constant speed of 20 m/sec.

It is easy to see that if this movie was reversed, this sequence of events would still make sense. All that would
change is that the direction of motion of the puck would be reversed, so the movie would show the puck moving in
the opposite direction — at the same constant speed of 20 m/sec. For that reason, it is clear that this is a time-
reversible situation.

Now let us consider the situation in which the playing surface of perfectly smooth ice is changed to be a surface
of rough sandpaper. This would introduce the effect of friction on the motion of the puck. This would act to slow the
puck on its journey across the ice. Although the puck would start its journey at the same speed of 20 m/sec, it might
now slow down to a speed of just 5 m/sec by the time it reaches player B.

Here is the movie of this new situation. It can be seen that the puck loses speed as it moves across the sandpaper:



What has happened is that the puck has lost energy as it has passed across the ice. The energy associated with
moving objects is kinetic energy, so the puck has lost kinetic energy as it moves across the sandpaper, due to the
effect of friction.

Now let us imagine watching this new movie in reverse. In this new time-reversed movie, we would see the puck
initially travelling at a speed of 5 m/sec as it leaves Player B, but speeding up as it moves across the sandpaper until
it reaches a speed of 20 m/sec at Player A. This would, of course, never happen in reality: objects do not speed up as
they travel across rough surfaces — they lose energy and slow down. So, because this time-reversed situation could
never happen in reality, we can say that this has become an irreversible system.

So why has the previously reversible system now become an irreversible system? The cause of this irreversibility
is the puck losing kinetic energy due to friction as it moved across the sandpaper. But the law of conservation of
energy says that energy cannot be created or destroyed — it can only change its form. So the energy must have gone
somewhere. But where did it go?

The answer is revealed when we realise that friction produces heat, a feeling we experience when we rub our
hands together and feel them getting warm. Heat is a form of energy, so the kinetic energy lost by the puck is
converted into heat energy by friction from the rough sandpaper. And that heat energy then transfers from the puck
into the general cooler environment.

So the root cause of the irreversibility comes from the heat released by friction. Any friction in a system will
introduce irreversibility.

This connection between irreversibility and the production of heat will play a central role later in this book when
we come to consider consciousness.



The Carnot cycle

Sadi Carnot realised that any system which was losing energy due to friction would exhibit irreversible behaviour.
And that energy loss would have the effect of reducing the efficiency of an engine. Therefore, in his book,
Reflections on the Motive Power of Fire, Sadi Carnot explained that an engine with the greatest possible efficiency
would be perfectly reversible. We now call this perfectly reversible engine a Carnot engine.

In order to achieve maximum efficiency, each individual step in the cycle performed by the engine must also be
reversible. The complete sequence of reversible steps which is performed by the engine is called the Carnot cycle. In
theory, the cycle could be interrupted at any point and the engine could then be operated in reverse.

So Sadi Carnot had finally achieved his goal of specifying how a perfect steam engine could be made: it should be
reversible, or as near reversible as possible.

However, in reality, it can never be possible to make a perfectly reversible engine as it can never be possible to
remove all loss-making factors such as friction. But, even for modern engineers, the goal of perfect reversibility is
used to guide the process of efficient engine design.

A musical interlude

We have now come to the end of this chapter on reversibility. In the later chapters of this book, we will be
returning to consider irreversibility. It will be seen that irreversibility potentially plays a key role in the emergence
of consciousness.

However, right now, I think you deserve a reward. So I have specially written and recorded a song and music
video based on the theme of this chapter.

The song is called Turn Back Time, and it is about irreversibility. The music video includes several examples of
irreversibility including a collapsing house of cards, a breaking wine glass, and me getting wet (or, more accurately,
me getting dry). Here is a link to the music video:

 
http://tinyurl.com/irreversibility
 
The song and video were influenced by the time-reversal movie Tenet.
Hopefully the song will have the effect of emphasizing the central role which irreversibility will be playing in this

book.
I hope you enjoy the video!

http://tinyurl.com/irreversibility
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HEAT, TEMPERATURE, AND ATOMS
As we have just seen, Sadi Carnot made great advances in understanding the behaviour of steam engines.

However, Sadi Carnot still did not understand the true nature of heat. As explained in Chapter Two, Carnot still
believed in the caloric theory of heat which proposed that heat was an actual substance. Carnot was fortunate that
this mistaken theory of heat did not prevent his progress in understanding the steam engine. As Ingo Müller says in
his book A History of Thermodynamics: "It was quite irrelevant whether he knew what heat was — and he didn't!"

A deeper understanding of heat was desperately required. In this chapter, we will see how that accurate, deeper
understanding of heat was obtained. We will see how an entirely new theory had to be developed, a theory which
relied on a completely new model of reality at its smallest scales.

At the end of this chapter we will also see that the theory of heat has implications for a theory of consciousness.

The rings of Saturn

The planet Saturn is the second-largest of the eight planets in the Solar System, almost a hundred times larger
than Earth. The planet is mostly made of hydrogen and helium, with a total density less than water. But, of course,
Saturn is most famous for its spectacular system of rings:

The rings around Saturn were first observed by Galileo Galilei in 1610 using his telescope. However, because of
the low magnification of Galileo's telescope, the internal structure of the rings was unobservable. The true nature of
the rings remained unknown. Were they connected to the planet, or separate? Were they solid, or made of small
rocks, or even a fluid?

In 1857, in the hope of finally solving the problem, St. John's College in Cambridge announced a competition. A
prize would be awarded to anyone who could solve the problem of the composition of the rings. The competition
attracted the attention of 25-year-old James Clerk Maxwell, a highly-skilled mathematician who was a professor at
Aberdeen University.

In 1859, after studying the problem for two years, Maxwell proposed his solution. In his essay On the Stability of
the Motion of Saturn's Rings, Maxwell was able to show that if the rings were completely solid then the internal
stresses would break the rings into smaller pieces as they orbited the planet. The same result would occur if the rings
were made from a fluid: tidal waves would be created of such a monstrous size that the rings would eventually be
torn apart.

Maxwell announced that the rings must be composed of a swarm of smaller objects, such as small rocks or lumps



of ice. Occasionally, Maxwell realised, those rocks would collide with each other. This prediction was eventually
confirmed by the images sent back from the Voyager spacecraft in 1980. The images showed that the rings are made
of lumps of ice ranging in size from a radius of one centimetre to ten metres.

The Astronomer Royal described Maxwell's work as "One of the most remarkable applications of mathematics to
physics that I have ever seen." James Clerk Maxwell won the £130 prize, and the physics community became aware
of his name as a new rising star in the field.

Maxwell realised that his work on the rings of Saturn had wider applicability. Maxwell was one of a growing
number of physicists who believed that all materials were made of smaller particles which were called atoms. Just as
Maxwell had shown that the rings of Saturn were made from a huge number of smaller lumps colliding with each
other, could he now use similar techniques to explain the properties of gases made of trillions of microscopic
swarming atoms?

The kinetic theory of gases

If a gas really was made of trillions of atoms, then the challenge was to explain how the large-scale properties of a
gas — such as its temperature and pressure — could be explained in terms of the interactions of the microscopic
atoms in that gas. The solution was developed by Maxwell, together with the German physicist Rudolf Clausius and
the Austrian physicist Ludwig Boltzmann. Together, those three giants of 19th century physics created what we now
know as the kinetic theory of gases.

The kinetic theory of gases models the atoms of a gas as microscopically small balls. Those balls move at high
speeds, and, because of the vast number of atoms in a gas, collisions are extremely frequent. When these balls
collide, the kinetic theory proposes that the balls bounce off each other perfectly elastically. As a result of these
collisions, the motion of the atoms is completely random.

To provide some actual numerical values, the theory can be used to calculate that one molecule of oxygen in a
room full of oxygen gas will be moving on average at the astonishingly high speed of 461 metres per second. When
this result was announced, it raised some objections to the theory. As an example, consider the situation in which
you are standing at one end of a room and someone wearing heavy perfume enters the other end of the room. With
gas molecules predicted by the theory to travel at several hundred metres per second, it might be imagined that you
would smell the perfume as soon as you see the person. But this is obviously not what happens — it takes several
seconds for the scent to drift across the room.

The answer to this objection is that the atoms of the scent do not fly in straight lines. Instead, those atoms collide
with other gas atoms as they zigzag across the room — just as the lumps of ice in the rings of Saturn collide with
each other as they orbit the planet. This is the reason why the smell of the perfume takes several seconds to cross the
room.

The kinetic theory of gases reveals that these collisions are occurring with extraordinary frequency. At room
temperature, one oxygen molecule can travel an average distance of only 67 nanometres before it collides with
another oxygen molecule, a distance which is 1,500 times smaller than the width of a human hair. Remembering that
molecules are travelling at great speed, that means that a molecule will collide with another molecule 6.8 billion
times per second. It is clear that the microscopic world is a world of extreme dynamism and constant, violent
collisions.

The kinetic theory of gases provides an explanation of how large scale, measurable properties of a gas are
produced by the interactions of the microscopic atoms in the gases. One such example is an explanation of how the
pressure of a gas results from the forces applied by its atoms.

To see how this occurs, we might consider a sample of gas which is trapped in a cylinder, as shown in the
following diagram. The atoms of the gas are drawn as small balls, bouncing off each other at high speed. The
motions of the atoms are indicated by the small arrows. It can be seen that the cylinder contains a piston which is
pushing down on the gas:



As has just been explained, the atoms of the gas are travelling at tremendous speed. Those atoms would strike the
piston extremely fast, and this would result in a force being applied to the piston — like tennis balls striking a tennis
racket. Because there are so many atoms in the gas, and they strike the piston with such high frequency, this would
have the effect of exerting a constant outward force onto the piston. We would interpret this force as the pressure of
the gas, and we could measure that pressure using a gauge (as shown in the previous diagram).

Hence it can be seen how the kinetic theory of gases can explain how a large scale, measureable property of the
gas (such as pressure) can arise from the interactions of the microscopic atoms within that gas. The field of physics
which considers how measureable properties arise from the interactions of microscopic particles is called statistical
mechanics.

Heat

We might wonder how the kinetic theory of gases can explain the heat and temperature of a gas. Heat and
temperature are closely related, but they are different properties. Let us consider heat first.

It was explained in Chapter Two that it was originally believed that heat was a substance, named either
"phlogiston" or "caloric". It was suggested that caloric was a fluid, and caloric could be neither created nor
destroyed. However, the main flaw in this theory is fairly obvious: if you create heat by friction — by rubbing two
surfaces together — then you can create an endless source of heat. It was clear that heat could not be a substance
which was limited in amount.

In his 1857 paper On the Nature of the Motion which we call Heat, Rudolf Clausius rejected the caloric theory of
heat. Instead, Clausius suggested that heat was motion: the motion of atoms in an object. This makes a lot of sense,
after all, when you rub your hands together they get hot. In that case, the motion of your hands is causing the atoms
of your hands to move, which generates heat.

Clausius realised that each of those moving atoms would possess an amount of kinetic energy, the energy



associated with movement. Let us consider how atoms and molecules can move. In a gas, three types of molecular
motion are possible, as shown in the following diagram:

As the previous diagram shows, the three possible types of molecular motion are translation (movement in a
straight line), rotation, and vibration. Each different way in which the molecule can move is called a degree of
freedom. There is some kinetic energy — the energy of motion — associated with each degree of freedom. In other
words, each different way in which the molecule can move adds an amount of energy to the total energy of the
molecule. If we then add up the total energy of all the molecules we get the total thermal energy (the heat) of the
gas.

Heat, therefore, is the energy associated with the random motion of atoms and molecules in an object.

Temperature

So the total amount of thermal energy in an object is the heat in that object. Let us now move on to consider
temperature — which is different from heat.

We can measure temperature using a thermometer — or even our bare hands. In terms of physics, the temperature
is the average kinetic energy of the atoms in an object. The word "average" is crucial here. A very large object
might contain a great amount of heat energy in total, but — because of the size of the object — the average
temperature might be surprisingly low. An example of this is the temperature of the sea. The sea contains a huge
amount of heat energy in total, but, because of its size, the temperature of the sea when we put our hand in the water
— the average amount of energy in a small sample — can be chilly!

The ocean has absorbed more than 90% of the heat caused by human activity. John Abraham, a professor of
thermal sciences at the University of St. Thomas in Minnesota has explained how much heat energy is absorbed by
the ocean: "It's about five Hiroshima bombs of heat, every second, day and night, 365 days a year". This reveals the
vital role of the oceans in absorbing heat in the battle against global warming.

So the heat energy contained within the ocean is huge — but if you dip your toe into the sea, the water will feel
cold! This is an example of the difference between temperature and heat.

The bridge between the human world and the atomic world

Let us now consider in more detail the connection between temperature and the properties of individual atoms.
The kinetic theory of gases can be used to calculate the amount of kinetic energy of a single molecule of a gas.

That kinetic energy can be found from the following formula:

where T is the temperature of the gas and k is a constant value known as Boltzmann's constant.
But where does the 3/2 factor come from? Well, as explained earlier in this chapter, gas molecules have various

degrees of freedom, which means they have various directions in which they are free to move. Each degree of



freedom adds an amount of kinetic energy to the molecule which is equal to:

With three dimensions of space in which the molecule is free to move (three degrees of freedom), that means that
this amount of energy gets added three times to the total energy of the molecule, thereby resulting in the 3/2 factor
shown earlier.

Now let us consider how we measure temperature. If I want to measure temperature, I would use a thermometer.
A thermometer is a fairly large instrument which I can hold in my hand. A thermometer is definitely part of the
human-scale world. Because of its size, we would say that a thermometer is a macroscopic object (a human-scale
object).

In contrast, I cannot see an atom because of its incredibly small size: it is unobservable. I cannot hold a single
atom in my hand, or use a single atom as a tool. An atom is not part of my human world. Because of its small size,
we would say that an atom is a microscopic object (as opposed to macroscopic).

But the analysis which has just been described managed to connect temperature with the kinetic energy of an
individual molecule. How was that magic achieved? Let us again consider the previous formula for the kinetic
energy of a molecule:

We can see that the factor which links temperature of a gas with the energy of one of its molecules is Boltzmann's
constant, k. For this reason, it is often stated that Boltzmann's constant represents "the bridge between the
microscopic and macroscopic world". For an example, see the following page on the Boltzmann.com website:

 
http://tinyurl.com/boltzmannconstant
 
As that webpage states: "Boltzmann's constant bridges macroscopic physics (temperature, entropy) with

microscopic physics (average energy of particles/atoms/molecules)."
Consciousness is part of the human experience, part of the human world. So consciousness is a macroscopic

phenomenon. Whereas the motion of particles in our brains — out of which consciousness emerges — is a
microscopic phenomenon.

This point was made by the physicist Carlo Rovelli in a recent YouTube video (http://tinyurl.com/rovellivideo).
In the video, Rovelli attempts to understand consciousness within the known laws of physics, and emphasises the
macroscopic nature of consciousness. According to Rovelli: "Consciousness is a macroscopic phenomenon.
Subjective experience … is a macroscopic phenomenon."

The challenge for physicists is to explain how consciousness emerges from the trillions of interacting particles in
our brains. How can we link microscopic activity to a macroscopic phenomenon? For this reason, I would suggest
that Boltzmann's constant will likely play a central role in any final theory of consciousness. The theory of
consciousness presented later in this book will have a central role for Boltzmann's constant.

Consciousness and physics

This line of reasoning, I would suggest, provides us with the first indication of why thermodynamics is the branch
of physics which is best suited for studying the phenomenon of consciousness.

When we consider a brain, we observe a staggeringly complex swarming of microscopic particles. Somehow, our
consciousness emerges as a macroscopic phenomenon from the interactions of these particles in the same way that
the temperature or pressure of a gas arises from interactions between the atoms of that gas. Consciousness is,

http://tinyurl.com/boltzmannconstant
http://tinyurl.com/rovellivideo


therefore, a phenomenon which needs explaining in terms of the activity of its microscopic constituents, in the same
way that explanations were found for temperature and pressure in terms of microscopic atoms — as this chapter has
explained.

Although, historically, there has been little interest in consciousness from physicists, several high-profile
physicists now appear to be taking the problem seriously. And, I am pleased to say, I detect a general focus on
thermodynamics as a likely solution.

This trend towards considering thermodynamics as a solution was clearly shown in the 15th February 2020 cover
story of New Scientist magazine. The article was called Finding Our Place in the Universe and was written by
Richard Webb. In the article, Webb interviewed several prominent physicists including Sean Carroll and Carlo
Rovelli. In the following extended extract from the article, the possible explanation for consciousness in terms of
thermodynamics is explored, with particular reference to the kinetic theory of gases: "For Carroll and many others,
the answer lies not in mysticism, but in emergence. This is the idea that behaviours and properties that are
inscrutable when you look at single components of a complex system pop into existence when you view things as a
whole. There are plenty of precedents. The temperature or density of a gas, for example, doesn't mean much at the
level of single molecules. Look at all the molecules of the gas together, however, and they are measurable quantities
that explain physical change: how temperature differences cause heat flows, for example, or how a gas pushes a
piston when compressed. The catch is that human brains are phenomenally complex. A fully grown one contains
nearly 100 billion interconnected neurons, and we are still far from establishing how they produce the felt states of
our conscious world, let alone how those states interface with the wider world: "It's one thing to say I can explain the
temperature and density of the air by hypothesising that it is made of molecules bumping into one another" says
Carroll. "It seems quite a more dramatic project to say I can explain mind and choices and consciousness as
emerging out of atoms and molecules bumping into one another."

 
For physicists, the challenge is clear. An explanation of the macroscopic phenomenon of consciousness in terms

of microscopic atoms is required — just as explanations were found for temperature and pressure.
With that in mind, let us continue our story …
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ENTROPY
When we last left Sadi Carnot it was the year 1824, and Carnot had just published Reflections on the Motive

Power of Fire. The principles which Carnot described in that book still influence engineers to this day.
Unfortunately, Carnot did not live to see the widespread adoption of his ideas as he tragically died in Paris during a
cholera epidemic in 1832 at the age of just 36.

Carnot's work remained largely unnoticed for almost twenty years after his death before it was rediscovered by a
few notable scientists. That small group included the German physicist and mathematician Rudolf Clausius.

It was Clausius who, in the 1850s and 1860s, analysed the work of Carnot and placed it on a stronger theoretical
foundation. Clausius proceeded to make a series of theoretical breakthroughs, in the process becoming one of the
key founders of the science of thermodynamics.

Despite Carnot's advances, one great mystery remained about the behaviour of heat. That mystery was the
tendency of heat to travel in only one direction: from hot to cold. As explained in Chapter Three, this was a mystery
because Newton's laws — and the fundamental laws of physics in general — are all reversible in time. It was
Clausius who provided the breakthrough in solving the problem when he introduced the concept of entropy.

In developing the concept of entropy, Clausius carefully analysed the writings of Sadi Carnot about steam engine
efficiency. Clausius considered a system which had heat energy added to it. Clausius then defined the increase in the
entropy of that system as follows:

Crucially, Clausius also combined this definition of entropy with a rule to describe its behaviour:
 
The entropy of a closed system always increases in time.
 
This rule is called the second law of thermodynamics, and it is considered to be one of the most important and

unbreakable rules in physics.
It can immediately be seen that there is a crucial difference between this law and the laws of Newton. While the

laws of Newton do not specify any particular direction of time, it can be seen that the second law of thermodynamics
says that entropy always increases in the forward direction of time — never in the reverse direction of time. So,
unlike the laws of Newton, a direction of time is explicitly stated within this law. It is clear that we are moving
away from the laws of Newton and into a new world of physics.

An example calculation of entropy

Let us now consider an example calculation of entropy, according to Clausius's definition. The following example
is from the excellent free online physics textbook provided by OpenStax. Here is a link to the relevant page in the
book:

 
http://tinyurl.com/entropybook
 
The example described in the book considers the following scenario. Imagine a metal bar. The left half of the bar

is at a very high temperature of 600 Kelvin (327 degrees Celsius), while the right half of the bar is at a low
temperature of 250 Kelvin (-23 degrees Celsius). This arrangement is shown in the following diagram, with one half
of the metal bar being hot, and the other half being cold:

http://tinyurl.com/entropybook


If we leave the bar for a period of time, we will find that heat energy naturally flows from the hot end of the bar to
the cold end of the bar (heat naturally flows from hot to cold). Let us consider the situation in which 4000 Joules of
heat energy flows from hot to cold (shown by the arrow in the previous diagram). We then ask the question: what is
the overall change in the entropy of the entire system?

Firstly, let us remind ourselves of Clausius's definition of the change in entropy:

Now let us calculate the entropy change in the hot, left half of the metal rod:

Note that this is a negative value, representing a decrease in entropy. But that is strange as it was just explained
that entropy always increases. So what is going on?

All becomes clear when we consider the cold, right half of the metal rod:

This time the result is positive, representing a large increase in entropy. If we then consider the total entropy
change in both halves of the metal rod, we get the following value:



which is a positive value. So the total change in entropy of the rod is a positive value. In other words, the total
entropy has increased — in agreement with the second law of thermodynamics.

This calculation has revealed how the second law of thermodynamics — the rule that entropy always increases —
can describe the flow of heat from hot to cold.

However, for many years after Clausius's discovery, no one actually knew what entropy was. Why should there be
this strange property which was always increasing?

The answer was provided by an Austrian physicist, and it was an answer which changed our view of reality …

The atoms of Ludwig Boltzmann

Ludwig Boltzmann was born in Vienna in 1844. In 1866 he obtained his doctorate from the University of Vienna,
and by 1869 he had become a professor of mathematical physics at the University of Graz.

It was when he was a student at the University of Vienna that Boltzmann performed his first important work. That
work was on the kinetic theory of gases, which was considered in the previous chapter. If you remember, the kinetic
theory of gases revealed how the temperature of a gas represented the average kinetic energy of a single molecule of
that gas. It was explained how the factor which links the overall temperature of the gas to the energy of a single
molecule is now called Boltzmann's constant, named in recognition of Ludwig Boltzmann's pioneering work.

Here is a photograph of Ludwig Boltzmann:

It was clear, then, that Ludwig Boltzmann believed in the reality of atoms, that a gas was composed of trillions of
atoms moving around with considerable kinetic energy. What is more, Boltzmann realised that if a gas was, indeed,
made of atoms then a simple explanation for entropy emerged. Remember, the second law of thermodynamics stated
that entropy had to always increase. Boltzmann realised that this made sense if entropy represented the amount of



disorder of the atoms in a gas. If that was the case, then entropy would naturally tend to increase — in the same way
that a set of playing cards would tend to become more disordered when it was shuffled.

It really is quite a simple idea. But, as we shall now see, this simple idea was capable of explaining the flow of
heat from hot to cold.

Let us imagine the metal rod which was described in the previous section. The left half of the rod is hot, while the
right half of the rod is cold. We might consider this arrangement as representing a type of "ordering" of the atoms in
the rod: the faster-moving atoms (hotter) have been ordered so that they are in the left half of the rod, while the
slower-moving atoms (colder) have been ordered so that they are in the right half of the rod.

Over time, as the atoms in the two halves of the rod interact with each other, this ordering would tend to
disappear. As the atoms in the two halves randomly collide with each other, some of the atoms in the left half of the
rod would slow down, while some of the atoms in the right half of the rod would speed up.

Eventually, an equilibrium position would be reached in which the atoms in both halves of the rod have the same
average velocity. At this point, the entire rod is at the same temperature. All of the initial ordering of the atoms
would have disappeared. This would be the point of maximum disorder: maximum entropy.

But how would we interpret this increase of disorder? We would observe the cold half of the rod getting warmer,
while the hot half of the rod becomes colder. So we would interpret the increase of entropy as a flow of heat from
hot to cold. This atomic model of Boltzmann could therefore explain how an increase in entropy would lead to a
flow of heat from hot to cold — but never in the reverse direction.

We now know that Boltzmann's theory was correct, and his explanation of entropy is accepted as one of the great
achievements of 19th century physics. However, the theory received a great deal of opposition at the time. All of
Boltzmann's work depended on the existence of atoms. However, when Boltzmann proposed his theory, the
existence of atoms was by no means certain. Indeed, many German scientists believed that atoms did not exist, and
they were openly critical of Boltzmann's idea. Influential critics such as the Austrian physicist Ernst Mach
subscribed to the positivist school of thought which believed that physics should only consider things which can be
directly observed — and atoms are, of course, too small to be directly observed.

Throughout his life, Ludwig Boltzmann had suffered from manic depression. This continued rejection of his ideas
contributed to the slow decline in Boltzmann's mental state.

In September 1906, Boltzmann took a vacation to the coastal village of Duino, near Trieste, with his wife and
daughter. The trip was specifically intended to improve his state of mind. Indeed, by the end of the holiday his
health seemed much improved. About six o'clock in the evening of September 5th, Boltzmann's wife and daughter
went to the beach for a swim, and Boltzmann assured them he would join them shortly. But Boltzmann never
arrived. Tragically, Ludwig Boltzmann had hanged himself from a window in his hotel room.

Order and disorder

The interpretation of entropy as a form of disorder provides an intuitive notion of the nature of entropy. However,
it also introduces a problem. Just saying that one arrangement of particles is "ordered" while a different arrangement
is "disordered" appears to be a matter of personal taste. Who gets to decide what is an ordered state and what is a
disordered state?

As an example, if we look into the bedroom of a teenager, it might look to be in a disordered state — a complete
mess. Take a look at the following image, for example. You might think it looks completely disordered. But maybe
the teenager would insist that all of the items are positioned just where he or she wants those items to be, and so,
according to the teenager, the room is perfectly ordered.

So what is the answer? Does the following image show an ordered room or a disordered room? Hence, is it low in
entropy or high in entropy?



It is clear that if we want to use the model of entropy as disorder then we need to find an unambiguous definition
of the difference between order and disorder. In order to solve that problem, we first need to introduce the concepts
of microstates and macrostates.

Firstly, remember from the discussion in the previous chapter that the prefix "micro" refers to very small objects,
usually atoms, while the prefix "macro" refers to the large human-scale world. So the term "microstate" refers to the
state of a system at the smallest level: the positions and velocities of its atoms. However, humans cannot see atoms,
so the term "macrostate" refers to the state of a system as recognisable by a human.

A classic example of a macrostate is the temperature of a system. Temperature is a macrostate as it can be
measured by a human-scale device: a thermometer. If an object is at a certain temperature, that means that the atoms
of the object are moving randomly, possessing a certain kinetic energy. If the atoms then move to different positions,
that would mean that the system is then in a different microstate as the microscopic positions of the atoms would
have changed. However, the temperature of the system might well be the same as before. So the temperature
macrostate of an object is associated with a large number of different microstates (different arrangements of atoms).

Let us consider the example of the teenager's room again. If the room is in a state of "order", then there are not
many associated microstates. The reason why that is the case is described by Peter Hoffman in his book Life's
Ratchet: "There are only a few arrangements (microstates) compatible with a tidy room: clothes in the closet,
grouped by long-sleeve shirts, short-sleeve shirts, slacks, jeans, and so on; books on the shelves, sorted
alphabetically by author; and so forth."

So when a room is in an ordered state, there are not many different possible arrangements of the objects in that
room — not many microstates. However, when a room is in a disordered state, there are a vast number of possible
different arrangements. As Peter Hoffman again describes: "There are almost unlimited ways the room could be
messy: jeans on top of the computer, books on the floor, shirts strewn over the bed."

So this provides us with a way of distinguishing between ordered and disordered states. A disordered state will
have many more microstates associated with it than an ordered state will have. A disordered room has many more
ways that it can be disordered. This allows us to categorically state — for the reason described by Peter Hoffman —
that the teenager's room in the previous diagram is in a state of disorder!

And, as entropy is defined as being the amount of disorder in a system, this allows us to create a formula for the
amount of entropy in a system. The amount of entropy of a system will be proportional to the number of microstates
associated with the current macrostate of that system: more microstates means more entropy. This allowed Ludwig
Boltzmann to develop a formula for the entropy of a system.

Here is Boltzmann's formula:



where W represents the number of microstates associated with the current macrostate of the system, k represents
Boltzmann's constant (introduced in the previous chapter), and "ln" represents the natural logarithm function. The
units of entropy are joules per kelvin.

Put simply, we see that the formula tells us that the greater the number of microstates associated with the current
macrostate, the greater will be the entropy of that macrostate.

Boltzmann's formula for entropy was such a tremendous achievement that you can see the formula engraved near
the top of Boltzmann's magnificent tombstone in Vienna:
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MAXWELL'S DEMON
James Clerk Maxwell was born in Edinburgh, Scotland, in 1831. Maxwell was born into a wealthy and eccentric

family. As an example of the adventurous and eccentric nature of the family, Maxwell's Scottish grandfather, James
Clerk, was a captain in the East India Navy. Unfortunately, his ship was wrecked in the River Ganges. James Clerk
managed to avoid drowning by floating to shore on his inflated bagpipes. When he reached the shore, he played the
bagpipes to scare away some predatory tigers.

James Clerk Maxwell inherited his grandfather's adventurous and curious nature. As a young boy, he would often
ask questions about the operation of the devices he found in the house. In his Scottish accent he would ask: "What's
the go o' that?". If he did not find the answer to his question to be satisfactory, he would then ask: "But what's the
particular go o' that?"

Maxwell's talents as a superb mathematician became clear when he studied as an undergraduate at the University
of Edinburgh and Cambridge University. It was while he was in Cambridge that he started his work on analysing the
composition of Saturn's rings. As described in Chapter Four of this book, Maxwell realised that the rings had to be
composed of many smaller rocks which would frequently collide with each other. Also as described in Chapter Four,
this work on the interactions of rocks in the rings of Saturn would lead to James Clerk Maxwell becoming one of the
most important contributors to the kinetic theory of gases.

However, Maxwell's work on the kinetic theory of gases is not the work for which James Clerk Maxwell is most
famous. After securing a professorship at Kings College in London, Maxwell started to analyse the connection
between the electric force and the magnetic force. In his 1865 paper A Dynamical Theory of the Electromagnetic
Field, Maxwell unified electricity and magnetism, showing that they were two aspects of a single electromagnetic
force. As a result of that unification, Maxwell had the historic insight that light must be an electromagnetic wave.

Mainly for his achievement in electromagnetism, Maxwell is now regarded as one of the most important
physicists of all time. When Physics World magazine conducted a poll of 100 leading physicists to discover who
was considered to be the greatest physicist of all time, James Clerk Maxwell came third, only behind Albert Einstein
and Isaac Newton.

Here is a drawing of James Clerk Maxwell:



Maxwell enjoyed a lifelong correspondence with his good friend Peter Tait. Tait was an outstanding Scottish
physicist and an expert on thermodynamics. They would send letters to each other, often containing humorous
stories, or observations about science.

In December 1867, Maxwell had an idea which he found deeply puzzling, so he described the idea in a letter to
Tait. The idea contained in Maxwell's letter was so startling that it is still having ramifications to this day. Let us
consider Maxwell's remarkable idea.

As has been described, Maxwell was a major contributor to the kinetic theory of gases, and he was well aware of
the latest developments in thermodynamics. In his letter to Tait, Maxwell described a thought experiment which
apparently broke the "unbreakable" second law of thermodynamics.

If you remember from the previous chapter, the second law of thermodynamics states that the entropy of a closed
system will always increase over time. If we consider entropy to be the amount of disorder in a system, then this
makes intuitive sense: ordered systems tend to become more disordered over time.

However, in his letter to Peter Tait, James Clerk Maxwell described the following scenario. Imagine a sealed box
which contains a gas. The box is divided into two compartments by a solid partition in the middle of the box. The
gas is initially at the same temperature in both compartments.

There is a small trapdoor in the partition which can be opened and closed to allow individual atoms of the gas to
pass from one compartment to the other.

Maxwell then asked us to imagine a so-called "demon" who was in charge of opening and closing the trapdoor.
The demon is in charge of performing the following operation. If the demon sees a fast-moving atom of gas
approaching the trapdoor from the right-hand compartment, the demon opens the trapdoor to allow the atom to cross
to the left-hand compartment. And, vice versa, if the demon sees a slow-moving atom of gas approaching the door
from the left-hand compartment, the demon opens the trapdoor to allow the atom to cross to the right-hand
compartment.

The following diagram shows the demon opening the trapdoor to allow a fast-moving atom of gas to cross from
the right-hand compartment to the left-hand compartment:



We see that, over time, the effect of the demon's actions will be that the left-hand compartment contains faster-
moving atoms than the right-hand compartment. As heat is nothing more than the movement of atoms, that means
that the left-hand compartment will become hotter than the right-hand compartment.

And so this is where the puzzle emerges. As described in Chapter Two of this book, a heat engine operates on the
basis of a temperature difference: a "waterfall of heat". So we could connect a heat engine in between the two
compartments and use that temperature difference to perform work. In theory, this could continue forever as the
demon continues to order the gas atoms according to their speed. It appears we have found a form of perpetual
motion machine, which is, of course, impossible.

But the puzzle which really concerned James Clerk Maxwell is that the demon appears to have broken the second
law of thermodynamics. The second law states that entropy — disorder — of a system will always tend to increase.
But the demon has ordered the gas molecules according to their speed, so the demon has ordered the atoms. As an
ordered system has lower entropy, this has had the effect of reducing the entropy of the system. It would appear that
the second law of thermodynamics has been broken.

This mystifying thought experiment is now called Maxwell's Demon.
In 2012, the BBC made an excellent two-part documentary series about thermodynamics called Order and

Disorder, presented by Prof. Jim Al-Khalili. A link to the first episode was presented earlier in Chapter Two of this
book. The second episode considered Maxwell's Demon. Here is a link to the second episode on YouTube:

 
http://tinyurl.com/videomaxwell
 
The whole video is excellent. The discussion of Maxwell's Demon is at the 23-minute mark of the video.
The physicist Paul Davies has recently written a book about information in biological systems. The book is titled

The Demon in the Machine, and it contains a chapter on Maxwell's Demon. In that chapter, Paul Davies explains
that the problem of how Maxwell's Demon could seemingly break the second law of thermodynamics remained
unsolved for over sixty years. According to Paul Davies: "For many decades, it lay like an inconvenient truth at the
core of physics, an ugly paradox that most scientists chose to ignore."

http://tinyurl.com/videomaxwell


To find the solution, physicists had to look in a very dark and surprising place …

Inside the mind of the demon

In 1929, the Hungarian physicist Leo Szilard believed he had found a solution to Maxwell's Demon. Szilard
considered the second law of thermodynamics, which says that the entropy of a system will always tend to increase.
Szilard realised that, in the case of Maxwell's Demon, the whole system also included the demon — not just the
gas in the box. If the entropy of the demon was increasing by a greater amount than the entropy of the gas in the box
was decreasing, then the entropy of the system as a whole would be increasing. In that case, the second law of
thermodynamics would not be violated after all.

But this posed a second mystery. Why should the entropy of the demon be increasing? At first glance, it appeared
the demon was not doing very much at all — just opening and shutting the trapdoor. That surely did not require
much expenditure of energy. It was even possible to imagine that the trapdoor was completely frictionless — in
which case the demon would be performing no physical work at all!

But, of course, the demon was actually exerting a huge amount of effort — but it was not physical work. No, all
the work was in the demon's mind. The demon was having to perform a superhuman feat in his mind, measuring the
velocity of every single atom of the gas, and then calculating whether or not the trapdoor should be opened. When
the vast number of atoms in the gas is considered, Szilard realised that the increased entropy generated by the
superhuman mental processes of the demon could hold the key to solving the mystery.

In 1929, Szilard published this proposed solution to Maxwell's Demon in his paper On Entropy Reduction in a
Thermodynamic System by Interference by Intelligent Subjects.

The use of the word "intelligent" in the paper's title is remarkable. Up to that point, physicists had only talked
about simple, clear properties such as velocities and forces, properties which could be easily measured. But now, for
the first time, Szilard was bringing "intelligence" within the domain of the laws of physics.

Physicists had always avoided the concept of intelligence because it was something internal to the human mind —
it was not something that could be measured, or studied objectively. After all, we cannot see inside a mind.

But Leo Szilard had managed to see inside the mind of the demon.

Information, entropy, and bits

In the remainder of this chapter, let us consider Leo Szilard's solution of Maxwell's Demon in more detail, based
on the argument which Szilard presented in his original paper.

The first step taken by Szilard was to simplify the problem. In order to do that, he considered a box which was
filled with very little gas. In fact, he considered a box containing just a single atom of gas.

Initially, before the demon has had a chance to do his ordering job, we would consider the gas (at least, the single
atom of the gas) to be in a "disordered" state. At that point, the single atom of the gas is flying around the entire box
randomly, and at any particular moment in time it could be in one of two positions: either in the left-hand side of the
box, or in the right-hand side of the box. The task of the demon is then to "order" the gas, which means using the
trapdoor to trap the single atom in either the left-hand compartment or the right-hand compartment — depending on
the speed of the atom.

So, in which side of the box should the demon trap the atom? In order to calculate that, the demon must first
observe the atom, and measure its velocity. The demon must then use its mind to perform a simple comparison
operation to determine if the particle is either slow or fast. On the basis of the result of that operation, the demon
then either opens the trapdoor, or leaves the trapdoor closed.

We can therefore see that the end result of all the processing in the demon's mind (observing, measuring,
calculating) is to produce just a single piece of information, and that single piece of information can take one of
only two values: "slow" or "fast". The following diagram shows Leo Szilard's demon, with only a single atom of gas
in the box, and the demon having to use its mind to calculate if the atom is "slow" or "fast":



A piece of information which can only take one of two possible values (in this case, "slow" or "fast") is called a
bit. "Bit" is short for "binary digit". By convention, a bit can only take the value 0 or 1. We might therefore represent
a slow atom by a bit with the value 0, and represent a fast atom by a bit with the value 1. The task which the demon
must perform in its mind then becomes clearer:

 
With one atom in the box, the demon must generate one bit of information.
 
Of course, the demon does not have to calculate the information himself in his own mind. Instead, the calculation

could be performed elsewhere by some third party, and then that information could be transmitted to the demon who
could then use that information to decrease the entropy of the gas. This situation is shown in the following diagram.
In this case, all the atoms of the gas are now in the box. The demon therefore needs a large number of bits of
information — one bit per atom of gas. This information is calculated elsewhere, and is then transmitted to the
demon as a long string of bits:



You can see in the previous diagram that the demon is now holding a smartphone. The demon receives the
transmitted string of bits (zeroes and ones) on his smartphone, and then by reading the information one bit at a time
he knows whether to open the trapdoor or leave it closed. Hence, the demon can use the transmitted information to
lower the entropy of the entire gas.

So here we have revealed a very important principle: information is the inverse of entropy. If relevant information
is available, then that information can be used to lower the entropy of a system. As Paul Davies states in his book
The Demon in the Machine: "Information is, in some sense, the opposite of entropy."

And, vice versa, if information is lost, then the entropy of the system will increase. We will see that this second
point will have major implications later in this book: if information is lost, then entropy will increase.

Back inside the mind of the demon

Let us now return to consider the situation in which the demon processes the information in his own mind. It is in
this case that Leo Szilard had his moment of brilliant inspiration. As described earlier, Szilard realised that if the
demon reduced the entropy of the gas, then the second law of thermodynamics would then require the entropy inside
the demon's brain to increase by at least an equivalent amount.

This was a remarkable discovery. The brain is an incredibly complicated system, containing approximately 86
billion neurons, wired in an almost inconceivably complex manner. Similarly, the range of various thoughts which
might be passing through the demon's mind might appear to be uncountably huge in number: "Do I open the
trapdoor? Yes or nor? It is a fast-moving particle so, yes, I will open the trapdoor."



It might appear impossible that our current knowledge of physics could ever be used to analyse such a
complicated system. But, via an indirect technique using the second law of thermodynamics, Szilard had shown how
it could be done — at least in the Maxwell's Demon example. Szilard had shown that if we use our minds to process
information and make a decision about whether or not to open the trapdoor, the entropy of our brain has to increase
by a certain, fixed amount. In this example at least, Leo Szilard had brought the human brain and the workings of
the human mind into the domain of exact physics.

So by how much, exactly, would the entropy of the brain have to increase? To answer that question, we have to
use the formula of Ludwig Boltzmann which was described at the end of the previous chapter. If you remember,
Boltzmann's formula for the entropy of a system was given as:

where W represents the number of microstates associated with the current macrostate of the system, and k is
Boltzmann's constant.

With that in mind, let us once again consider the situation in which there is only a single atom of gas in the box.
In this situation, before the demon has performed his ordering operation, we might consider the gas to be in a
"disordered" macrostate. The atom is flying around the entire box randomly, and at any particular moment in time it
could be in one of two positions: either in the left-hand side of the box, or in the right-hand side of the box. Hence,
this "disordered" macrostate is associated with two microstates (remember: microstates deal with the positions of
individual particles, individual atoms).

If we then substitute the value of W equal to 2 in the previous equation, we then get the value for the entropy of
the initial disordered system as:

And this is therefore the amount by which the entropy of the gas is reduced when the demon performs his
ordering operation on the single atom of the gas.

So, even though the brain is an inconceivably complex structure, we have arrived at a very precise result. The
entropy of the demon's brain would have to increase by an amount equal to kln2. Leo Szilard really had brought the
operation of the brain and mind into the domain of exact physics.

But this result raises another question. What is the underlying reason for this precise value of entropy increase in
the brain? Where does this value of kln2 originate in the processing of information in the brain? In the next two
chapters, we will discover the solution to that question.

And we will see that the explanation is entirely logical …
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LOGIC
The development of logic dates back to antiquity. In ancient Greece, philosophers such as Aristotle and Plato

would often spend their days having arguments about mathematics and philosophy. These arguments would
sometimes extend for many days, or remain permanently unresolved. Aristotle believed that it should be possible to
develop a clear method for resolving these arguments. How could the truth or falsity of an argument be
unambiguously established?

The methods of logic were developed for precisely this reason of settling arguments. It was Aristotle who
suggested the first method for determining whether a claim or statement made by one of his fellow philosophers was
true or false. With a clear method in place, the philosophers on both sides of the argument would be forced to accept
the conclusion.

To understand the basis of Aristotle's approach, it must first be explained that at the core of logic lies statements
— or claims — which can be either true of false. No other value is possible. These statements are called
propositions.

As an example, "The cat is on the mat" is a proposition as it is a statement which can be either true or false. The
following image shows how the proposition "The cat is on the mat" could be evaluated to one of two different
values:

At this point, you might recognise the similarity between a proposition and a "bit" of information (considered in
the previous chapter), as a bit is also restricted to taking only one of two possible values: 0 or 1. We will shortly be
returning to consider this similarity.

Aristotle's method of logic was based on stating some initial assumptions, called premises. Those premises would
be simple propositions which everybody could agree were true. For example, "Socrates is a man" is an example of a
premise — a simple statement which everyone can agree is true.

In order to create a convincing argument, those initial premises would then be connected to produce a single
conclusion. Here is a famous example of one of Aristotle's arguments which consists of two premises (the first two
lines) and a single conclusion (the last line):

 
Socrates is a man.
All men are mortal.
Therefore, Socrates is mortal.
 
It can be seen in this example that the conclusion ("Socrates is mortal") logically follows from the two premises

(the previous two lines).
It is important to note that there may be a large number of premises, but there is only ever one single conclusion.

This crucial point is emphasized by Dr. Siu-Fan Lee in his book Logic: A Complete Introduction: "An argument
contains one and only one conclusion. If we want to make more than one conclusion, then there must be more than
one argument."

Truth tables



The example of Aristotle's argument included two premises ("Socrates is a man" and "All men are mortal").
However, there is no upper limit on the number of premises. Multiple premises can be connected by using logical
operators.

Logical operators such as AND and OR operate in a similar manner to how they operate in the English language.
The following example shows two premises connected by the AND operator:

IF
     I have a knife
AND
     I have a fork
THEN
     I can eat the meal

In this example, the conclusion ("I can eat the meal") is only true if both the first premise AND the second
premise are true, and is false otherwise. The premises are therefore connected by the AND logical operator. The use
of logical operators plays a central role in Boolean logic.

Boolean logic is a branch of logic which resembles mathematical arithmetic. In Boolean logic, the logical value
TRUE is replaced by the number 1, and the logical value FALSE is replaced by the number 0. In that case, if a
premise is true then it is given the value 1, and if it is false then it is given the value 0.

In arithmetic, numbers are connected using operators such as addition and multiplication. A similar principle
applies in Boolean logic, except the operators are the logical operators such as AND and OR.

The functioning of those logical operators can then be illustrated by the use of a truth table. As an example, the
truth table for the AND operator in Boolean logic is:

In the previous truth table, the two inputs, A and B, are listed in the two left-hand columns. The output of the
AND operation is listed in the right-hand column. As you can see, the result of this operation is only equal to 1 when
both of the inputs, A and B, are equal to 1.

Similarly, the truth table for the OR operator in Boolean logic is:



As you can see, the result of this operation is equal to 1 when either of the inputs, A or B, is equal to 1.
The simplest Boolean operation is the NOT operator. This simply acts to invert the input value, as shown in the

following truth table:

As you can see from the previous truth table, the result of a NOT operation will be 1 if the input is 0, and it will
be 0 if the input is equal to 1.

The electrical circuits of Claude Shannon

Boolean logic, developed in the mid-1800s, might well have vanished as nothing more than a footnote in history
had it not been resurrected in America in 1938 by the mathematician Claude Shannon. At the time, Shannon was a
21-year-old master's degree student at MIT, studying electrical engineering.

To understand Shannon's breakthrough, it must be realised that Shannon — as a student of electrical engineering
— was well-acquainted with electromechanical relays. A relay is a type of switch. We all know how a switch works,
just like the switch that turns the light on and off in your room. A switch is a mechanical device which you can
move with your finger to open or close an electrical circuit. When a switch is open, there is no direct path for current
to flow through the switch, but when the switch is closed, current can flow between the two terminals:

A relay operates in the same way as a mechanical switch, except that the mechanical movement to open and close
the switch is caused by an electromagnet attracting a piece of metal. In this way, an electric current can cause the
switch to be closed — instead of your finger doing the job.

The following diagram shows how an electromagnetic relay is a form of switch:



Note that the mechanical switch on the right-hand side of the diagram has been labelled with the two values 0 and
1. This immediately reveals that a switch is a perfect device for processing Boolean logic. In the mechanical switch,
the value 1 is being used to signify a closed circuit (current can flow, so the device would be turned on), and the
value 0 is being used to signify an open circuit (no current can flow, so the device would be turned off).

Even though Claude Shannon was studying electrical engineering, he had studied Boolean logic in an
undergraduate philosophy course, and this is where his breadth of knowledge proved invaluable (Shannon said later
"It just happened that no one else was familiar with both fields at the same time"). Shannon realised that it would be
possible to create Boolean logic operations using these relay switches. The idea was simple — brilliantly simple. As
an example, Shannon realised that it would be possible to implement an AND operation simply by connecting two
switches in serial ("serial" means connected in sequence, on the same wire):

As you can see on the previous diagram, when two relay switches are connected in serial, then there will only be a
connection along the total length of the wire when both switch A and switch B are closed. Therefore, this forms a
simple implementation of a Boolean AND operation.

Similarly, two switches connected in parallel ("parallel" means they are connected side-by-side) would
implement a Boolean OR operation:



As you can see on the previous diagram, when two relay switches are connected in parallel, then there will be a
connection along the total length of the wire when either switch A or switch B is closed. Therefore, this forms a
Boolean OR operation.

The biographer Walter Isaacson has written a book about the pioneers of computing titled The Innovators. In The
Innovators, Isaacson describes how Shannon brought Boolean logic to electrical circuit design: "Shannon figured
out that electrical circuits could execute these logical operations using an arrangement of on-off switches. To
perform a AND function, for example, two switches could be put in sequence, so that both had to be on for
electricity to flow. To perform an OR function, the switches could be in parallel so that electricity would flow if
either of them was on. In other words, you could design a circuit containing a lot of relays that could perform, step-
by-step, a sequence of logical tasks."

Shannon had shown how electrical circuits could be designed to perform any logical function. According to the
computer scientist Herman Goldstine, Shannon's work "helped to change digital circuit design from an art to a
science". In his book The Innovators, Walter Isaacson describes Shannon's 1938 master's thesis as "the most
influential master's thesis of all time". (Do not confuse this work of Shannon with his later groundbreaking work on
information theory, which was described in my ninth book. The two different achievements are completely
separate.)

As Walter Isaacson states at the end of his previous quote, Shannon had shown how to "design a circuit
containing a lot of relays that could perform, step-by-step, a sequence of logical tasks". A device which can perform,
step-by-step, a sequence of logical tasks is a computer. So Shannon had shown how a computer could be constructed
using mechanical relays. Indeed, in 1941, the German engineer Konrad Zuse used 2,600 relays to build the Z3
computer. The Z3 was the world's first programmable digital computer (just to be clear, the Colossus computer
which was made in Britain in 1944 — and was featured in my seventh book — was the world's first programmable
electronic computer).

Here is a photograph of a replica of the Z3 computer on display at the Deutsches Museum in Munich. You can see
the relays in the cabinet:



But the Z3 had a problem, a problem shared by all electromechanical computers. The root of the problem is that
mechanical relays have moving parts, and moving parts are slow. As a result, the Z3 could only perform five to ten
logical operations per second. We might compare this to a modern digital computer which can perform several
billion instructions per second.

So where did the massive increase in speed come from? It came from a miniature device which was invented in
1947, as we shall now see …

Electronic logic gates

As has just been explained, mechanical relays could perform logical operations, but they were slow. The problem
was that mechanical devices have moving parts. If a fast, practical computer was ever going to be developed, it
needed a device which could perform logical operations without involving moving parts.

The solution arrived with the invention of the transistor in 1947. A transistor is a switch — just like a relay — but
a transistor has no moving parts. Instead of the switching being achieved by the movement of a mechanical switch
(by your finger, for example), a transistor is switched on and off by the application of a voltage to one of its three
legs (the leg which is known as the base).

Here is a photo of a transistor (its actual size would be only about two centimetres long in total). Note the three
legs:



The following diagram shows a transistor being switched on and off by the application of a voltage (effectively
equivalent to a mechanical switch being switched on and off by a finger). The large black circle with the three black
wires coming out of it is the standard representation of a transistor in circuit diagrams:

Just as Claude Shannon had shown it was possible to use mechanical switches to perform Boolean logical
operations, so it was possible to use transistors as switches and arrange them into electronic circuits which could
perform Boolean logic. Extremely fast computers could then be constructed.

These simple electronic circuits which can perform logical operations are called logic gates. The following
diagram shows an actual circuit diagram which uses two transistors to implement an AND logic gate:



Remember from the previous section on Claude Shannon's electrical circuits that an AND logic function can be
implemented by two switches in series. Well, that is precisely what we see in the previous diagram. You can see in
the diagram that the two transistors are connected in series along the vertical wire. That immediately tells us that this
is an AND gate. Let us now consider how this logic gate works.

If either input A or input B are at zero volts, then one or other of the transistors (switches) will be turned off,
breaking the circuit along the vertical wire. In that case, you can see that the output will only be connected to the
zero volt line (i.e., the output will be zero). This is the behaviour we would expect from an AND gate: if either one
of the inputs is 0, then the output will be 0. However, if both of the inputs are 1, then both of the transistors
(switches) will be turned on, and the output will be directly connected to the five volt line (i.e., the output will be 1).
Again, this is the behaviour we would expect from an AND gate: if both of the inputs are 1, then the output should
also be equal to 1.

In circuit diagrams, an AND gate is denoted by the following symbol:

However, there is no reason why a logic gate should be restricted to having just two inputs. An AND gate with
multiple inputs would look like this:



In the multiple input AND gate shown in the previous diagram, the output would be 1 only when all of the inputs
are equal to 1, and would be 0 otherwise.

Note that — although there is no upper limit on the number of inputs to a logic gate — there is only ever one
single output from a logic gate. The structure of a logic gate therefore mirrors the structure of an argument in logic.
As described earlier, there is no upper limit on the number of premises in a logical argument, but there is only ever
one conclusion. This principle is shown in the following argument which connects multiple premises using a
multiple input AND operator. Note there is only a single conclusion:

IF
     I have a knife
AND
     I have a fork
AND
     I have a plate
AND
     I have some food
THEN
     I can eat the meal

And when we start to consider this structure of a multiple input logic gate, we find an uncanny similarity with the
structure of another type of information processing unit …

The structure of a neuron

The brain is composed of an incredibly complex network of approximately 86 billion cells which are called
neurons. In that sense, we might think of neurons as the "building blocks" of the brain. It is these neurons which
transmit information throughout the brain, and allow information processing to take place. Somehow, it is the
processing of information by these neurons which gives rise to consciousness.

The following diagram shows the structure of a neuron. As with all cells, a neuron has a cell body which contains
a nucleus at its centre. Information enters the neuron via dendrites, which are branches which emerge from the cell
body (shown on the following diagram). These dendrites receive input signals from previous neurons in the network.
There may be in the region of a hundred dendrites on a single neuron. However, a neuron only ever has a single
output, which is called an axon. Here is a simplified diagram of a neuron, only showing the features which are
essential for this discussion:

Inside the brain, the length of a neuron's axon might be as little as a millimetre. However, the axon which
transmits information from a motor neuron in the spinal cord to the foot (telling a foot to move) can be a metre in
length. This makes it clear that what we call "nerves" are, in fact, the axons of neurons (which are themselves "nerve
cells"). To put it simply, all information in the body is transmitted by neurons.

Information is transmitted along an axon by a series of rapid spikes of electrical charge. These spikes can travel at
a speed of over 100 metres per second. The mechanism which produces these spikes will be considered later in this



book.
So, to sum up the structure of a neuron:

● Dendrites (inputs) bring information to the neuron, and there can be many dendrites on a single neuron.

● The axon (output) carries information out of the neuron, and there is only ever one axon (output) on a
neuron.

 
The similarity with the logical structures we have considered so far in this chapter is clear. Truth tables,

arguments in logic, and multi-input logic gates all have multiple inputs (no upper limit on their number) but only
one conclusion (output). This is precisely the structure we see in neurons, with a large number of dendrites (inputs)
but only ever one axon (output). It is as if logic is inscribed into the structure of each and every neuron.

But why should the structure of neurons necessarily take this logical form? It is because if you want to do
anything useful with information processing, to solve some problem or puzzle, or to achieve some goal, or to come
to some conclusion, then you have to use logic.

To illustrate this point, we might consider an example in which an early ancestor of homo sapiens might have
been walking across the African savannah many millennia ago. Suddenly, he spots a lion on the horizon. He has to
think of a way to escape from the hungry lion. In that case, he would have to use logic in order to devise a suitable
escape strategy. His logical thought process might then be as follows:

IF
     I can reach the lake before the lion
AND
     I can swim faster than the lion
THEN
     I will escape from the lion.

So logic is required for any form of mental activity in which reasoning is required in order to do something useful,
such as solve a puzzle, or build a house, or grow crops successfully, or escape a hungry lion. So, as an evolutionary
necessity, the human brain emerged as a device for processing logic.

The reason for the logical structure of neurons then becomes clear.
Many great names in the history of science — including Alan Turing, George Boole, and Gottfried Leibniz —

have believed that an understanding of logic is the key to understanding the working of the human mind. In the book
Introducing Logic, we find the thoughts of the great German mathematician Gottfried Leibniz: "Logic is no longer a
tool for convincing arguments but rather a system of rules of thought, so that even God's thought is necessarily
logical. Even He could not create a world where a contradiction is true."

In this chapter, we have seen how the human mind (and the mind of God) would necessarily have to follow the
laws of logic. Presumably, even a demon would have to use the laws of logic. Might this, then, provide the clue we
need to finally unlocking the mystery of Maxwell's Demon …
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LANDAUER'S PRINCIPLE
The green and leafy town of Yorktown Heights is located in upstate New York, about forty five miles from New

York City. The peaceful nature of the town — coupled with its proximity to New York — has made it a desirable
location for commuters, being just a fifty minute train ride from Grand Central Station.

Yorktown Heights is also where the research division of the giant computer corporation IBM has been located
since 1961. Named after IBM's founder, the Thomas J. Watson Research Center has been responsible for some of
the most important breakthroughs in computing, including the invention of dynamic random access memory
(DRAM), the FORTRAN programming language, and the discovery of fractals (by Benoit Mandelbrot, while he
was working for IBM at Yorktown Heights).

The period of the early 1960s was the start of the computer revolution. The research center at Yorktown Heights
had been established with the aim of discovering the fundamental laws of computing.

One of the research scientists in the IBM facility was Rolf Landauer. As part of the programme to determine the
limits of computing, Landauer was charged with exploring ways of reducing the amount of heat produced by a
computer.

Here is a photograph of Rolf Landauer during his time at IBM:

Landauer successfully analysed the reason underlying the heat production of a computer. But his work also
revealed a surprising side effect. It was to be that side effect which finally solved the problem of Maxwell's Demon.

And, as we shall now see, Landauer's solution had logic at its very core …

The irreversibility of logic

In order to analyse the production of heat by computers, Landauer considered how computers process information



using logical operators. As we have seen in the previous chapter, electronic logic gates such as AND and OR form
the core of information processing in a computer. Landauer noted something interesting about all of these logic
gates. To understand what Landauer noticed, let us once again consider the truth table of an AND gate:

Landauer realised that this truth table is irreversible. It is irreversible in the sense that once the logic gate has
processed its inputs to calculate the output, you cannot then operate the logic gate in reverse to regenerate the inputs.
We can see why this is the case from the previous truth table for the AND gate. If the output of the gate is 0, you can
see that we cannot be certain if the input pairing had been 0 and 0, or 0 and 1, or 1 and 0 (on the previous truth table,
you can see that those three conditions are grouped under the label "Same outputs"). So the logic gate cannot be
operated in reverse as it is simply impossible to know what the inputs had been if you only know the output.

In his landmark 1961 paper, Landauer referred to this type of irreversibility as logical irreversibility. As Landauer
said in his paper: "We shall call a device logically irreversible if the output of a device does not uniquely define the
inputs. We believe that devices exhibiting logical irreversibility are essential to computing." [1]

In this quote, Landauer is defining logical irreversibility as the situation in which "the output of a device does not
uniquely define the inputs". This is precisely the situation we have been considering with the AND gate in which
knowledge of the output does not allow you to determine the particular values of the inputs.

The second part of Landauer's quote is also interesting. By saying that "We believe that devices exhibiting logical
irreversibility are essential to computing" he is essentially making the same point which was made in the previous
chapter of this book. In that chapter, it was explained that if you want to do anything useful with information
processing, then you have to use logic. In his belief that logical irreversibility is "essential to computing", Landauer
is making the same point that logic is essential to computing.

In computing, you simply cannot avoid logic, and you therefore cannot avoid irreversibility.

The inevitable production of heat

In his attempt to reduce the heat output of computers, Rolf Landauer realised that there would be a remarkable
side effect of this logical irreversibility. To understand what Landauer realised, we need to return to consider
Maxwell's Demon.

If you remember, the demon was able to reduce the entropy of the gas if he obtained information about the
position and velocity of the atoms in the gas. Hence, it was explained that there is an inverse relationship between
information and entropy. If information increases, then entropy decreases. And, vice versa, as stated in Chapter Six,
"if information is lost, then entropy will increase".

So when Rolf Landauer examined these irreversible logic truth tables, he realised that information was, indeed,
being lost in a logic gate. For example, a two-input AND gate takes two bits as input, and produces a single output
bit. If you only have access to that output bit, you cannot then tell with certainty what the two inputs of the gate had
been. This is due to the logical irreversibility of the gate. Before the operation of the logic gate, you knew the value
of both of the inputs, but after the operation of the logic gate, you no longer know the value of both of the inputs.
Hence, you do not know as much after the application of the gate as you did before the application of the gate. So
some information would have been lost.

Another simple way of understanding that information must be lost in a logic gate is due to a logic gate having,
for example, two input bits but only ever one output bit. Hence, one bit of information is lost. It is as simple as that.



This point was made by Francis Crick in his book about consciousness titled The Astonishing Hypothesis. In the
following quote from that book, Francis Crick compares the operation of neurons to logic gates, and realises that
information must be lost: "One characteristic of a neuron is already fairly clear. A single neuron can fire at different
rates and, to some extent, in different styles. Even so, in any period of time it can only send out limited information.
Yet during that time the potential information coming into it, through its many synapses, is very large. In this
process — going from its input to its output — there must be a loss of information."

As a result of this information loss, Landauer realised that entropy would increase (due to the inverse relationship
between information and entropy). What form would this increase of entropy take? Well, it was explained in
Chapter Five how Rudolf Clausius discovered the close connection between entropy and heat. Entropy is a measure
of disorder, and disorder at the atomic scale is heat. So the increase of entropy would take the form of the production
of an amount of heat.

How much heat would be produced? To answer that question we need to return to the result of Rudolf Clausius in
Chapter Five. If you remember, Clausius defined the increase in the entropy of a system as:

By reorganising this equation we get:

So, to calculate the amount of heat produced, we simply need to multiply the increase of entropy by the ambient
temperature. In Chapter Six it was explained that the amount of entropy associated with a single bit is kln2. So, for
every single bit of information lost in a logic gate, Landauer realised that kTln2 joules of heat would be produced
(where T is the ambient temperature).

This was a remarkable discovery, and it is called Landauer's principle. Computing pioneer Charles Bennett has
said that Landauer's principle is "often regarded as the basic principle of the thermodynamics of information
processing". [2]

I am convinced that the implications of Landauer's principle are not generally realised. Landauer had shown that
any attempt to completely eliminate the heat produced by a computer would be doomed to failure — it is completely
impossible. We might listen to the cooling fan spinning on our laptop computer and imagine that — given better
technology or better design — the heat produced by the computer could be completely eliminated and so the fan
would be unnecessary. However, that is not the case. Landauer had shown that whenever you have the logical
processing of information, heat must be produced.

Rolf Landauer refers to this fact in his original 1961 paper, referring to the dissipation of heat in a computer: "The
relevant point, however, is that the dissipation has a real function, and is not just an unnecessary nuisance."

So heat must be produced by a computer. In fact, heat must be produced by any system which processes
information in a logical manner, be it an iPad, or a digital watch — or a brain. In a nutshell, logical information
processing must produce heat.

This production of heat is very noticeable in the human brain. The average power consumption of a human at rest
is 100 watts. The brain has a power consumption of approximately 20 watts, which means that a fifth of the entire
power consumption of a human is being used by the brain — and almost all of the energy used by the brain is
converted into heat. Twenty watts represents a lot of heat (compare to a sixty watts incandescent light bulb — it is
very hot).

In fact, if you were not aware of the true function of the brain, the production of heat would be its outstanding
feature, and you might well imagine that was its main purpose. As an example, the philosopher Aristotle believed
that the main function of the brain was for cooling the blood, with the brain acting as a radiator.

And this discussion about Landauer's principle and its implications (such as the production of heat) represents the
final answer to the mystery of Maxwell's Demon. The entropy of the demon increases because of the processing of
information in the demon's brain. The entropy increase would manifest itself as the production of heat from the brain
of the demon. The entropy (disorder and randomness) of the heat produced by the brain of the demon would be more



than enough to outweigh the reduction of entropy caused by the demon ordering the atoms of the gas.
The second episode of the excellent BBC documentary series Order and Disorder presented by Prof. Jim Al

Khalili considers Landauer's principle as a solution to Maxwell's Demon. Here is a link to a video on YouTube:
 
http://tinyurl.com/videomaxwell
 
The discussion of Maxwell's Demon and Landauer's principle is at the 52-minute mark.
The video considers the slightly different situation in which the information is not immediately lost in the logic

gates. Instead, the demon stores that information in memory rather than deleting it. But, as the video explains,
eventually the demon runs out of memory and has to delete the information after all — so the end result is the same.

Side effects

This discussion of Landauer's principle has revealed that there are four side effects associated with the logical
processing of information.

Firstly, when we studied the truth tables of logical operators, we found that they were irreversible. Secondly, we
have seen that this logical irreversibility leads to the loss of information across the gate. Thirdly, because of the
inverse relationship between information and entropy, the loss of information leads to an increase of entropy.
Finally, that increase of entropy would manifest itself as the production of heat from the gate.

The following diagram shows these four inevitable side effects of logical information processing:

Note that a blank position has been included at the end of the diagram. Might there be a fifth side effect of logical
information processing?

We will find out in the next chapter …

http://tinyurl.com/videomaxwell
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THE MAKING OF A THEORY OF
CONSCIOUSNESS

What do we mean by a "theory"?
Firstly, a scientific theory should be able to predict the outcome of experiments and observations with accuracy.

As an example, one of the central theories in physics is the theory of general relativity, which is a theory of gravity.
The theory can be used to predict the motions of the planets around the Sun with great accuracy. So a theory makes
predictions.

This introduces another important property of a scientific theory: it can be falsified. For example, if I was to
suggest a different theory of gravity, but my theory failed to correctly predict the motion of the planets (which
general relativity predicts with great accuracy), then my theory would have been falsified. In that case, general
relativity would have successfully repelled the challenge from my theory.

These aspects of a theory would apply to any potential theory of consciousness. The theory would need to make
predictions about whether or not a system is conscious. That system might be a biological system (a brain) or an
electronic or mechanical system.

But a theory should be more than just a generator of predictions. A theory should also provide an explanation. An
explanation requires a deep understanding of why a particular phenomena occurs.

This point is made by the physicist David Deutsch in his book The Fabric of Reality. The first chapter of that
book is devoted to describing why a theory is an explanation. According to Deutsch: "Our best theories embody
deep explanations as well as accurate predictions."

I would also suggest that, to be an explanation which would satisfy a physicist, the explanation would ideally be
phrased in terms of the behaviour of low-level, fundamental entities, such as particles, or fields, or space or time. A
scientific explanation needs to be deep, referring to some low-level of reality.

Bearing all of this in mind, in the remaining chapters of this book, an original theory of consciousness will be
presented. It will be based on the material we have covered so far in this book, in other words, it will have a firm
basis in mainstream, orthodox physics. It will attempt to connect to reality at a deep level (the atomic level). It will
be seen that the theory largely agrees with our intuitive notions about consciousness.

Perhaps, best of all, it is a simple theory.
OK, let's go …

An imaginary survey of physicists

I think it would be fascinating to organise a survey.
This survey would require the assistance of 100 of the leading theoretical physicists in the world today. Each

physicist would be asked for his or her opinion as to what is the most likely solution to the mystery of
consciousness. Theoretical physicists are a bright bunch of people, so you would think that they would know the
answer, or at least the likeliest answer.

As far as I am aware, no such survey has ever been conducted, so we will have to use our imagination.
Fortunately, I think I have a fair idea of the outcome.

Firstly, I suspect a large proportion of the physicists would refuse to answer the question, stating that they regard
the subject of consciousness to be subjective and unscientific.

Secondly, I suspect a small percentage of the physicists would state that they agree with the controversial theory
of consciousness presented by the physicist Sir Roger Penrose. Penrose's theory was first presented in his book The
Emperor's New Mind in 1989. In his book, Penrose suggested that quantum mechanics plays the central role in
generating consciousness (see my ninth book for details). Everybody loves Roger Penrose, but, unfortunately, I
think it is fair to say that very few physicists agree with his idea. The small percentage who might agree with it in
the survey would probably only be saying that because Sir Roger's theory is the only theory of consciousness that
they know.



So, regarding my survey, up to this point it seems to be a case of "so far, so bad". The physicists do not seem to
agree, and candidate theories — those theories which would be known by physicists — are few and far between, and
suspected to be wrong.

But all is not lost.
Out of the physicists who provide an answer, who are prepared to suggest a likely solution, I am convinced one

solution would have a huge lead in popularity over all the other proposed solutions. And it would simply be this:
 
Consciousness is an emergent phenomenon which arises from information processing.
 
You will notice the two key points in this sentence being the words "emergent" and "information processing". The

word "emergent" simply refers to the idea that consciousness is a macroscopic effect —a human-scale effect arising
from the interaction of trillions of microscopic particles. This was covered back in Chapter Four, so let us
concentrate on the idea that consciousness arises from information processing.

Let us consider some of the high-profile physicists who would likely suggest this solution. In his book Life 3.0,
Max Tegmark — a physicist at MIT — includes a chapter on consciousness. In that chapter, Tegmark states: "I'd
been arguing for decades that consciousness is the way information feels when being processed in certain complex
ways."

So here is one example of a physicist suggesting that consciousness arises from information processing.
As another example, in a post on her popular blog Backreaction (in the post "Electrons Don't Think"), the

outspoken physicist Sabine Hossenfelder is dismissive of any alternative explanation of consciousness:
"Consciousness is an act of information processing. I don't understand why some people think there's something
mysterious about it."

So, as I suggested, a survey of 100 physicists would probably result in the majority view that consciousness arises
from information processing. The reason why they should come to this conclusion is described by the physicist Paul
Davies in his book The Demon in the Machine: "One thing isn't contentious: the brain processes information. It is
therefore tempting to seek 'the source of consciousness' in the patterns of information swirling inside our heads."

As Paul Davies says, the brain is an information processor, and our consciousness is certainly produced by the
brain. It would therefore appear to be logical to imagine consciousness arising from the processing of information —
maybe as a side effect.

In fact, that conclusion can seem to be so logical as to be almost beyond doubt. As James Stone says in his book
Principles of Neural Information Theory: "Neurons communicate information, and that is pretty much all they
do."

On the basis of that quote, the proposed solution of the physicists can seem like the obvious conclusion:

1) There are 86 billion neurons in the brain.

2) All they do is process information.

3) Consciousness arises as a result.

4) Therefore, the logical conclusion is that consciousness arises from the processing of information in the brain.
 
Expressed in this way, it is clear why, I would suspect, this would be the most popular solution among physicists.
However, those physicists who suggest this solution would not necessarily know the details as to how

consciousness arises from information processing. And that is the challenge for anyone with a physics background
who is attempting to try to solve the mystery of consciousness. That is the challenge which we will attempt to solve
in the remainder of this book.

And, as a first step towards that solution, we should take special notice of this idea that consciousness is a side
effect of information processing. That would appear to be a crucial clue, as, in the previous chapter of this book, we
have already encountered several side effects of information processing …

The fifth side effect

I would suggest that there is a very important point which must be appreciated in the attempt to understand the
link between information processing and consciousness. The point is that the information processing which is
performed in the brain is not of some arbitrary nature. It must be, as described in Chapter Seven, logical information
processing.



Once it is realised that the brain must perform logical information processing, then I think that is the first step
towards a solution to this mystery. This is because — as explained in the previous chapter — any logical
information processing system necessarily introduces Landauer's principle. The system would inevitably lose
information in its logic gates (or neurons) and so it would be necessary to use Landauer's principle to fully describe
the behaviour of the system. In that case, it might be said that the system invokes Landauer's principle.

And, as described in the previous chapter, if a system invokes Landauer's principle then side effects will
inevitably be introduced. Those side effects would include irreversibility and heat production (a diagram of the four
side effects was included in the previous chapter). And the idea of side effects appearing in an information
processing system should make our ears prick up and set alarm bells ringing, because — as has just been explained
— many physicists suggest that consciousness is also a side effect of information processing.

On that basis, it is a relatively small leap to suggest that consciousness is a fifth inevitable side effect of logical
information processing, as shown in the following diagram:

This idea forms the crux of the theory of consciousness described in this book. The idea is as follows:
 
Consciousness is an inevitable fifth side effect of logical information processing, as described by Landauer's

principle.
 
Well, I told you it would be a simple theory!
Now, even though at the start of this chapter I stated that a theory should include an explanation of a

phenomenon at a deep level, I am not going to include an explanation of the theory at this stage of this book. The
proposed explanation will come later in this book. For now, this idea is being suggested as a tentative hypothesis
which we will examine in the chapters to come.

In the following chapters, this idea will be used to test for the generation of consciousness in various systems.
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DOES THE PRIMARY VISUAL CORTEX
GENERATE CONSCIOUSNESS?

In 1952, the structure of the DNA molecule was discovered by Francis Crick and James Watson, who were
working at the legendary Cavendish Laboratory in Cambridge, England. They were both awarded the Nobel Prize in
1962 for their discovery. However, it is not so well known that Francis Crick had an interest in solving another great
mystery of biology. Crick was fascinated by the mystery of consciousness. And so it was that, in 1976, at the age of
sixty, Francis Crick left Cambridge for California and started to pursue his interest in consciousness.

Crick started a collaboration with a young German-American neuroscientist named Christof Koch who was based
at the California Institute of Technology (Caltech). It was to be a close and fruitful relationship which would
continue until Crick's death in 2004. Together, Crick and Koch were determined to show the wider community that
consciousness could be studied scientifically.

Crick and Koch wanted nothing to do with the endless philosophical discussions which had dogged the subject for
centuries. Instead, they were only interested in developing scientific experiments which had the potential to shed
light on consciousness. They chose to specialise on experiments which involved the human visual system.

One of the main reasons they chose to focus on vision was because it is easy to create optical illusions which
provide insights into consciousness. In particular, it is possible to create optical illusions in which the consciously-
perceived image can randomly switch between two different shapes.

As an example of this phenomenon, we might observe the following image of a vase, known as Rubin's vase:

As you stare at the vase, the image might suddenly switch so that you instead become consciously aware of the
two faces staring at each other (the two faces on the side of the vase). Then, after a short period of time, the
consciously-perceived image might switch so that you see the vase again.

But throughout all of this switching process, the raw data presented to your eyes does not vary. So the



switching in your conscious perception must be entirely due to some switching in the activity of the neurons in your
brain. Crick and Koch realised that if those switching neurons could be identified, then that would provide an insight
into which parts of the brain were responsible for generating consciousness.

Francis Crick describes this approach in his 1995 book about consciousness titled The Astonishing Hypothesis (in
the following quote, the "percept" means the perceived image): "Can we find neurons whose behaviour always
correlates with the relevant visual percept? One way to do this would be to set up situations in which the visual
information coming into the eyes remains the same but the percept changes. Which neurons change their firing, or
style of firing, when the percept changes?"

It would appear that this approach could be used to identify the regions of the brain which are responsible for
consciousness. Conversely, any region of the brain in which the neurons were not switching could then be deduced
to be not playing a role in generating consciousness. And that resulted in Crick and Koch paying particular attention
to the primary visual cortex.

The primary visual cortex is located at the back of the brain, and it is the first region of the brain to receive the
raw visual data from the retina of the eye. The following diagram shows how the data is copied from the retina,
along the optic nerve, to the primary visual cortex:

If we consider the Rubin's vase experiment again, we can see that the neurons in the retina contain the raw visual
data from the image. Therefore, the activity of those neurons would not be switching as your conscious perception
of the vase is switching.

The data in the primary visual cortex is just a copy of that data in the retinal neurons (copied along the optic
nerve). Therefore, the activity of those neurons in the primary visual cortex would also not be switching as your
conscious perception is switching. It would therefore appear logical to conclude that the primary visual cortex of the
brain is not responsible for generating consciousness.

This conclusion of Crick and Koch is described by the physicist Max Tegmark in his book Life 3.0: "This same
research controversially suggests that the primary visual cortex at the very back of the head is as unconscious as
your eyeballs and your retinas."

Therefore, according to the reasoning of Crick and Koch, the primary visual cortex is a region of the brain that
does not generate consciousness. Let us now apply the simple theory of consciousness described in the previous
chapter to see if it comes to the same conclusion.

A simple test for conciousness



Allow me to remind you of the theory of consciousness described in the previous chapter. The theory says that
consciousness is an inevitable side effect of logical information processing — as long as that information processing
invokes Landauer's principle.

So the central question we need to answer is: "Is Landauer's principle invoked by the information processing?"
One way to answer that question is by examining the inputs and outputs of the system which are captured in the
form of a truth table. The truth table is then examined to determine whether or not it is irreversible. As was
described in Chapter Eight, irreversibility in a truth table is a sure sign of information loss — which leads to an
increase of entropy, the production of heat, and the invocation of Landauer's principle.

The following rule is then applied:

● If the truth table is reversible, then the system is declared to be NOT consciousness-generating.

● If the truth table is irreversible, then the system IS declared to be consciousness-generating.
 
It is hard to imagine a simpler test for the generation of consciousness!
The whole of Chapter Three (and a song!) was devoted to this subject of irreversibility. Hopefully it is now

becoming clearer how irreversibility could potentially play a central role in detecting the generation of
consciousness.

Let us now apply this simple consciousness test to see if it predicts that the primary visual cortex is conscious or
not conscious.

Applying the test

As we are initially stating that the retina and eyeball are not conscious (this is not controversial), the question we
need to consider is whether the information processing which occurs when the information is copied from the retina
to the primary visual cortex is the type of information processing which will generate consciousness. As has just
been explained, we will answer this question by describing the inputs and outputs of the information processing
operation in the form of a truth table.

A simple information copying operation applied to, say, one bit of information would have one bit of input and
one bit of output. It turns out that there are two Boolean logic operations which have one bit of input and one bit of
output, and they are the NOT gate and the Buffer gate. The NOT gate was considered in Chapter Seven. To remind
you, the NOT operator simply acts to invert the input value, as shown in the following truth table:

As you can see from the previous truth table, the result of a NOT operation will be 1 if the input is 0, and it will
be 0 if the input is 1. Crucially, this truth table is reversible, meaning that if we know the value of the output then
we know what the value of the input was. This is described in an entry in the online Stanford Encyclopedia of
Philosophy by Owen Maroney (in an article which considers reversibility and irreversibility in logic gates): "The
NOT operation, for example, is a logically reversible operation. If the output is logical state one, then the input must
have been logical state zero, and vice versa." [3]

The other logic gate which has a single input and a single output is the Buffer gate. The Buffer gate simply takes
the input value and copies it to the output, as described by the following truth table:



As you can see from the previous truth table, the result of the Buffer gate will be 0 if the input is 0, and 1 if the
input is 1. So, as is the case with the NOT gate, this truth table is also reversible because if we know the value of the
output then we immediately know what the value of the input was. So both the NOT gate and the Buffer gate are
reversible.

The following diagram shows the symbols for both the NOT gate and the Buffer gate:

As you can see, the symbols are the same except that the Buffer gate does not have the small circle on the output
of the gate (the small circle means that the output is inverted).

Let us now return to consider the primary visual cortex.
It has been explained that the information from the unconscious retina is copied to the primary visual cortex. A

simple information copying operation would be represented by a Buffer logic gate. According to the consciousness
test described earlier in this chapter, if the truth table describing a system is reversible, then the system is declared to
be not consciousness-generating. As we have just seen that the truth table for the Buffer logic gate is reversible, we
therefore declare that the information copying operation (from the retina to the primary visual cortex) has not
generated consciousness. As a result, the primary visual cortex is declared to be unconscious — in agreement with
the theory of Crick and Koch.

Copying information does not generate consciousness

As a general principle, this example has shown that the theory presented in this book predicts that simple copying
of information from one point in space to another point in space (down a wire, for example) does not generate
consciousness.[4] Clearly, as long as the information copying is error-free then the process is completely reversible:
the output data could be sent back to the input, thereby perfectly restoring the initial input data. And, according to



the theory, reversible operations do not generate consciousness.
Put simply, according to the theory, copying information does not generate consciousness.
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IS A THERMOSTAT CONSCIOUS?
I suspect the thermostat has been responsible for more arguments at home and at work than any other device ever

invented. Certainly, that was my experience of office work. Just when everyone is feeling too hot, the thermostat
decides to turn the heating on, and when everyone is feeling too cold, the thermostat decides to turn the heating off.
It is as if a thermostat has a mind of its own.

And this idea — that a thermostat has a "mind of its own" — was given serious consideration by John McCarthy,
a professor at Stanford University. McCarthy was one of the pioneers of artificial intelligence (AI). In 1959,
McCarthy invented the LISP programming language for developing AI applications (the language is still widely
used today). McCarthy was even responsible for coining the term "artificial intelligence" in 1956.

In 1979, McCarthy wrote a paper titled Ascribing Mental Qualities to Machines. In that paper, he wrote:
"Machines as simple as thermostats can be said to have beliefs, and having beliefs seems to be a characteristic of
most machines capable of problem-solving performance."

In his paper, McCarthy presented a real example from his house which had two thermostats: an upstairs
thermostat and a downstairs thermostat. McCarthy imagined that his thermostats had "beliefs" as to the temperature
of the house. In the example, it is clear that McCarthy had been having the usual thermostat-related problems:
"Recently, it was too hot upstairs, and the question arose as to whether the upstairs thermostat mistakenly believed it
was too cold upstairs."

The idea that a thermostat has beliefs and, therefore, consciousness has also been taken seriously by the leading
consciousness philosopher David Chalmers. Chalmers considered the thermostat in Chapter Eight of his 1997 book
The Conscious Mind. In that chapter, Chalmers followed a similar line of reasoning to McCarthy, suggesting that —
because a thermostat can be considered as being an information-processing device (a device which can make
decisions) — then it is not unreasonable to suggest it has consciousness. To justify his view, Chalmers considered
moving down the animal kingdom, starting from humans: "To make the view seem less crazy, we can think about
what might happen to experience as we move down the scale of complexity. We start with the familiar cases of
humans, in which very complex information processing gives rise to our familiar complex experiences. Moving to
less complex systems, there does not seem much reason to doubt that dogs are conscious, or even that mice are.
Moving down the scale through lizards and fish to slugs, similar considerations apply. As we move along the scale
from fish and slugs through simple neural networks all the way to thermostats, where should consciousness wink
out?"

I believe the theory of consciousness presented in this book can provide an answer to David Chalmers' question.
In fact, I believe a simple thermostat is a perfect example for revealing the point at which consciousness "winks
out", as Chalmers describes it. In this chapter we will see how the application of the simple consciousness test can
provide a clear-cut decision as to whether or not a thermostat is different from a slug.

So let us apply the simple test and see whether or not a thermostat possesses that vital property essential for
consciousness.



 

Applying the test

Let us now apply the simple truth-table based test for the generation of consciousness which was described in the
previous chapter. Firstly, let us consider the behaviour of a thermostat.

A thermostat is a device capable of controlling the heating of a room. If the room is too cold, the thermostat turns
the heating on, and if the room is too warm, the thermostat turns the heating off. A thermostat is therefore a device
with a single input: the temperature of the room, and the thermostat has two possible output values: ON or OFF.[5]
On the basis of the room temperature, the thermostat has to make a simple decision: "Should the heating be on, or
should it be off?"

So let us construct the truth table which captures the behaviour of the thermostat. We can then apply the simple
test described in the previous chapter to analyse the truth table to determine if the thermostat is consciousness-
generating or not.

For the purpose of capturing the functionality of the thermostat in a truth table, first let us consider the input
values. Let us assign the value 0 with the room being cold, and the value 1 with the room being hot (we could assign
these values the other way round as it would make no difference to the eventual conclusion — as will be explained
in the final paragraph of this section). Then, considering the output of the truth table, let us assign the value 0 with
the heating being OFF, and the value 1 with the heating being ON (again, these values could be the other way
round). The truth table then becomes:

We can see that what we have here is a logical NOT gate. When the input is 0 the output is 1, and when the input
is 1 the output is 0. So the output is the inverse of the input. As explained in the previous chapter, a NOT operation
is reversible because it is possible to "wind back" a NOT gate from the output to the input because if you know the



output value then you instantly know the input value (it will be the inverse of the output value). So a NOT gate is
reversible.

Finally, according to the simple test, a reversible truth-table implies that a thermostat is not consciousness-
generating.

In other words, a thermostat is not conscious.
Note that if we had assigned the truth values the other way round when forming the truth table, then we would

have been left with a Buffer gate rather than a NOT gate. As explained in the previous chapter, both of these types
of logical operation are reversible, so the consciousness test would still have declared the thermostat to be
unconscious.

A solid lump of metal

Perhaps this result can be best understood when it is realised that the job of a thermostat can be performed by a
solid lump of metal. A thermostat can be constructed from two strips of different types of metal which have different
expansion coefficients (a bimetallic strip). As the strip becomes warmer, the difference in the expansions of the two
metals will result in the strip bending. If the strip is used in an electrical circuit, this can break the circuit and turn
the heating off — as shown in the following diagram:

While we cannot be certain that a lump of solid metal is not conscious, this result certainly ties in with our
intuition about consciousness: we don't generally believe that a lump of solid metal is conscious.

Another way of realising that this is a prediction of the theory is to appreciate that a lump of metal produces no
internal heat. Heat production is one of the four side effects of Landauer's principle, and so, according to the theory,
a system which is producing no heat from internal information processing is not consciousness-generating. This
would eliminate all systems made of cold, solid material — such as statues and rocks — from being conscious.
Again, this agrees with our intuition: we don't generally imagine that statues and rocks are conscious.

The test for consciousness described in this book therefore concludes that a thermostat — which might well be
nothing more than a solid lump of metal — is not conscious.

The human thermostat



I would like to end this chapter with a rather technical — though important — point.
In this book, a simple test for the generation of consciousness has been presented. As we have seen, the test is

based on the analysis of truth tables. However, we have to be careful of a potential pitfall when applying the test.
Allow me to explain.

A truth table has several columns which represent the inputs to a system, and one column representing the output
of a system. So when we analyse a truth table we are analysing the inputs and outputs of a system. In effect, we are
treating the system like a "black box", with no regard for its internal functioning. Can it really be possible to detect
consciousness purely on that basis?

It was the English mathematician Alan Turing who, in 1950, first considered the possibility of examining an
information processing system purely on the basis of its inputs and outputs. He devised a famous test which we now
call the Turing test.

In the Turing test, your task is to ask questions to two different information processing systems: a computer and a
human. The computer and the human are hidden behind a screen so you do not know which responses are coming
from the computer and which responses are coming from the human. The task of the computer is to imitate a human
in its responses, and to fool you into thinking that it is a human.

At the end of the question-and-answer session, you are asked which is the human and which is the computer. So
you have to make a decision purely on the basis of the answers you have received. If you mistakenly reply that the
computer is actually the human, then the computer has achieved its goal of fooling you, and the computer is said to
have passed the Turing test. According to Alan Turing, the computer could then be said to possess intelligence.

So, clearly, what we have here is an attempt to analyse an information processing system purely on the basis of
the inputs and outputs of that system.

Now, we could surely imagine a highly-advanced computer which is capable of fooling you by producing
identical responses to the human. In that case, the responses could have come from the computer, or they could have
come from the human — we would have absolutely no way of distinguishing between the two different systems.
This results in an important conclusion: it is clearly not possible to uniquely define a complex information
processing system purely on the basis of its inputs and outputs.

Does this pose a serious problem for the simple consciousness test we have been using in this book? After all, that
test is based on the analysis of truth tables, and truth tables just show the relationships between the inputs and
outputs of a system. If the same truth table can describe two wildly different systems, then how can the method ever
be used to reliably detect consciousness?

Fortunately, this is a problem we can overcome. The secret is that we have an advantage over a "black box" test
such as the Turing test. Our advantage is that we can open the black box and look inside. In other words, we have
the ability to examine the internal information processing of the system — something we are prohibited from doing
in the Turing test because we are not allowed to look behind the screen.

Our task then is to ensure that the truth table accurately represents the information processing which is being
performed by the system. In particular, we have to be careful that the system is not a complex, conscious system
which is just pretending to be a dumb, unconscious system.

As an extreme example of this, we might consider the hypothetical example of a "human thermostat". The human
thermostat is a human who sits inside a big black box in your living room. The human has the simple job of turning
the heating on and off when the room gets too hot or too cold (I would imagine job satisfaction would be rather
low).

Purely on the basis of the inputs and outputs of that human-based system, we might construct the truth table for
that system. The truth table would be the usual truth table for a thermostat which — as we have just seen — would
be reversible. On that basis, the consciousness test would conclude that the system is not conscious, effectively
deducing that the box contains nothing more than a lump of solid metal (a bimetallic strip) and is therefore not
conscious. However, that would be an incorrect conclusion as the "human thermostat" is most certainly a conscious
system!

So, as in the Turing test, we have to be careful when applying the consciousness test to check we are not being
deceived. We have to "look inside the box" to ensure that the truth table is an accurate representation of the system.

That brings us to the end of this chapter.



In the last two chapters, we have applied the consciousness test to two very different information processing
systems — the primary visual cortex, and a thermostat — and the test has returned a negative result in both cases.
Before we consider the next example (which will provide us with our first positive result), there is something I must
do.

At the start of Chapter Nine, it was explained how a scientific theory needs to do more than just make accurate
predictions. The theory should also provide an explanation, it should explain why a particular phenomena occurs.
Ideally, a scientific explanation should explain the phenomena in terms of low-level fundamental entities, such as
particles, or fields, or space or time.

So, what is the explanation for the theory of consciousness which has been presented in this book? What is the
connection between logical information processing and consciousness? Why is irreversibility so important?

I did not provide you with an explanation earlier, stating that an explanation would be provided later in the book.
So I owe you an explanation, and — in the next two chapters — I will present an explanation.

Let me start by presenting what I feel is a very strong argument which provides a valuable insight into the nature
and cause of consciousness …
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THE SUSPENDED ANIMATION ARGUMENT
I am a huge fan of classic science fiction movies. I can remember going to the local cinema in the 1970s with my

father — another sci-fi aficionado — to watch a stream of classic movies from Planet of the Apes to Close
Encounters of the Third Kind. It was a golden age for intelligent sci-fi.

But there is always a problem with presenting science fiction in a movie in a way which is scientifically accurate,
certainly a problem if you want to portray space travel. The problem arises simply because everywhere interesting in
space is such a long distance away — and you cannot travel faster than light. If you have read my third book then
you will appreciate that if there is one law of physics which we will almost certainly never be able to break it is our
inability to travel faster than light.

As an example of the great distances involved in space travel, the star which is nearest to the Sun is Proxima
Centauri. Proxima Centauri is orbited by two exoplanets which have the potential to support life (see my seventh
book for details), so this would certainly be an interesting place to visit. Unfortunately, Proxima Centauri — the
nearest interesting place outside our Solar System — is 4.2 light years away from us. So even if we could make a
spaceship which travelled at the speed of light, it would still take a minimum of 4.2 years to get there. Considering
more realistic speeds of travel, it would take longer than a human lifetime to get there.

So this raises a problem for any science fiction movie attempting to present a realistic portrayal of space travel.
Put simply, it would take too long to get anywhere interesting in the galaxy. Film makers then have two choices.
Firstly, they could ignore the speed of light limitation and employ fictional faster-than-light travel as in movies such
as Star Wars ("hyperdrive") or Star Trek ("warp drive").

Or, alternatively, they could use the realistic solution …

Suspended animation

In February 2015, in the Pennsylvania town of Tresckow, 25-year-old Justin Smith went out for the night drinking
with some friends. The temperature was twenty degrees Celsius below freezing, and there was snow on the ground.

At 9:30, Justin left the bar to walk home. At some point, it appears Justin blacked out and fell head first into a
snowdrift. His body was not discovered until twelve hours later, frozen solid. There was no sign of a heartbeat. The
paramedic on the scene reported back in a phone call and was recorded as saying "All signs lead us to believe that he
has been dead for a considerable amount of time".

The state police arrived to investigate the death, and the body was transported to the local hospital. The team there
were unable to pronounce Justin to be dead at that stage as the body was completely frozen.

However, almost working on a hunch, the hospital decided to try giving Justin a blood transfusion using warmed
blood. After receiving the transfusion, early in the evening Justin's heart started to beat again.

Doctors were amazed to discover that Justin had suffered no brain damage, though some fingers and toes had to
be amputated. To all intents and purposes, Justin Smith had come back from the dead.

The important factor in surviving being frozen appears to be the speed at which the body is frozen: not too fast (so
that tissue is not damaged), and not too slow (so that the patient does not die from exposure before being frozen). If
the speed of freezing is just right, then being frozen solid can actually save your life as it protects the body from the
other harmful effects of exposure.

It is vital that the heart keeps beating — supplying the brain with oxygen — until the brain freezes. The brain is
easily damaged by lack of oxygen, but if the brain is placed in suspended animation without being starved of oxygen
at any stage of the process, then the brain will be undamaged. The patient can then be defrosted at a later stage
without brain damage.

Fortunately, this is precisely what happened to Anna Bagenholm in Norway in 1999 when she was out skiing with
friends. I can remember Anna's story making the international news reports at the time. Anna fell while skiing and
plummeted head first through the ice covering a lake. Anna was trapped under the ice in the freezing water for a
total of eighty minutes. Apparently her heart stopped beating after forty minutes, but that forty minutes in which the
heart was supplying oxygen to the brain as it froze was crucial.



When Anna was eventually pulled out of the ice, she had no pulse, no breathing, and her pupils were dilated and
unresponsive. She was clinically dead.

However, the Norwegians have a saying: "Nobody is dead until they are warm and dead". So Anna's blood was
removed, warmed, and returned to her body. At 10pm that evening, Anna's heart started beating again. She has since
made a full recovery.

These extraordinary stories provide a solution as to how to achieve long space journeys within the lifetime of an
astronaut. The astronaut could be placed in a state of suspended animation at the start of the journey, and be revived
many decades later when the destination is reached. This technique has been featured in many sci-fi movies
including Planet of the Apes, Alien, and Interstellar. (Incidentally, Interstellar is the third Christopher Nolan movie
to be mentioned in this book. Nolan certainly likes to get his science right.)

The following image is from the 1960s television series Lost in Space showing the Robinson Family being placed
in suspended animation before a space flight:

NASA is seriously considering the possibility of using suspended animation for long space journeys. As part of its
Innovative Advanced Concepts Program, research is being conducted to determine if astronauts could be
successfully placed in a state of suspended animation for a journey to Mars.

Motion at the atomic scale

So, what are we actually doing when we place someone in a state of suspended animation? The real-life examples
of Justin Smith and Anna Bagenholm which we have just considered have both involved extremely low
temperatures. So what is it about low temperature that causes a subject to enter a state of suspended animation?

The physics behind heat and temperature was considered in Chapter Four. It was described how Rudolf Clausius,
in 1857, was the first to realise that heat is nothing more than the motion of atoms in an object. If you rub your
hands together, you cause the atoms in your hands to move, and your hands get warm as a result. Heat is nothing
more than motion at the atomic scale.

So what we are actually doing when we freeze someone to place that person into suspended animation is to
remove all motion from the atoms in their body — including their brain. So try not to think about hot and cold —
this argument at its core is all about motion.

Now, here is an interesting question. When a person is in a state of suspended animation, with all of the atoms in
their body motionless, do you think the person would be conscious? Surely not — it would be like the deepest sleep
possible. So there appears to be a deep connection between motion at the atomic scale and consciousness: if motion
is removed from atoms, consciousness is lost.



A similar argument was presented in 2017 by Romain Brette, a research director in theoretical and computational
neuroscience at the Vision Institute in Paris.[6] Brette used the 1960s TV series Bewitched to illustrate the point.
Brette considered a stoppage in the flow of time rather than a stoppage of the motion of atoms: "In the TV series
Bewitched, Samantha the housewife twitches her nose and everyone freezes except her. Then she twitches her nose
and everyone unfreezes, without noticing that anything happened. For them, time has effectively stopped. The
question is: was anyone experiencing anything during that time? To me, it is clear that no one can experience
anything if time is frozen."

So, if motion is removed from atoms, it seems clear that consciousness is lost. The only possible counter-
argument I can see would be the argument that a person whose atoms in their brain are stationary can still be
conscious. In other words, a person with no brain activity can be conscious. Well, that's simply not the case, is it.

Let us perform a thought experiment to reveal the implication of this result.
Let us start by considering a conscious person. We are going to make a single change to this person, keeping all

other variables unchanged. All we are going to do is use some advanced technology to render every atom in that
person stationary (remember, this is a thought experiment so we can consider hypothetical situations even if we do
not yet possess the suitable technology). No other change is made: the positions of the atoms are not altered, so no
physical damage is caused to the person. Only the velocity of all the atoms which make up the person is stopped. At
that point, according to the argument which has just been presented, the subject would no longer be conscious. So
removal of motion at the atomic scale has resulted in a loss of consciousness.

We then make the second, single change. We restore the original motion to the atoms in the person. Again, no
other change whatsoever is made — only atomic motion is added. As the state of the person has been restored to his
or her original state, the person is now conscious again.

Logically, I can see only one conclusion. If you disagree with the following conclusion then you have to find a
fault in the argument, and I can find no fault in the argument.

We have seen an unconscious, inert, unfeeling object become conscious when absolutely no other change is made
apart from the addition of motion at the atomic scale. In other words, the addition of atomic motion has endowed
inert, unfeeling matter with the gift of consciousness.

Therefore, it would appear that there can be only one logical conclusion:
 
Consciousness is caused by the motion of atoms.
 
I believe this is a hugely important result. I can see no logical weakness in this argument. I think it is watertight.

Insights into the nature of consciousness which are fairly indisputable are few and far between.
It would appear that no arrangement of static, unmoving atoms can ever be used to create a conscious object.

Consciousness is only generated when atomic motion is added to that object.
The result suggests that atomic motion is the essential ingredient for consciousness. It also suggests that if we

want to discover the "stuff" of consciousness then we should look for a substance whose atoms are in continuous
motion …
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IS CONSCIOUSNESS A FORM OF HEAT?
As research for this series of books, I have been reading various books on the philosophy of consciousness. One

common theme in those books is the suggestion by some philosophers that physics is unable to describe
consciousness. After all, say the philosophers, there seems to be nothing in our knowledge of physics which
resembles consciousness. As an example, David Chalmers devotes the third chapter of his book The Conscious Mind
to "arguing that consciousness is not entailed by the physics of our world".

It would appear that these philosophers have a point. For example, if we look at the Standard Model of particle
physics — our best model of fundamental reality — consciousness does not feature as a particle, or a property of
any particle. As another example, we might imagine the construction of an enormous textbook containing our entire
knowledge of physics. This hypothetical book might be called "The Big Book of Physics". The following image
shows a copy of the Big Book:

If you then did a search for the word "consciousness" in the Big Book of Physics you would find nothing. So, on
that basis, the philosophers would appear to be correct.

But what if there was another possibility. What if consciousness was included in the Big Book, but it simply did



not appear in our word search.
Because it was called something else …

A proposed unification

In physics, progress in our knowledge has frequently been made by achieving unifications. A unification occurs
when two phenomena — which previously were considered to be completely unrelated — are shown to be two
different aspects of the same phenomena.

In Chapter Three, one the first unifications in physics was described. It was Newton who had shown that the force
which holds the planets in their orbits is the same force which pulls an apple down from a tree. These two
phenomena had previously been considered to be completely unrelated. Hence, by showing that they were two
different applications of the force of gravity, Newton had achieved a unification. Another unification — briefly
described in Chapter Six — was James Clerk Maxwell's unification of electricity and magnetism, showing that they
were two aspects of the single electromagnetic force.

Unifications greatly advance our knowledge, while also simplifying our view of the universe. In a unification, two
different theories are combined into a single, unified theory, which is usually simpler and clearer than the two
theories which it replaced. Also, the unified theory describes reality at a deeper, more fundamental level than the
previous two theories, and that can clarify our understanding of the universe.

Not all proposed unifications turn out to be correct. In his book The Trouble With Physics, Lee Smolin presented a
history of unifications in physics. One of the proposed unifications involved the proposal for phlogiston in 1678,
which was considered in Chapter Two of his book. As Lee Smolin describes: "Not all proposals for unification turn
out to be true. At one time, chemists proposed that heat was a substance, like matter. It was called phlogiston. This
concept unified heat and matter. But it was wrong. The right proposal for the unification of heat and matter is that
heat is the energy in random motion of atoms."

Let us now return to consider the four inevitable side effects of logical information processing, as predicted by
Landauer's principle (as was described in Chapter Eight). If you remember, those four side effects were
irreversibility, information loss, increase of entropy, and the production of heat. Then, in Chapter Nine, a theory of
consciousness was presented which proposed that consciousness was a fifth side effect of logical information
processing.

So let us redraw the diagram showing the five side effects of information processing — but this time you will
notice an addition to the diagram:

You will notice on the previous diagram that a loop has been drawn around two items: the "Production of heat"
and "Consciousness". The reason for this is because I am suggesting a unification, a unification between heat and
consciousness. Even though the production of heat appears to be a totally different phenomena from consciousness,
I am suggesting that they are two different aspects of the same phenomena. In other words, they are the same thing.



This is a bold step which requires justification. Five reasons will now be presented why consciousness and heat
are the same thing. I believe the last two reasons are particularly important.

Firstly, there are several qualitative similarities between our consciousness and heat. Our conscious experience
feels complex, random, chaotic, ever-changing and unceasing — which is what you would expect if consciousness
was the result of the complex, random, chaotic, ever-changing and unceasing interactions of trillions of atoms
(which forms heat).

Secondly, as was explained at the end of Chapter Four, consciousness is a macroscopic property, meaning it is
large, a part of the human experience, a part of the human world. Somehow, this macroscopic property emerges
from the motion of microscopic particles in our brains. So, if we want to try to find consciousness in the "Big Book
of Physics" — with the understanding that it might well be called something else — we should filter our search by
only looking for macroscopic properties.

When we do that, we find that there are several macroscopic properties described in the Big Book. For example, if
we have a sample of gas in a container, then that gas will have a certain pressure, temperature and volume. Each of
those three properties is a macroscopic quantity. That is because each of those properties is a part of our human-
scale world (we can measure the value of those quantities using our human-scale thermometers and pressure
gauges). But each of those macroscopic properties would depend on the behaviour of the microscopic atoms which
make up the sample of gas. So macroscopic quantities depend on the behaviour of their microscopic constituents.

These macroscopic properties are said to be "emergent" in that they only appear when a large number of particles
are considered together. Individually, for example, it makes no sense to talk about the temperature or entropy of a
single particle. Temperature and entropy are examples of properties which only appear when a vast number of
particles are involved. The physicist Carlo Rovelli makes this point in his book Reality Is Not What it Seems. As
Rovelli explains, 'hot' and 'cold' are macroscopic concepts which only emerge when a large number of particles are
considered: "There are no 'hot' or 'cold' things at a microscopic level but, when we put together a large number of
microscopic constituents and describe them in terms of averages, then the notion of 'heat' appears."

So heat is a macroscopic property — just like consciousness. So at this early stage of our search, heat has passed
our filter test as it is one of the macroscopic properties described in the Big Book of Physics. Heat has become a
contender to be the "stuff" of our consciousness.

The third reason why consciousness might be a form of heat is because consciousness is an irreversible
phenomenon. In Chapter Three it was explained how the fundamental laws of physics — and certainly the laws of
Newton — are reversible in time. That means if we made a movie of the phenomenon, and then played that movie in
reverse, the phenomenon would still appear to be correct. However, that is not the case for heat. Heat only ever
flows in one direction, from hot to cold, so a movie of heat flow would not look correct if it was played in reverse.
Similarly, our conscious experience has directionality in time: we feel as though we are moving from the past into
the future, never vice versa. Also, we can remember the past but we cannot remember the future. If we somehow
made a movie of our conscious experience, and played that movie in reverse, it would not appear to be correct (as
the movie would show us remembering the future).

So heat and consciousness are both irreversible phenomena. This is surprising in a universe in which the
fundamental laws of physics are reversible.

In a YouTube video, Carlo Rovelli has emphasized the irreversibility of consciousness:
http://tinyurl.com/rovellivideo
According to Carlo Rovelli: "Consciousness is a process — it is something that happens. It definitely happens in

time, and in a time-oriented way. It's an extremely irreversible process. Where does this time orientation come
from? The ability to make decisions about the future, but not to make decisions about the past? Why do we have
memories about the past and not the future? The only answer is because of entropy."

Let us now consider the fourth reason why consciousness might be a form of heat. As described in Chapter Eight,
Landauer's principle reveals that heat is an inevitable side effect of logical information processing. If it is true that
heat is consciousness, then that would provide a wonderfully simple explanation as to why consciousness emerges in
our brains. Consciousness would be an inevitable side effect of thinking, because heat is an inevitable side effect of
thinking. It would provide an elegant solution to the question of why consciousness is produced by the information
processing in our brains.

Now let us move on to the fifth reason why heat might be consciousness, and that reason is provided by the
suspended animation argument presented in the previous chapter. As I described, I feel it is a very strong argument,
possibly watertight. If you remember, the conclusion of the argument was simple and impactful: consciousness is
caused by the movement of atoms. And what is the movement of atoms? Well, of course, as described in Chapter
Four, heat is nothing more than the movement of atoms. For example, if you rub your hands together then you will
make the atoms in your hands move, and your hands will get warm as a result. So the idea of consciousness being a

http://tinyurl.com/rovellivideo


form of heat ties in very nicely with the conclusion of the suspended animation argument.
So these last two reasons have provided two entirely separate arguments coming to the conclusion that

consciousness is a form of heat. We have an argument based on Landauer's principle, and we have the suspended
animation argument.

The following diagram shows the two arguments both pointing to the same conclusion:

I would suggest that having two entirely independent paths leading to the same conclusion means that this theory
of consciousness as a form of heat is a compelling theory. It suggests that the word "consciousness" IS included in
the Big Book of Physics …

… but it is spelt "H-E-A-T".

Chaos and complexity at the nanoscale

To be clear, the type of "heat" being considered here is not truly heat at all — not in the generally-accepted
meaning of the word. Heat, as defined in physics, is the truly random motion of atoms. The randomness is a crucial
element. I am certainly not suggesting that truly random heat is a form of consciousness. No, the random heat we
feel from the Sun or a campfire, for example, is surely not conscious.

However, the "heat" which is being considered in this chapter is the product of a very particular process: logical
information processing. As such, the motion of the atoms would not be truly random. The particle motions would
still retain correlations of the original information processing. Once the heat leaves the brain and interacts with the
random motion of air particles, then those delicate correlations would be lost and at that stage it would truly become
random disordered heat leaving our brains.

But while that heat is protected in our brains, the motion of the atoms would retain traces of the information
processing which originally produced that heat. In other words, it would retain traces of our thoughts. It would be
a special type of heat.

In Chapter Four, it was revealed how the atomic level is a extraordinarily fast-moving and violent environment. It
was explained that one molecule of oxygen in a room full of oxygen gas will be moving on average at the speed of



461 metres per second, with molecular collisions occurring 6.8 billion times per second. All of this chaos is hidden
from our eyes. It is easy to see how we might well overlook this churning, constant activity as being a potential
cause of consciousness.

Perhaps we might speculate that microscopic transient structures might appear: order out of chaos. Maybe these
structures might be formed by turbulence in the same way that tornadoes and hurricanes appear in the atmosphere.
There is some interesting research in this area.

For example, in 2012, the physicist Peter Hoffman wrote a book titled Life's Ratchet which explores how
biological systems exploit what Hoffman calls the "molecular storm" at the atomic scale. The use of the term
"storm" seems to imply the possibility of the emergence of miniature "weather-related" structures such as
microscopic tornadoes and hurricanes. Interestingly, Hoffman notes that the ancient Greek philosopher Democritus
associated the human soul (consciousness?) with turbulence at the atomic level: "Democritus imagined the soul as a
fire consisting of myriads of jostling particles, which Democritus called atoms."

The similarity between Democritus' view and the theory described in this book is quite remarkable. Democritus'
description of a "fire" as describing the soul is also interesting, making an early connection between consciousness
and heat.

George Ellis, a professor of complex systems at Cape Town University, is also exploring the importance of
molecular chaos in our thought processes. According to Ellis, the randomness of molecular chaos in neurons might
lead to a way in which the apparent free will of our consciousness can be accommodated in physics. The concept of
free will is notoriously difficult to explain using physics which describes the universe in a predictable, deterministic
way. Maybe the chaos of swirling molecules provides an answer? George Ellis has described his theory in an online
essay titled From Chaos to Free Will. [7]

Whatever is the case, according to the theory of consciousness described in this book, it appears that "messiness"
at the atomic and molecular scale is required for consciousness: smoothness and order simply will not do the trick.
This idea of the importance of atomic "messiness" will be explored in the example in the final chapter of this book.

But now, before we leave this chapter, it is interesting to note that this proposed close connection between
consciousness and heat provides an instant, simple answer to one of the great scientific mysteries about
consciousness …

Quantum mechanics and consciousness

When Erwin Schrödinger and Werner Heisenberg developed the theory of quantum mechanics in the mid 1920s,
it launched one of the greatest revolutions in the history of physics. Applications of quantum mechanics include
transistors, computers, and smartphones. It is the theory which has made our modern world.

However, when the theory was discovered, it quickly became clear that the role of the observer was particularly
important. In 1927, the Heisenberg uncertainty principle revealed that the observer should not be regarded as being
completely isolated from the system being observed. Instead, the act of observing inevitably affects the system. As
an analogy from classical physics, when the air pressure in a tyre is measured, it is impossible to perform the
measurement without extracting a small amount of air from the tyre. Therefore, the act of observation inevitably
affects the system being observed.

In quantum mechanics, before a system is observed, that system can be in a remarkable state called a
superposition state. For example, while it is in a superposition state, a particle can appear to be in two places at once
(as revealed in the famous double-slit experiment).

It might sound bizarre, but this ability for a particle to be in two states at the same time is currently being used to
make quantum computers. Quantum computers use particles in superposition states to perform multiple
mathematical operations at the same time (for more details on quantum computing, see my tenth book).

So before a particle is observed, it can be in a superposition state. This superposition state can only be represented
by a purely mathematical description called the wavefunction. However, the moment the system is observed, the
system will no longer be in a superposition state. As an example, once it is observed, a particle will only ever be
found at one particular point in space — not in two places at once. As a result, after observation there is said to be a
collapse of the wavefunction.

This peculiar phenomenon forms the basis for the famous Schrödinger's Cat thought experiment. In the
experiment, Schrödinger's cat is placed inside a sealed box. There is also a sealed glass jar of poison gas in the box,
together with a small piece of radioactive material. If an atom of the radioactive material decays, the glass jar is
broken, the poison is released, and the cat dies. Conversely, if an atom does not decay, the cat lives.

However, according to quantum mechanics, before the atom is observed we must consider the atom to be in a



superposition state of both "decayed" and "not decayed". It appears we must therefore treat the cat as being both
dead and alive at the same time!

It is certainly true that if a human opens the box to observe the cat, the cat will be found to be either alive or dead
— not in a strange mixture of both states. So there has been a "collapse of the wavefunction" caused by observation.
The question was therefore raised, is there something special about observation by a conscious human being? Why
do conscious beings never observe systems in superposition states? Why do conscious beings never observe cats
which are both dead and alive? This has been one of the great scientific mysteries about consciousness.

Schrödinger's Cat remained a mystery for many years after it was first proposed. However, over the last fifty
years, we have obtained a much greater understanding of the physical processes which occur during the so-called
"collapse of the wavefunction". It is no longer so much of a mystery.

It appears that a particle which is in a superposition state is very rapidly reduced to a single, well-defined state
when that particle interacts with a noisy, messy, random environment, full of fast-moving particles. This process is
called decoherence. And what do we call the state when particles are moving in a random, fast-moving manner?
That is heat. Heat is the random motion of particles. So a warm environment acts to collapse the wavefunction.

This is the reason why a quantum computer must operate at an incredibly low temperature. The temperature of the
interior of a quantum computer is the lowest temperature in the entire universe, lower than the temperature of deep
space. A quantum computer has to be kept at this low temperature to avoid the collapse of the wavefunction, which
would take its particles out of their superposition state — ending the calculation.

And so this reveals why the theory presented in this book provides a simple solution of how consciousness will
always act to collapse the quantum wavefunction. As has been explained in this chapter, the theory suggests a very
close connection between consciousness and heat — even suggesting that heat is the "stuff" from which
consciousness is made. That heat would therefore act to take any system out of its superposition state, very rapidly
collapsing the wavefunction of that system.

In fact, according to the theory, it would be literally impossible for a conscious system to not collapse the
wavefunction of a system it was observing. According to the theory, no conscious system could ever see a cat alive
and dead at the same time.

The theory therefore provides a very simple solution as to how a conscious system will always collapse the
quantum wavefunction.

That brings us to the end of this chapter. The next chapter is the final chapter of this book, and it contains another
example of the simple consciousness test in action. It is also an important chapter.

Because the next chapter examines the big question …
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DOES A NEURON GENERATE CONSCIOUSNESS?
The human brain is composed of approximately 86 billion neurons. Somehow, by connecting a large number of

these relatively simple devices together, consciousness is created. On that basis, surely it would appear that the
answer to the mystery of consciousness must be found in a neuron.

Why are neurons capable of generating consciousness? Why, for example, does Nature not make a brain out of 86
billion miniature solid metal cubes? What property does a neuron have that a solid metal cube does not have? If you
can answer that question, I would suggest you would have solved the mystery of consciousness.

In this final chapter, an attempt will be made to answer that question.
We will discover some truly remarkable conclusions …

Applying the test

Let us start by applying the simple consciousness test to a neuron to see if it is predicted to be "consciousness-
generating".

Of course, we already know what the outcome of this analysis should be. A neuron is certainly consciousness-
generating. We know this because we know that if you have 86 billion neurons then you can make a brain (I am
using this as the definition of what it means to be "consciousness-generating"). So let us apply the test and see if it
comes to the correct conclusion.

Let me first remind you of the structure of a neuron.
A simplified diagram of a neuron was presented at the end of Chapter Seven, but it is presented again here. As

you will remember, information enters the neuron via multiple dendrites. However, a neuron only ever has a single
output, which is called an axon. Here is the simplified diagram of a neuron, showing the dendrites and the axon:

A neuron therefore operates like a logic gate, with the usual multiple inputs and single output of a logic gate (just
as a truth table has multiple input columns and a single output column). This similarity between the functioning of
neurons and logic gates has been noted by the physicist Paul Davies in his recent book The Demon in the Machine:
"Because converging incoming signals from many neurons can be amalgamated, the system acts rather like a logic
circuit, with the neuron being either on (firing) or off (quiescent), according to the state of combination of the
incoming signals."

As a neuron acts like a logic gate, we can create a truth table of its inputs and outputs and apply the simple test for
consciousness-generation described in this book. We might, for example, consider a multiple-input neuron which is
performing an AND logical operation:



As described in Chapter Eight, we can see from the previous truth table that this is an irreversible operation. As
you can see from the truth table, if the output of the gate is 0, then we cannot be certain if the input pairing had been
0 and 0, or 0 and 1, or 1 and 0. So this logic gate could not be operated in reverse as it is impossible to know what
the input values had been if you only know the output value.

The consciousness test predicts that an irreversible truth table is a sign of consciousness-generation. Therefore,
the test correctly predicts that a neuron is consciousness-generating.

If the consciousness test had predicted a negative result —that a neuron cannot generate consciousness — then the
theory could have been rejected as being wrong. That is the advantage of a scientific theory of consciousness which
makes clear, testable predictions.

Information loss in neurons

The irreversibility of the information processing in a neuron inevitably leads to the loss of information. Another
simple way of realising that information must be lost in a neuron is due to the fact that a neuron has multiple inputs
but only a single output. This point was made by Francis Crick in a quotation which was presented in Chapter Eight:
"One characteristic of a neuron is already fairly clear. A single neuron can fire at different rates and, to some extent,
in different styles. Even so, in any period of time it can only send out limited information. Yet during that time the
potential information coming into it, through its many synapses, is very large. In this process — going from its input
to its output — there must be a loss of information."

Each "bit" of information lost in a neuron would produce an amount of heat equal to kTln2 joules of heat,
according to Landauer's principle. The suggestion is that it is that heat which would be the "stuff" of consciousness.

You will note that Boltzmann's constant, k, is included in the value. At the end of Chapter Four, it was explained
that Boltzmann's constant is "the bridge between the microscopic and macroscopic world". For this reason, it was
suggested that any final theory of consciousness would likely include Boltzmann's constant as a means of explaining
how the macroscopic experience of consciousness can emerge from the microscopic movement of particles. So the
presence of Boltzmann's constant here is an encouraging sign for the theory of consciousness described in this book.

In the previous chapter it was suggested that this production of heat — this "molecular chaos" — is the essential
ingredient of consciousness. In contrast, a system which is sterile and cold, and which lacks that "messiness" at the
atomic level, can never be conscious.

So let us now leave neurons behind and consider a solid metal cube instead. When we consider a cold, sterile
object — such as a solid metal cube — we find none of that essential molecular chaos. We have already considered
a solid lump of metal back in Chapter Eleven when we considered the question of whether or not a thermostat is
conscious. It was explained that the function of a thermostat can be performed by a strip of solid metal (a bimetallic
strip). It was also explained how the resultant truth table for that thermostat would be reversible — and therefore
predicted to be not consciousness-generating.

So lumps of solid metal do not produce consciousness — they are simply too cold and sterile, with none of the
essential "messiness" at the atomic level. Whereas the information processing in a neuron is irreversible and
therefore inevitably produces heat — that essential atomic "messiness". And this is how the theory provides an
explanation as to why Nature can make a conscious system out of 86 billion neurons — but not out of 86 billion
solid metal cubes.



The neuron and the steam engine

At this point, I could quite happily finish this chapter. The consciousness test applied to a neuron has made the
correct prediction, and the associated explanation appears credible. However, when we start to dig deeper into the
functioning of a neuron, we discover some truly remarkable conclusions.

So let us dig a bit deeper.
Let us start by considering the steps which result in the so-called "firing" of a neuron, in which a neuron transmits

its electrical signal to the next neuron in the network.
Earlier in this chapter, it was explained that the input signals enter a neuron through the neuron's dendrites. The

voltages from the various inputs are then summed inside the neuron. If the total voltage exceeds a certain threshold
(the threshold potential), the neuron is said to fire. At that point, the neuron sends a burst of electrical voltage down
its single output (axon).

After the neuron has fired, the voltage inside the neuron body is reset to its initial value (the resting potential).
The process then starts again, with voltage building inside the neuron. As a result, firing is a rapid and repetitive
process.

The following diagram shows this sequence of steps during the firing of a neuron:

In the previous diagram, Step One shows the neuron in its initial state, with its internal voltage at its resting
potential. Step Two shows the increase of internal voltage as electrical signals are received on the neuron's dendrites.
Step Three shows the neuron firing, with a series of rapid voltage "spikes" being sent down the neuron's axon. Then
the final stage is the reset operation which restores the neuron to its original state.

Because the sequence of steps ends in a reset operation, it is possible for the sequence to quickly repeat, and this
is, indeed, what happens. A neuron will typically fire fifty times a second, with spikes of voltage being sent down
the axon of a neuron like bullets from a machine gun.

So what we have here is a cycle. If you remember, we have already encountered cycles back at the start of
Chapter One when we considered steam engines. A cycle was defined to be a sequence of linked steps ending with a
reset operation. The reset operation is crucial as it allows the cycle to be rapidly repeated.

This definition of a cycle is described in the Thermodynamics textbook by Cengel and Boles: "A system is said to
have undergone a cycle if it returns to its initial state at the end of the process. That is, for a cycle the initial and final
states are identical."

In particular, I would suggest that there is a remarkable similarity between the cycle of a neuron firing and the
cycle which occurs during the jumping of the lid on young James Watt's cooking pot boiling on his mother's fire. To
remind you, here again is the diagram of the jumping lid of James Watt's cooking pot:



Initially, the pressure of the steam in the cooking pot is the same as the atmospheric pressure outside the pot. But
as more heat energy enters the pot, the pressure of the steam in the pot increases (just as the voltage in a neuron
increases). When the pressure of the steam in the pot exceeds a certain threshold value, it blows the lid of the pot up
(just as the voltage inside a neuron has to exceed a certain threshold to initiate the spike). The whole process ends
with a reset operation in which the pressure in the pot is equalised with the atmospheric pressure outside the pot (just
as the voltage in a neuron is reset to its resting potential). Because of this reset operation, the lid of the pot drops
back down again, and the cycle can rapidly repeat (just as a neuron firing can repeat fifty times a second).

In his recent book Until the End of Time, The physicist Brian Greene describes the importance of the reset
operation in a steam engine: "The steam engine relies on a cyclical process: a piston is thrust forward by expanding
steam and is then reset to its original position, where it awaits the next thrust. The steam, too, reverts to its original
volume, temperature, and pressure, as must all of the engine's vital parts, readying the engine to heat back up and
thrust the piston once again."

So it appears that there are clear similarities between the firing of a neuron and the operation of a steam engine.
And I would suggest that these similarities raise some interesting questions about neurons and consciousness.

Firstly, a steam engine does not produce a constant motive force throughout its entire cycle. Considering James
Watt's cooking pot, we could only extract power from the movement of the lid at the point where the steam pushes
the lid upwards. No force is generated as the lid drops down again. This is typical of all single-acting steam engines.
This explains why, in a steam engine, it is essential that the cycle is rapidly repeated. As the thermodynamics
textbook, Concepts in Thermal Physics, explains: "It has to be cyclic so that it can be continuously operated,
producing a steady power."

As a steam engine does not produce continuous power during its cycle, we might feel justified in asking a similar
question about neurons: does a neuron generate consciousness continually? Or does a neuron only generate
consciousness during a particular part of its cycle?

To answer that question, we must remember the reason why the consciousness test predicts that a neuron is
consciousness-generating. The reason is because there is inevitable information loss in a neuron (not all of the
multiple inputs can be passed to the single output). The point at which a neuron loses information is the point at
which it fires. It is at that point that the voltage in the neuron is reset to its resting potential, with all internal
information being erased. The spike of electric voltage down the axon would be matched by a burst of heat output
(according to Landauer's Principle) and, according to the theory, a burst of consciousness.

Therefore, it is proposed that a neuron only generates consciousness at the point at which it fires.
Because consciousness is only generated at the point of firing, it would then be necessary for a neuron to fire

repeatedly and rapidly in order to produce a continual experience of consciousness — just as a steam engine needs
to cycle repeatedly and rapidly to produce continual motion. With neurons firing fifty times a second, the successive
bursts of consciousness would generate a continuous impression of consciousness — just as frames in a movie
played at fifty frames per second generate an impression of continuous motion.

The "reset" operation

There is another way to realise the potential importance of the firing process in generating consciousness.
When a neuron fires, its internal voltage is always reset to exactly the same original resting potential. This,

therefore, acts as a "reset" operation. Rolf Landauer refers to a "reset" (or "restore") operation many times in his



original 1961 paper, the paper which first introduced what we now call Landauer's principle.
In that paper, Landauer describes the reset operation as follows: "We start with each bit in one of two states and

end up with a well-defined state."
So, as Landauer explains, we have to create a truth table in which the inputs are in "one of two states" — 0 or 1 —

but both inputs lead to the same single, "well-defined" output state. As an example, in the case of the following truth
table for a reset function, both input values lead to a 0 output value (both inputs are reset to the same output value):

Applying the usual consciousness test, we now examine the truth table to see if it is reversible or irreversible. It
can be seen that the truth table is irreversible (if we know the output is 0, we cannot be sure of the value of the
input). The test predicts that an irreversible truth table is a sign of consciousness-generation. This is, therefore,
another indicator that a neuron generates consciousness during its reset operation — the point at which it fires.

In his book about molecular biology, Life's Ratchet, the physicist Peter Hoffman considers several examples of
"molecular machines". These incredible microscopic devices — only a few molecules in size — operate within the
cells in our body. They are constantly in action, carrying nutrients around our cells, expelling waste, and repairing
damage. But what is particularly interesting is that in Chapter Six of his book, it is explained how these molecular
machines use cycles and reset operations to achieve their motion. In other words, this is conclusive evidence that the
cells in our body — including our neurons — do, indeed, use the physics of James Watt's cooking pot.

Another example considered by Hoffman is the Maxwell's Demon thought experiment. Hoffman considers the
situation in which the demon wants to process billions of particles — opening and shutting the trapdoor each time.
As Hoffman explains, that represents a repeated operation: a cycle. In that case, there must be a reset operation in
the demon's mind. As Hoffman explains: "In the case of the demon, erasing information restores or 'resets' the
system to its original state, allowing a new measurement cycle to begin. The same applies to machines. To make a
small machine perform repeated motions, a reset step is needed, as the machine needs to be returned to its original
state before it can begin a new cycle. And it is this reset step that leads to an inevitable increase in entropy."

Hoffman identifies the reset step as the point of increasing entropy — and therefore the point at which heat is
produced. It is therefore the reset step that is potentially the point at which consciousness is generated in a neuron.

Neurons vs. electronic logic gates

Several times in this book, it has been stated that a neuron is a form of logic gate, performing the same function as
an electronic logic gate in a computer. This is a well-accepted view, and it is largely correct. However, when we
look more closely at the functioning of neurons and logic gates, we find there is one very big difference between
them. And, based on the discussion in this chapter, it is a difference which might very well hold the key as to
whether or not an electronic logic gate is capable of generating consciousness.

Let us first consider a neuron.
The firing mechanism of a neuron was considered earlier in this chapter. It was explained how the voltage in a

neuron will keep increasing until the neuron fires — with the voltage inside the neuron being reset to the resting
potential at that point. It is important to realise that this process in which the voltage continually builds will continue
even if the inputs to the neuron are held steady and unchanging.

This important point is described in the textbook Neuroscience: Exploring the Brain.[8] In that book, a wonderful
analogy to the process is presented. The firing mechanism of a neuron is compared to the motorised drive of a
fashion photographer's expensive camera: "We likened the generation of an action potential to taking a photograph
by pressing the shutter button on a camera. But what if the camera is one of those fancy motor-driven models that
fashion and sports photographers use? In that case, continued pressure on the shutter button beyond threshold would
cause the camera to shoot frame after frame. The same thing is true for a neuron. If, for example, we pass continuous



current into a neuron through a microelectrode, we will generate not one, but many action potentials in succession."

So, if the photographer keeps his or her finger depressed on the button, the camera will take a stream of rapid
photographs. Similarly, if the inputs to a neuron are kept constant and unchanging, the neuron will still be an
extremely active and dynamic object, continuing to send a stream of spikes down its axon at a rate of around fifty
spikes per second (50 Hz).

In this sense, we see a neuron is more than just a logic gate. Instead, a neuron is a logic gate … with an
additional rapid firing mechanism attached.

However, when we consider an electronic logic gate, we discover a very different situation. A typical circuit
diagram of an electronic logic gate was presented in Chapter Seven:



It can be seen from the diagram that this AND gate consists of just five electronic components: two transistors and
three resistors. It is a very simple device, and this is typically the case for all electronic logic gates. Crucially, then,
an electronic logic gate does not possess the in-built rapid firing mechanism which a neuron possesses.

As has been explained, if the inputs to a neuron are held at constant values, the neuron will continue its 50 Hz
firing mechanism. In contrast, if the inputs to an electronic logic gate are held constant, then the output of the logic
gate will be a continuous constant value.

This difference in behaviour between neurons and electronic logic gates is shown in the following diagram. In the
neuron, it can be seen that the output will "pop" fifty times a second when the neuron fires: "pop, pop, pop, …" (I
have used the terms "pop, pop" rather than "fire" to emphasize that this is a quick, repetitive action). Each of those
"pops" will be accompanied by a loss of information, a burst of heat, and — according to the theory — a burst of
consciousness. In contrast, the output of the electronic logic gate can be seen to be a constant value — with no
"pops" of consciousness and heat:

A neuron is simply a far more dynamic device than an electronic logic gate. As the suspended animation
argument (in Chapter Twelve) suggests, movement is essential for consciousness. It would appear that dynamism is
essential for consciousness.

Neurons are constantly dynamic, continuously losing information in rapid bursts. According to the theory, that
results in a continuous experience of consciousness. In contrast, information is not lost in an electronic logic gate
with static inputs: it would not generate consciousness.

In fact, it appears that neurons are the optimal consciousness-generating devices, almost as if they have been
specifically selected for their ability to generate a continuous experience of consciousness. Why should that the
case? Is consciousness important? I have no answer to that question.

But I find that to be an absolutely fascinating conclusion.



PICTURE CREDITS
All photographs are public domain unless otherwise stated.
Photograph of William Murdoch's miniature steam locomotive is courtesy of the Birmingham Museums Trust and

is provided by Wikimedia Commons.
Photograph of the Z3 computer is by Venusianer and is provided by Wikimedia Commons.
Press release image of Lost in Space is public domain, originally by CBS Television, and is provided by

Wikimedia Commons.



NOTES
[1] Rolf Landauer, Irreversibility and Heat Generation in the Computing Process, IBM Journal of Research and

Development, 1961. http://tinyurl.com/informationloss
[2] Charles Bennett, Notes on Landauer's Principle, Reversible Computation, and Maxwell's Demon, 2003.

http://arxiv.org/abs/physics/0210005
[3] Owen Maroney, Information processing and thermodynamic entropy, The Stanford Encyclopedia of

Philosophy, http://tinyurl.com/stanfordwebpage
[4] I found a Physics Today webpage which makes it clear that the copying of information does not invoke

Landauer's Principle: "Gaining, or writing, information is akin to copying information from one place to another.
Such one-to-one mapping can be realized, in principle, without dissipating any heat.", Information: From Maxwell's
Demon to Landauer's Eraser, http://tinyurl.com/copyinginformation

[5] In his book, David Chalmers considers a thermostat with three possible states corresponding to the room being
too hot, the room being too cold, or the room temperature being OK. This implies that it is a more complex
thermostat which is able to control the air conditioning to cool the room, as well as turn the heating on or off. This
would require the setting of two temperatures to form an acceptable range. This would require two truth-tables: one
to control the heating, and one to control the air-conditioning. But each individual truth-table would still be
reversible.

[6] Is a thermostat conscious? Romain Brette, http://tinyurl.com/bewitchedbrain
[7] George Ellis, From Chaos to Free Will, http://tinyurl.com/fromchaos
[8] Neuroscience: Exploring the Brain, Third Edition, 2007, Mark Bear, Barry Connors, and Michael Paradiso.

http://tinyurl.com/informationloss
http://arxiv.org/abs/physics/0210005
http://tinyurl.com/stanfordwebpage
http://tinyurl.com/copyinginformation
http://tinyurl.com/bewitchedbrain
http://tinyurl.com/fromchaos








Rise of the New World Order:
Book Series Update and Urgent Status Report Vol. 1

 

March 26, 2020
 

 

 

J. Michael Thomas Hays



Well, friend…. this is not how I wanted for us to meet again. I thought we had more time but things are moving
quickly now. As we descend into chaos I’m going to try and turn these ‘reports’ out as often as possible...as often as
justified. Please look for me on Facebook, I’ve got two pages going now as I’m bounced in and out of Facebook jail
because I’m trying to wake people up and keep them updated. These are largely NWO-themed meme and news
pages but I post links for pertinent other stuff also.

Search for ‘Samaritan Sentinel’ and ‘Rise of the New World Order: The Culling of Man’s Meme Machine’. If I’m
not actively posting there that means I’m in FB jail…or worse.

I just feel like I needed to say something about the current events to the people who read my books and woke up.
This is the best way to reach a ton of people as hopefully Amazon will alert you to my update here. I put this out on
Amazon’s Kindle for as cheap as they would let me = 2.99. Hopefully Amazon will contact you about this update,
you’ve got to prepare for the financial implosion that will be blamed on this ‘pandemic’, but it’s really a
‘plannedemic’.

I’ll also try to put this out on my Facebook pages, but it’s pretty long for a FB post. I’ll definitely try though.

I certainly do appreciate people purchasing my books and spreading them around to support me and my family right
now as always. Thank you in advance for your continued support!!!! There is no other book I know of that covers all
the bases of the NWO like my first one.

The following should be taken under advisement as my opinion only and it is up to you to do your own due
diligence in looking into and tracking everything I’m going to say.

I don’t know for sure what’s going to happen, but we just took a financial gut-shot from the alleged “pandemic” and
effectively bankrupted the entire United States and even global travel industries of airlines, hotels, restaurants, etc.

These businesses might never come back. Why would they? To go broke next year over the next plannedemic? This
is a gaping hole in our economy with millions now immediately on the unemployment ranks with not much future
getting back into the same line of work because all those businesses are folding as you read this. You are witnessing
the controlled demolition of our economy, and our country, the United States, right now, right before your eyes
while we are all detained in ‘soft’ martial law for our own good against a virus that will kill less people than the flu.
No, you don’t want to catch this virus, I’ve heard nothing good about the illness, but what has been foisted upon the
world is a false flag of epic proportions.

I will repeat this as I did for my first two books: Don’t ever believe what I say without doing your own research and
then coming to your own conclusions.

I am speaking on the authority of the amount of research I’ve done and continue to do, tips from others, and of
course praying my heart out that I will know what to say when the time comes for people to look to me for guidance.
I’ve woke up many thousands or more with my books and I’m not done yet speaking about what has happened and
what I can see happening.

So…with all that said….

We’ve had the NWO/Illuminati/Deep Staters boxed in a corner now for a little while. All their pedophilia was
uncontrollably spilling out in the public arena. Pizzagate, Jeffrey Epstein, Jimmy Seville, the Royal Family and tons
more are horrible monsters to the point and degree it cannot be hidden any more.

All the names on Epstein’s ‘Lolita Express’ flight manifests read like a who’s-who of Hollywood elite, politicians,
and European royalty. The cat was out of the bag and they were forced to act and act now or we would be coming
for them with torches and pitchforks.

The globalist proponents of the Great Plan and their agenda for global enslavement were being threatened by a ton
of people who are now awake thanks to you, me and others spilling the truth about the Federal Reserve, 9/11,
Bilderberg, and the like.

We are on to them and they had to act and act fast as they were losing the information war and badly. I have literally
spent tens of thousands of hours at this point researching and passing on information to others in my books and on



Facebook…I live and breathe this stuff because that is what I was put here to do. When I woke up in 2007, I jumped
right in the fight.

Unfortunately for us, they now use Artificial Intelligence to map out the NWO agenda these days, and apparently it
called for releasing an engineered bioweapon against humanity to keep the Great Plan from being derailed.

They are probably going to pull it off with this plannedemic. There is the highest probability that this is the
beginning of the End Game I’m afraid. It was always my intention to slow it down but it is moving full steam ahead.

You probably haven’t heard this as this type of info is highly suppressed by the NWO-owned-and-controlled
mainstream media, but the author of the U.S. Biowarfare Act has gone public stating he believes COVID-19 to be a
BIOWEAPON that either escaped or was intentionally released. I believe the latter to be the truth. Watch this video
interview on YouTube…as long as it is still up:  https://youtu.be/F_TPjbu4FAE

They are not going to run us through this false flag and have millions more people wake up to the NWO, start
looking for the truth about what is happening, start prepping, awakening others, etc. They are moving to quash the
United States and humanity right now with this false flag called COVID-19.

We are in a bad way in terms of losing our country, and things are going to get way worse fast. This is a ‘Red Alert’
status update, we’ve got a very rough road ahead of us. We’ve got an intentionally-released manmade bioweapon on
one side and the empowered FEMA to “deal” with it, and the diabolical proponents of the New World Order who
released the bioweapon on the other side and there is no where to run unless you have a rocket ship to Mars so
buckle up.

Throw in an already-collapsed oil market, a soon-to-collapse stock market, and a dollar crisis not far behind and this
is going to make for a truly interesting year. Oh yeah, we’re supposed to hold an election or something also….
almost the entire Federal Government is up for grabs this November.

Now it came out that some of the Congressmen and women sold their stock in hotels, etc. because they had
beforehand knowledge of exactly what was going to happen. This whole thing is a gigantic false flag to protect the
Deep State/Illuminati/New World Order crowd.

Why didn’t they warn the hotels/restaurants/hair dressers/etc. that this financial storm was coming when they clearly
knew it? Because they didn’t want to cause panic. They are still doing this right now with Trump saying that he
can’t wait to get back to business in America. You can tell he is quite uncomfortable jerking us off like this because
he too knows what’s coming: FEMA martial law and the end of the USA.

So now we’ve got all the MILLIONS of hotel workers, restaurant workers, airlines people, etc. all unemployed and
largely going on the government payroll via unemployment…they are now dependent on the state to survive going
forward because those jobs aren’t needed in the New World Order. That type of excess is coming to an end, slaves.

This is not good at all, we are headed straight into tyrannical fascism. The definition of fascism is when the state
takes over all corporations. It also works the other way and this is why we are falling: the corporations have already
taken over the government via lobbyists. Term limits and anti-lobbying laws could have prevented this but you
know…everyone has their price. The entire federal government is bought and paid for by the Federal Reserve
crowd!!!!!

I don’t believe that we will pull out of the current financial nosedive we are in right now. This is probably going to
be the big crash I talk about in my first book. This is why the Federal Reserve and Trump/Congress are all over this
thing…throwing $2 Trillion dollars at it just to start with. Mortgage companies letting people slide for a year on
their mortgages, SBA emergency loans available, etc. They know the shitstorm is right on the horizon. You can
expect a roller coaster ride on Wall Street going forward…it will be one step forward, two steps back all the way
down…possibly to ZERO.

I knew that the next crash after the 2008 one was going to be the big one, they just barely staved it off last time but
this time it will be too big of an issue.

After what they did to stop the big crash in 2008 by using all their silver-bullets of interest rate reductions, this
Greatest Depression is going to hit HARD.

They already ran the interest rates so low they can’t really go lower without them paying you to borrow money…



negative interest rates. Trump has publicly called for them himself!

The Fed right now is injecting money into the economy by buying “mortgage-backed securities”. This is a fancy
way of saying they are entering numbers on a computer screen to create hundreds of billions of dollars out of thin air
and purchasing the rights to your house when they foreclose on it after this Greatest Depression gets rolling. Your
house.  Your neighbor’s house. Your grandma’s house. My house. All by printing money out of thin air for a small
handful of globalist, satanic pedophiles.

Getting mad yet? I am….I am PISSED, pardon my French!!!

Some people were barely making it before this happened…I’m one of them! I’m not sure what I’m going to do but if
enough people pass this report around, I’d move a few books and get some kind of plan together for my family’s
financial situation. I spent way too much time over the years working on waking people up instead of looking for
work…my bad.

The lumber store down the street from my house is only open for ‘takeout’….?????. Look I’m a construction
worker. You just don’t have a takeout/curbside lumber store…it just doesn’t work like that. I’m a lifelong carpenter,
I’m going to be hand-selecting the best lumber there is to make my work look as good as possible!!!

This isn’t going to last long before everyone goes under like dominos and the whole thing crashes right to the
ground….the whole pyramid scheme under the Federal Reserve is to thank for the coming financial woes.

Funny, that’s why it was expressly stated in the Constitution to NOT EVER ALLOW AN ENTITY LIKE THE
PRIVATELY-OWNED, FOR-PROFIT FEDERAL RESERVE TO EVER EXIST. And we let it in and gave the
country’s control to the evilest people on the planet: the Satanic pedophile murderous Illuminati banking families.
You know exactly who they are from my first book!!!

You already know everything I’m talking about I hope…if you read my first book, I’m preaching to the choir here.
It’s just unfolding now before our eyes and it’s like watching a horrific train wreck happen in slow motion, in real
time.

And then when people are wondering what to do with the ‘cash’ they have in the bank after they barely sold their
stock for pennies on the dollar….their ‘cash’ being literally numbers on a computer screen and not gold in their
pocket...you know…real money? They are going to implode the dollar either during or after the stock market
meltdown and the dollar will then be worthless also.

The 2020 coronavirus plannedemic will be the scapegoat for the illegal, not-so-Federal Reserve’s economy coming
apart at the seams. This is an intentional, controlled demolition of our economy, just like the WTC on 9/11.

You know what’s funny? The gooberment ran drills for this exact scenario last Fall!! The stock market will go to
zero, then the dollar crisis will wipe out what is left. I wouldn’t be surprised to see UN troops on the ground here
before the end of the year. This is about a right time to get right with God if you haven’t lately, because you might
be going to see Him soon.

I fully am expecting riots to begin in the cities this year, either from people getting cabin fever or if the food starts to
run out in the next few weeks/months, or whatever. People are broke right now, imagine not working at all for
weeks or even months. This thing could drag on as long as they need it to in order to finish us off.

I also expect that we will be kicked when we’re down. I’m fully anticipating a major earthquake in the United States
and soon, I would say this year. With the HAARP technology available to the NWO they could easily trigger the
Cascadia Subduction Zone earthquake right in my backyard in Seattle!!!

This would essentially destroy about every city up and down the West coast, coast of Japan, etc. This will be a
HUGE quake with massive damage and massive loss of life. They were just running drills about it out here a couple
years ago so that should tell you all you need to get your guard up!!

Now, going forward from today, Trump will eventually be blamed for the economic meltdown and the handling of
the COVID-19 ‘plannedemic’. All voting this Fall will probably be electronic/mail-in and there will be no exit polls
to police this election because I believe we may still be in quarantine later this year!

This elimination of exit polls will open the door to the proponents of the Great Plan to rig the election and install



good ol’ Hillary Clinton. Yes, I believe Hillary is going to be Biden’s running mate, he will bow out or be removed,
and Hillary will be in the driver’s seat. Have you seen Hillary lately? She just got a bunch of plastic surgery in
anticipation of her big day in the limelight as the “savior” of the U.S.….*gag*. She would love to be the one to put
the knife right the heart of the good ol’ USA.

The Illuminati need their Jezebel in the driver’s seat to put out the flames of all the pedophilia and general
corruption we all know that they’re up to.

Forced vaccinations are probably coming later this year and will be accompanied by attempted gun confiscation in
the USA. I don’t know if this will ignite a Civil War, but the death from the force-injected bioweapon they will label
a ‘vaccine’ will arguably be worse than being shot with a gun so take your pick when the time comes. You will
know what to do.

Going forward after this plannedemic blows over, ‘Pandemic’ will be the new invisible boogeyman to terrorize
humanity. It was terrorism but that wasn’t good enough. You can expect a mandatory annual ‘pandemic’ shot
against whatever it is they cook up that year to go along with your flu shots, etc. No. Thank. You.

I doubt I’ll be around that long anyways to be quite honest, I’m not very popular with what I’ve already done in the
infowar against the NWO. I won’t be taking any vaccine either. Nope.

They will introduce the new digital global currency, which of course they will issue and control….and legally
mandate you use. The mainstream media is already quacking about the paper money and coin transmitting the virus.
They want to go to a cashless society so they can track everything and it is unfolding right this second!!

The same people who set up the central bank pyramid scheme are the same ones who are setting up the global
currency system. We’re going digital people. RFID chipping of the population is right around the corner and
actually has been practiced for many years at this point already. Soon it will be mandatory…arguably the Mark of
the Beast.

I see Bitcoin being outlawed for the ‘good of humanity’ after the dust settles. Can’t have any rogue currencies
running around competing with the Satanists for control of the money supply and therefore humanity.

I also see gold confiscation coming, again, just like during the Great Depression. They want it all. Every last bit of
it. For a dozen or so Satanic families pulling the strings of our reality.

Hey, it’s Satan’s world, says so right in the Bible. That’s what my second book is all about, how we are in the
clutches of Satan and his minions and always have been, that’s how it was designed. They just do his bidding and
have for thousands of years…and reap the rewards.

Now the game is coming to an end. Just as the Baby Boomers start checking out in large numbers, possible thanks to
this coming plague called COVID-19, Gen X, the Millennials, Gen Z and beyond are all going to be left here to go
through a literal Hell on Earth.

Even though we are staring down the oncoming crisis, it is still our duty to tell people what is really going on. To
educate them with the truth of everything in my first book. What I learned by researching and writing my first book
transformed me from an unbelieving atheist to a born-again Christian. The entire New World Order conspiracy is in
the Bible if you have eyes to see and ears to hear the truth, this cannot be disputed if you’ve read my books.

I do believe I was always a saved man…I just didn’t know it. Something had to trigger it and that something was
knowing what was really going on in our world. There are still thousands and millions to wake up to this truth so
they can claim their rightful place in the Book of Life. If they are saved, their names are in the Book of Life from the
beginning of the world. I think that’s somewhere in Revelation lol. They just need to be triggered…in a good way!

So many people have no idea what is happening that there almost needs to be a ‘group awakening’ or something.
Unfortunately, only a very small percentage of people listen to what I’m saying and a HUGE percentage of people
listen to useless talking heads on mainstream media…literally paid actors! None of them investigate ANYTHING or
I wouldn’t be writing these books!

I will tell you this, if I only were to wake up one person with my first book it would have been worth it, but I’ve
woke up many more simply because I jumped in the batter’s box and swung for the fence for humanity.



You yourself can get just as active and fast. Throw together a blog. Start doing videos. Start posting on message
boards. These are what I was doing at the start before I had the motivation to go full throttle and write a book
outlining all the pertinent stuff going on.

And that reminds me….the third book…*big sigh*

I’m so sorry it has taken this long….it’s going to take a little while longer now. I was on track to get it done and out
by the end of this year but I don’t know what’s going to happen now that we are heading into dire straits…hence this
‘report’. This may be the last you hear from me! I’ll sure try and get it done and out though.

I can let you know that the third book is way more like the first book in that I’m giving out a bunch of different
topics and showing how they tie to the first book and the Great Plan for global enslavement.

The second book of the series, the Awakening, was more of a one-off but is super-pertinent information. I wish I
would have had the second book as a separate, stand-alone book but what are you gonna do? That’s what I get for
doing everything myself right? Right. Author. Editor. Publisher. Advertiser. Promoter. I don’t really know what I’m
doing, I’m just making it up as I go!

Obviously, I’m getting help from above with all of this, because if you knew me personally, I’m a lifelong
construction worker to the core. I’m pretty rough around the edges in other words. I’m still a beer-drinking, cussing,
gun-totin’ rock-and-rollin’ patriotic guy and nobody, and I mean NOBODY needed to be woken up more than me
back in 2007.

That spun my head right off when I woke up to the NWO and I went crashing to the ground as an unwashed atheist
with no hope knowing about the NWO and that it was real.

Only a couple years into my research and Jesus spun my head back on straight, picked me up and dusted me off, and
sent me off to write that first book.

And here we are now 7 years after releasing my first book and it’s all coming true. I would be lying if I told you I
wasn’t a little scared, but I’m also a little excited. I really can’t wait to shed this worn, physical body and get a one-
way ticket outta Satan’s world and into the loving arms of Jesus. We’ve all gotta die sometime, that’s a fact, so no
reason to be scared of it knowing your place is secure after the fact.

Never in our history…since the days of Nimrod’s Babylon, has the world been so gripped by evil. Think about it.
We have the most decadent society in the history of mankind. With the technology came great evil. Online porn.
Tinder for random sexual hookups. Gay marriage. Trans kids…? WTH is that? We are in BIG TROUBLE.

So…I haven’t worked on the third book for about three or four weeks now, just too much going on to get my head
into it. But this mini-book you are reading now suddenly came together in just the last few days…I was suddenly
moved to get something out there.

I just went and read the preface to the third book and got sick to my stomach as to how drastically things can change
in life, and quickly.

Here is the preface for the third book as it was intended to be released later this year:



Preface of “Rise of the New World Order 3:Resonance”
 

Well I can hardly believe I’ve reached another milestone in my crazy life and managed to get my third book out but
here we are. The world still hasn’t ended and I’m still working my construction jobs and working on these books as
I’ve got time available.

I’ve been doing a lot of ‘memelording’ since getting onto social media at the start of 2013 and I HIGHLY encourage
you to join me and millions of others globally in this very effective campaign against the NWO. A picture says a
thousand words. If you combine a powerful, thought-provoking picture or image, coupled with witty, biting, factual
smarm, you have created a powerful propaganda tool and the NWO knows this.

You would be amazed at how many people are awake around the world to the Great Plan. It doesn’t matter if you
are black, white, Latino, Asian, gay, straight, Christian, Hindu or whatever, the people running the planet want to
cull the global population way down for easier control and EVERYONE is on the chopping block.

There is an old saying, the enemy of my enemy is my friend. The enemy to humanity are the proponents of the New
World Order, this makes all of humanity to be friends against the foe, the NWO. I don’t care who you are, if you are
awake and against the NWO agenda for global enslavement I’ve got your back, friend.

If you’re already awake and have been doing research of your own, you may know some or all and even more than
what I’m going to talk about here. Great. Awesome. Love it. Thank you from the bottom of my heart for taking a
keen interest in our future. But if you are just waking up and recently coming off my last two books, you will find this
a continuation in your crash-course about how the NWO operates.

In fact, part of the reason for this book 3 is if someone were to sit down and wake up for the first time, they would be
able to read all three of my books straight through and have a better understanding of the NWO than 99.99% of the
rest of the population. Another part of the reason for this book is hopefully I am bringing to even seasoned
researchers some new information. And lastly, part of the reason for this book is to put into writing the facts of what
is going on before they are censored from the internet by Google, Bing, YouTube, and the rest whose owners and
controllers have been sucked into the Illuminati and now regularly attend Bilderberg meetings, Bohemian Grove
campouts, attend CFR meetings and are on the Trilateral Commission, etc.

As with all of my books, as a whole they should be considered to be my opinion. Don’t believe what I write as
Gospel, research about what I write, but don’t disbelieve out of hand as you read it either. I make my books as fact-
based as possible to stand up to the naysayers.

Again, as with my first book, each chapter and subchapter in this book could have multiple books written about it
and have been. I’m just bringing to your attention everything I think you should be made aware of at this point in
time, just like my first book. I put everything in that book that I thought you needed to know to get at least a basic
understanding of the New World Order. Now I have many new topics for you to look into and add to your arsenal of
knowledge about what’s really going on in our world.

People have no idea how good we have it today compared to 100 years ago in terms of creature comforts. At the
same time, we also have it worse today because all of those things can be instantly taken away by our advanced
technology.

For example, a single nuclear device detonated 250 miles above Kansas would cause an EMP that would knock out
the national power grid and anything that needs electrical components to operate…which is about everything. This
would instantly send us back to the 1800s. The cities’ sewers would shut down and immediately begin to spill into
the streets, rampant disease would immediately follow. Rape, robbery and murder would immediately commence
upon those in the cities, especially if the guns are managed to be taken from the law-abiding.

This is a fact and there have even been Congressional hearings and public warnings generated about this so it’s not
a matter of if but when stuff like this is going to happen. They even tell you to have two weeks of survival supplies on



hand. If you’ve read and followed my first book, you should actually have way more!

Look at how far we’ve fallen since the publication of my first book in January of 2013. Full-blown socialists
occupying seats of our government at all levels. You should know by now that the New World Order is a socialist,
anti-God/Jesus and pro-Satanic agenda run by the ‘do as we say, not as we do’ global elites.

 

“Bad men cannot make good citizens. It is impossible that a nation of infidels or idolaters should be a nation of
freemen. It is when a people forget God that tyrants forge their chains. A vitiated state of morals, a corrupted
public conscience, is incompatible with freedom”

-Patrick Henry, one of the Founding Fathers

 

The United States in particular is on the NWO’s chopping block. A strong United States that the UN has no power
over cannot be for much longer if things are to progress according to plan. We are the modern-day Babylon and we
are slated to crash and burn…one way or another.

On June 26, 2015 the US Supreme Court legalized gay marriage nationwide. Gay marriage was just the beginning
down the road to good ol’ Sodom and Gomorrah. Now we’ve got ‘trans kids’ running around and we are expected
to accept that that is the new societal norm. Now they are pushing for kids who aren’t even old enough to decide
their bedtime to decide if they want to undergo gender reassignment surgery…complete madness.

As an active member of the Truth Community I am pushing back against the lies and propaganda with everything
I’ve got on social media as are others…and have paid the price being censored heavily, even banned for speaking
my mind.

In particular, any opinion against the radical LGBT agenda is censored as ‘hate speech’. If you are against
pedophile drag queens hanging out in public libraries with unassuming parents with young, impressionable kids
then you are a homophobe and not welcome on the liberal platforms of Facebook, Twitter, etc. We have fallen quite
a way since I first woke up in 2007.

Since the publication of my last book in 2015 the banks and other major globalist corporations have installed RFID
chips in all their debit/credit cards. These chips constantly track your location, buying habits, etc. and this
information is collected and sold among the globalist entities. The next step from this is human implants, something
that has already been happening for years now and is only increasing in usage.

Cancer rates are 100x what they were 100 years ago. As you know, we are under attack by land, sea and air.

Our GMO food is laced with biotoxins, pesticides and cancerous chemicals. It’s not even food, it’s a science
experiment.

Fluoridated water is still the norm in the USSA, while being outlawed in about every other country on Earth.

The chemtrails/geoengineering are ramping up filling the air we breath with aluminum, barium, and who-knows-
what-else.

We are exposed to millions of times more electromagnetic radiation than our grandparents were thanks to the
proliferation of personal wireless devices: phones, tablets and laptops. The generally safe ‘wired’ desktop
computer’s numbers are declining as rapidly as the unsafe, radiation-spewing wireless devices are expanding.
We’re literally bathed in radiation these days and the closer you get to the city the worse it gets…another good
reason to get out if you can.

The globalist drums are beating loudly for gun confiscation here in the United States thanks to a series of sloppy
false flags that were picked apart by the Truthers.

Forced childhood vaccinations are now making their way through various local governments, again, largely pushed
by government-worshipping statists.



Keep in mind that I’m not a Republican, a member of the ‘alt right’ or any kind of ridiculousness like that. I am a
Libertarian believing in less government and more freedom, something neither the left or right is behind. No matter
who is the President, the globalist, one-world agenda marches forward. 

Remember from my first book about the global warming hoax/scare? The United Nations propaganda machine has
been rolling tough as of late to scare everyone into thinking that ‘Climate Change’ is going to doom us all if we
don’t turn over all aspects of human society to UN control. Just look where we’re at with ‘climate change’ being
shoved down our throats at every mainstream media propagandized moment. Greta Thunberg anyone?

This engineered storm of ‘climate change’ is purely to stampede humanity into the UN’s waiting clutches. This
physically involves using Tesla’s various amazing technologies to affect the global weather and cause events that
the UN is pinning on ‘Climate Change’.

Just about all the hurricanes, fires and floods that are going on these days are not necessarily all caused by Tesla
technology, but all can either be created, made worse or alleviated completely with said technology and I’m going
to show you how in this book.

Not only can they affect the weather through ‘geoengineering’, they can affect us personally using Tesla’s
technology via radio frequency (rf) waves…including being able to literally insert voices in our heads! This is a fact
that I will prove using the various patents on file stating they can do exactly this!

There are pressing things for you to be aware of and/or watch out for going forward. A lot of people are sensing the
dangers around them but less are actually ‘waking up’ to the Great Plan for global enslavement.

If you are awake and know others that aren’t you need to step up your game in sounding the alarm that things aren’t
right. I talk to people constantly about what’s going on in the world I come into contact with when I’m out and
about.

Pretty much everyone I personally know I’ve impressed upon them the information about the Federal Reserve being
privately owned and controlling our economy and by default our country. Everyone is interested and concerned
about money so this is always a good ‘in’ to get a conversation going about how the Fed, 9/11, the CFR, etc. are all
connected through the ancient money powers headed by the Rothschild Banking Dynasty and buttressed by the
Rockefellers and others to maintain a death grip over humanity.

So…This is arguably the true sequel to the first book….this is largely information I didn’t know about at the time of
the publication of my first book, and it took a few years of researching and just living as an awake soul to take it all
in and see what else was out there that needed to be put into writing so the facts may live after information like this
is struck from the internet like a hatchet against ‘domestic terrorism’.

You mark my words because it’s coming. Only the paper copies of my books will withstand the test of time. Files and
notes on computers will easily one day be able to be remotely scrubbed of information. If you don’t think the FBI,
NSA, CIA and the rest aren’t intimately involved with the development side of companies like Microsoft, Google,
Amazon, etc. you haven’t been paying attention.

People like Bill Gates and the founders of Google are all-in for the NWO, attending Bilderberg meetings, etc.
Remember, money is power. Gates and Bezos have billions. The families who run the Great Plan are worth in the
hundreds of trillions.

The people who run the Great Plan have been drawing interest on monopoly money for hundreds of years at this
point. They constantly add to the amount of money in circulation (inflation) which they own to start with by printing
out of thin air, then they loan it out to governments AT INTEREST remember. They are stacking coin left and right
and we pay for it all!

 

“Compound interest is the eighth wonder of the world. He who understands it, earns it; he who doesn't, pays it.”

-Albert Einstein

 



 

If you’ve made it this far and have read my first two books, I commend you for wanting to know as much as me. I
want to know exactly, factually what is happening no matter how ugly the truth is.

I’ve never said that I know it all when it comes to the New World Order, but I want to. I want to know everything
about what’s happened with the Great Plan and what’s going to happen…. most don’t. Most can’t handle knowing
what we’ve learned so far and we’re not done yet.

Now, my second book was and is extremely important information that I felt at the time was needed to lay the
ground work for going forward. I’m not so sure now (lol). That book is vastly ahead of its time, even now, as there
were no books on Saturn worship to be found on Amazon or the whole of the internet when I wrote that book and
believe you me I looked because I am a voracious reader and wanted to know everything about ancient Saturn
worship. 

It is still largely the only book putting all the pieces together of ancient history and how Satan navigated his way
through it collecting worship and adoration the whole way. Now that that’s out of the way, off my plate, off my back,
whatever you want to call it, we’re back on track getting into the nuts and bolts operations of the Great Plan….the
forward march to totalitarian world government and eventual (re)appearance of King Nimrod, aka the Antichrist.

A lot of people didn’t like my last book, the Awakening, because they felt I gave too much attention to Satan. There
is a BIG difference between attention and adoration. Hopefully they won’t have a problem with me giving too much
“attention” to Jesus and our Heavenly Father in this book 3, all entities need to be understood the best we can.

It’s important to me personally since coming around and getting born-again during the research for my first book to
try and figure out what He wants from us and why we’re even here. I’m always asking myself questions and then
trying to figure out the answer.

So what does He want? Adoration. It’s actually very simple. Adoration is love, fear and respect all wrapped into one
word. And what’s Satan’s #1 job right now in this world? To block that adoration by misleading us from all angles
in order to transfer adoration to himself or his ‘son’ King Nimrod.

Look at what all the celebrities are doing flashing the occult signs, saying they are in the Illuminati, etc….it’s
because they really ARE Illuminati foot soldiers!!! Sure Jay-Z and the like are worth millions but their masters are
worth TRILLIONS. All of this pedophile stuff coming out of Hollywood, Jeffrey Epstein, etc. is just the tip of the
iceberg. The Satanic Great Plan is slowly but surely coming out into the open arena for all to see because we are
ever near the End.
 

(End of Book 3 Preface)



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

So, friend, what do we do right now besides worry, fret, cower and let them run roughshod over us, our friends,
family and way of life? You gotta get MAD and stand the up with me and millions of others and say NO!!! You
CANNOT force-inject us. You CANNOT have our guns. You CANNOT force us to use an illegal digital currency
issued by an illegal entity called the Federal Reserve! All of the preceding are illegal according to the
Constitution…. HELP! HELP! HELP!!!!!

This whole pandemic is a false flag ‘plannedemic’. Things you need to look into immediately about it include the
following highly important issues:

 

-Event 201

-ID 2020

-CDC loses autism case

 

Quarantining the population will not stop this pandemic. When everyone comes out of their home detention there
will be another wave of plannedemic. Only their vaccine will “stop it” so life can get back to normal…that’s where
the mandatory injections come in.

The CDC just lost badly in federal court and you probably never heard a peep about it. They lost a case to a non-
profit who sued them over their statement that ‘vaccines don’t cause autism’. The CDC could provide no proof of
their statement so they lost in Federal court! This was completely whitewashed by the mainstream media. Just
another reason that this false flag is meant to take us down…we’re on to them.

You’ve got time off now in ‘quarantine’? Get ACTIVE!!

If nothing else help ME to get more active against the NWO! I’ve been trying to get on the Coast-to-Coast radio
show for years and they won’t even return my calls or email. Same with Alex Jones and others. I need YOU to
email C2C, Alex Jones, and anyone else you can think of to get me on the air. My email is at the end of this report
for a contact.

Nothing more I’d love than to be a monkey wrench in the gears of the NWO tyranny machine one last time but I
need your help!!!! I’M NOT AFRAID OF THEM so saddle my horse, hand me my lance and watch me go right at
them armed with faith and truth.

 



“But an hour is coming, and now is, when the true worshipers will worship the Father in spirit and truth; for
such people the Father seeks to be His worshipers. God is spirit, and those who worship Him must worship in
spirit and truth.”

-John 4:23-24

 

Thanks for backing me up all these years and thanks for your support!!! Tell everyone you know about my first
book and we’ll see what happens. You never know, I pray that we can pull this current situation out of the fire but
it’s looking ominous, hence this report.

One last note before I sign off here, the artist for my book covers, and my friend, David Dees, has been diagnosed
with stage IV cancer and is on the ropes. He’s the original motivation for me to jump fearlessly into the
fracas….thanks again David Dees, good luck on your recovery. He’s forgoing traditional treatments like chemo and
radiation and going the natural route. Please pray for him…we need him more than ever.

 

I pray for you daily my friends and allies, and hopefully you for me…I’m going to need it!!

Pray for the best but prepare for the worst.

 

 

In His service,

-J. Michael Thomas Hays (Sentinel)
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Intro
 

 

“Nearly every American citizen is suspect under the Patriot Act. Cameras are everywhere if you take the time to
look around and notice them, tracking everything you do. Just look up at the traffic signals the next time you are
in any decent-sized town. A good deal if not all of these cameras are equipped with facial-recognition and license
plate-reading software.

These are not only monitoring but recording everything that comes into the lens and stored, just in case they need
it. It costs next to nothing to store information these days, and they are storing as much information as possible. 

We are constantly pushed to stop using cash or checks and to go with “automatic debit” to pay our bills, and on
the other end “automatic credit” for our paychecks, whereby we don’t even hold in our hand the money we
earned from working an honest day’s labor—it’s just numbers on a computer screen, all tracked by “big
brother”. 

Virtually your entire life has been recorded and is on computer records somewhere, and if you are suspected to be
a combatant against the New World Order agenda, these records will be assembled together in some Homeland
Security office, and your case will be assigned to one of the HS lackeys to “keep an eye on you”.

This means this person will be constantly reviewing everything you do, everything you buy, what websites you go
to, where you drive your car and what places you visit, looking for anything to build a case against you as a
domestic terrorist.

If they feel they have enough “evidence” that you are a threat to the Great Plan agenda, and if you haven’t fallen
into one of their pitfalls, they will just flat out arrest you with no reason needed or given, and send you to a
FEMA camp, or worse to Guantanamo, probably never to be heard from again and all “legal” under the NDAA
signed by Fuhrer Obama at the end of 2011. 

We are also headed for a national ID card system complete with RFID location-tracking chips. Once that is
implemented and accepted by the sheeple, they will take it to the next level: Personal RFID microchipping, either



by implantable chip or RFID tattoo, with both of these options in existence right now.

RFID stands for Radio Frequency Identification, and allows you to be tracked by GPS anywhere on the planet.
I’m not talking about injecting a small chip under your skin either, they can in fact do it now with an RFID
tattoo, and if you don’t believe this you better Google it, because that is a fact. Be vigilant for false flag events
concerning information security that could make RFID chipping mandatory by law.

There are about 900 drone (unmanned) airplanes flying over the U.S. at the beginning of 2013, and that number
is projected to skyrocket to 30,000 within 10 years. Why so many drones over the U.S.? It’s part of the Homeland
Security police state they are implementing. And they are all already equipped with facial recognition software
and……maybe assassination implements for the most patriotic dissenters in the future? That’s what they are
doing right now in Afghanistan: assassinating the “troublemakers”, and any men, women, and children who
happen to be in the immediate vicinity.

Look for this to start happening in the U.S. at some point in the future, literally “Death from above”.

The way they are going to excuse quickly bringing in this tyrannical behavior is through declaring martial law in
the United States.

There are a handful of scenarios laid out in the FEMA guidelines that allows the federal government to declare
martial law and suspend the Constitution. This will be accomplished with one of many different false flag
scenarios that we already know are in the works due to vigilant people researching these kinds of things.

Remember what a false flag is: an orchestrated event to get the people to capitulate to what the Great Plan needs
to advance, but otherwise wouldn’t go along with it. An orchestrated event like the coming economic collapse
most likely, but time will in fact tell.

It was actually made public in the Mainstream Media recently that Homeland Security had purchased 2 billion
rounds of 9-millimeter and .40 caliber hollow-point bullets specifically to arm their employees with and also to
distribute to other federal agencies across the country.

Hollow-point bullets are made to do one thing: inflict maximum tissue damage to a human in the hopes of a
single shot being a kill shot. Now why would they be doing this? Is something going to happen that the feds know
about that hasn’t been put out in the Mainstream Media to alert the public? They wouldn’t keep us in the dark,
would they? You already know the answer to that question.

2 billion bullets are enough to pump 6 rounds into every man, woman, and child in America. What are they
planning on doing with all of this ammo except to use it and soon.

Let’s go over some of the potential scenarios that I feel are possible, or probable, so that when the next false flag
event happens, you will know the truth of what is really going on.

We already went over the economic crash that’s coming, the likes of which has never been seen before. The
dollar is currently the reserve currency of the world and won’t be in the near future. This spells disaster for the
citizens and country of the United States of America.

As the derivatives pyramid comes crashing down, the Federal Reserve will begin to “print” money en masse to try
and contain the fire. This will not work, hyperinflation will ensue, and the dollar will crash. This means that the
dollar will become worthless, and if you have your wealth in the form of United States dollars, you will be
financially ruined.

The economic conditions that gave rise to Hitler are coming again x 100. The reason for the crash will be blamed
on the Federal Reserve and the other central banks. The Federal Reserve and the rest of the individual nations’
central banks will implode or be abolished. This will pave the way for the introduction of the ultimate one world
central bank, of course owned by the Illuminati families.

Again, when this massive economic crash happens, you will know that is was coming, who did it, how it
happened, and why they did it.

As the worldwide central-bank pyramid scheme falls like a house of cards, bringing worldwide economic and
societal collapse, expect pestilence and disease to go off the chart as the power grids break down, sewers quit



operating, drinkable water quits flowing into the cities and countries, and generally unsanitary conditions
explode.

This would probably be a good time for the operators of the Great Plan to introduce a worldwide flu
pandemic…..or worse.

Another way, all by itself, to introduce martial law is through a massive pandemic. Military scientists exist whose
sole job purpose is to create deadly bioweaponry for the New Babylon’s military use.

This is where that anthrax came from immediately after the attacks on 9/11. If you research what our military is
in possession of in terms of weaponized biological agents intended to be used against human beings, it is truly
frightening.

A massive outbreak of an engineered, highly contagious, highly deadly virus would not only excuse martial law to
“limit the spread of the disease”, it would eliminate millions, if not ultimately billions of humans from the planet.

Remember, the elimination of 90% of the Earth’s population is one of the goals of the Great Plan…. the Culling
of Man.

Don’t worry though, I’m sure the Illuminati and their families will have the needed vaccines to be able to live and
carry on for us all.

The military, under the direction of the proponents of the Great Plan who run the government, have built massive
underground cities for the elites to go and hide out in just in case something like a massively deadly and
contagious pandemic breaks out. There are over 100 of these multi-billion dollar “hideouts” in existence in the
U.S., called DUMBS or Deep Underground Military Bases. Just something else to Google and research for
yourself….”

 

-From my first book, “Rise of the New World Order 1: The Culling of Man”, released January of 2013, Chapter
12/B: What’s Going to Happen

 

 

 

Well…hello again my friend…long time no talk!

I’ve decided that we’re going to go down with the ship together, I plan on releasing these reports every few weeks
now as our situation continues to deteriorate. I’m researching as we go, filtering and fact-checking everything as
best as possible. Censorship on Google of pertinent information is getting worse by the day at this point. I’m glad
I’ve got my first two books done and out, a permanent record of the truth.

Obviously and as always, what I present in my books should be taken as my educated opinion and not as gospel. All
of my books are my opinion, based on facts. Due diligence is up to you to research everything I talk about and come
to your own conclusions. I’m just telling you what I believe and why.

I was always taught growing up if someone was doing you wrong you speak up and call that right out to the point of
physical altercation if it comes down to it to stand up for yourself.

I am vastly too disgusted, bewildered and angry to sit on my hands while Bill Gates walks around like a
humanitarian in the public eye when he’s anything but…truly an agent of the global pedo-Satanists.

This psychotic Bill “Baal” Gates started our country on fire and then shows up in a fire truck…with hoses full of
poisonous vaccines.

Time is too short to keep my powder dry…our country in the jaws of the NWO Beast as I speak. Please print up this
report if you’re able and pass out!!!

Print these reports up on hard paper to share with others as things go right to hell. If you are able, get the paperback
of my first book, you can read it aloud to family and neighbors after all electronic traces of the Truth Movement are



eliminated…which includes all digital forms of my book. We are right there, folks.

People have to know what Gates & co. are up to and it’s all in this second report.

Hmmm…well the official narrative as of the publishing of this update is that COVID-19 came from a bat in the
Chinese wet market in Wuhan.

In the days leading up to the publishing of this report there is scuttlebutt coming out of the White House that
mounting evidence suggests that COVID-19 came out of the biological lab in Wuhan, China.

Fauci is still insisting it came from a bat, while the evidence is mounting that it is what I and a ton of others have
been saying, it’s an engineered bioweapon.

If it can be PROVEN UNEQUIVOCALLY that it was made in a lab their little plan of releasing a ‘mutated’ version
of it here in the next couple of months might be too risky and they would be called out by the independent medical
community more so like they are right now…humanity is on to them.

The heat is starting to come upon Bill Gates, Dr. Fauci and others…as well as Trump. This is going to get very
interesting, not that it hasn’t been a shitshow up to this point….geez what a nightmare, particularly for the
vulnerable citizens of our country, the old, young, handicapped…this is terrible…I want some payback and right
now dammit. Pass me my torch and pitchfork, please.

Whether it came out of that Wuhan lab or not, I do believe that it is real and is a bioweapon that was intentionally
released in Wuhan, knowing it could be used to cripple the global economy and the United States in particular. It is a
weapon of the NWO against humanity to destroy life as we know it and usher in the New World Order. It is not
even as dangerous as the flu from what I can ascertain, at least for now.

We are almost out of time to slow or stop them. This update report contains a blistering accounting of Bill Gates’
cumulative actions and his henchman Fauci, and will now be a chapter in the upcoming Rise of the New World
Order 3: Harmageddon.

Another HIGHLY CREDIBLE person has come forth since the publication of my last book also stating that this is a
man-made virus and didn’t come out of a ‘wet market in Wuhan’. This man’s testimony has been completely
whitewashed by the mainstream media. There are plenty of people calling BS on the “naturally occurring bat-origin
of COVID-19” at this point.

There was talk in the online Truth community in March of COVID-19 being a 3-part bioagent: one-part HIV, one-
part malaria, and one-part coronavirus.

The one-part malaria would explain why the drug hydroxychloroquine works so well because it’s an anti-malaria
drug! Trump was lambasted for promoting this early on but it really does work effectively against COVID-19…
imagine that.

Now check THIS out…

Luc Montagnier, the French virologist and Nobel Prize winner for his work on HIV, said the SARS-CoV-2 virus
(COVID-19) was created in a laboratory by inserting genes from HIV, the AIDS virus, into a coronavirus!!!

“We have concluded that this virus was created,” said the French scientist, during an interview with the French
channel CNews.

In 2008 Montagnier won the Nobel Prize in Medicine for his part in research that led to the discovery of HIV, so this
guy isn’t some dummy!

“There has been a manipulation of the virus: at least part of it, not all of it. There is one model, which is the
classic virus, which comes mainly from bats, but to which HIV sequences have been added, in any case, it’s not
natural. It’s the work of professionals, of molecular biologists. Very meticulous work. For what purpose? I don’t
know. One hypothesis is that they wanted to create an AIDS vaccine”

Montagnier went on to cite a study by a group of researchers at the Indian Institute of Technology in New Delhi,
which found “an uncanny resemblance” and “little chance of coincidence” in the amino acid sequences of a SARS-
CoV-2 and HIV-1 protein.



Montagnier also predicted COVID-19 should be going away soon, its artificial origin would be weakening it.

“One can do anything with nature, but if you make an artificial construction, it is unlikely to survive. Nature
loves harmonious things; what is alien, like a virus coming from another virus, for example, is not well tolerated.
So what we’re seeing is that in the western United States, in Seattle, the sequences are destroyed, virtually non-
existent. So, if the pathogenic power of the coronavirus is linked to the insertion of these sequences, we can think
that it’s going to disappear.”

I agree. It’s going to disappear. Then it’s going to come back, ‘mutated’, and will be more contagious and
dangerous. Gates, Fauci, the WHO, the corrupt CDC and all the rest of the ‘experts’ have all stated another wave of
pandemic is coming.

Again, Fauci has gone pubic in the last few days to state that COVID-19 is a NATURALLY OCCURRING VIRUS
and at this point we all know that is just a flat out LIE and he knows it!!

Most people are buying into thinking Gates is an ‘expert’ on viruses and vaccines purely because he is rich and
famous. They aren’t even batting an eye about his agenda because ‘he’s the richest man in the world’.

Ummm….if you look into it he didn’t get rich by being a nice guy but by being a completely diabolical JERK!

This is the same Bill Gates who has said on one hand that we need to cull back the global population using
vaccines, and on the other is claiming to be the savior of humanity with his vaccine that will keep the population
from being decimated by COVID-19…..he’s a lying snake. He’s a true Rothschild/Rockefeller puppet. You’ve seen
him smiling smugly on the teevee with his sweater, trying to appear to be meek and harmless.

Nothing could be further from the truth!!! Gates is a cutthroat corporate kingpin who got to the top by stealing ideas
and ruthlessly eviscerating his competition until Microsoft stood alone at the top of the personal computer world.
His ideals come from his father, a hardcore eugenicist!!!

He’s also a do-as-I-say-not-as-I-do elitist, which ALL of the upper echelon of the NWO are.

Besides corporate piracy and vaccines, Gates is also a ‘climate change’ activist. That’s funny, he just bought a multi-
million-dollar mansion on the coast somewhere a few weeks ago…won’t it be flooded when all the glaciers melt
from climate change? These people are saying one thing and doing another!

Sure, Gates is way up the financial ladder but remember, Gates’ billions PALE IN COMPARISON TO THE
TRILLIONS CONTROLLED BY THE PROPONENTS OF THE NEW WORLD ORDER.

Gates is a PIKER. A PUPPET. Why do you think he was caught photographed with Jeffrey Epstein? To
compromise him to the NWO puppet masters.

You’ve never seen a Rothschild or Rockefeller with Epstein or in any of his ‘Lolita Express’ jet airplane flight
manifests, right? Right. But they got Gates’ hands dirty with Epstein and arguably even before that.

In fact, Gates seems to have been helped along his entire career to get to this point…No, that’s the stuff of
conspiracy theories….*rolls eyes*

If you really dig into how Microsoft came into being, you’ll see exactly what I’m talking about. At the least, they
have pedo-dirt on Gates and if he doesn’t do exactly as they say they will ruin him in the public eye….or worse. He
knows their power, as do we.

The Satanic Rothschild/Rockefeller/Royal Family are the pinnacle of the global Satanic network. Notice how Prince
Andrew got tangled up with Epstein and walked away a free man even with victim eyewitness testimony against
him IN PUBLIC…he was never meant to be compromised like Gates or others as he was born into the BIG CLUB.

Now, puppet-boy Gates has ‘his’ vaccine that is coming….hooo boy. ☹

This vaccine was created years ago when they were planning this whole thing out and is intended to either maim or
kill you outright eventually and bring you under full NWO-dependence…we’ll have to wait and see.

No matter what happens with the vaccine, remember, whoever supplies it won’t be held accountable thanks to the
1986 Vaccine Injury Act!!!! You’ve got to wake others up to this FACT!!!!



Either way, I’m not taking it, or my family, or any of my friends, or ANYONE I’ve talked to about this….everyone
is waking up, and that’s why they will hit us hard in the ‘second wave’. It will be contagious and far more deadly.
They need it to be in order to stampede the sheeple into wanting the vaccine that is coming.

Gates’ Instagram, Facebook and other pages are now under constant crushing attack by the Truth Movement…
YAY!!!!!!!!!!!!!!!!!!!!!!!!!!!

I’ve been party to this myself, opening up an Instagram account purely to get at Gates and others and I HIGHLY
ENCOURAGE you to do so also.

Here is a sampling of what was posted on Gates’ Instagram before he pulled this particular post:

 

“Go to HELL. We’re on to your secret societies”

 

“Are you even human? How could you be OK with what you’re doing to the world?”

 

“Quit pushing your garbage vaccine. We don’t want it”

 

“Operation ‘Bill Gates Wants To Depopulate The Planet’ is underway. First comes the plandemic, next comes
the microchip vaccine that will kill more than the virus. WE DO NOT CONSENT TO YOUR POISON!!!!
#billgatesisevil

 

“SAY NO TO VACCINE”

 

“#killbill2020”

 

“I love that he (Gates) is being dragged. So many awake”

 

“If you think Gates is a Satanist, give me a like” (This was the number one comment in terms of upvoting…!!!)

 

Exercise your Constitutional rights while you can because they will soon be gone if you don’t…ALL HANDS ON
DECK SENTINELS!!!

The powers-that-be, aka the CDC/FDA/NIH crime bosses, have publicly stated to little fanfare that they are allowing
this ‘new’ vaccine to be rushed through without even animal testing because this is ‘such an emergency…the
economy and society won’t recover unless we eradicate COVID-19 like smallpox’ or whatever BS-excuse they will
spit out.

‘Rushing it through’ for the ‘good of humanity’ will be the excuse for not discovering the ‘side effect’ of extreme
injury and/or DEATH that will start to show up months or YEARS after this injection. The culling of man is at
hand!!! This is not a drill.

Again, the Vaccine Injury Act of 1986 is still in place so no matter what happens with the rushed vaccine the
manufacturer won’t be held liable…especially Baal Gates!!!!

You want to talk about a Zombie Apocalypse….everyone that gets the vaccine….OMG….good night. Stop the
world, I want off…this is complete madness. A literal nightmare scenario is coming right up folks.

With that said, I’m going to release my long-overdue Book 3, “Harmageddon”, in pieces  through Amazon’s



Kindle program.

I’m not a big fan of globalist Bezos, but they are the only game in town for a self-published, go-it-alone author-
activist to reach people like I have and do. No big publisher would dare touch what I’ve got to say about the facts of
our situation!! I’ll eventually have all the parts together later this year to put them together in a true book 3 that I can
submit for paperback production. In the meantime, KDP/Amazon are what I’m working with.

I certainly do appreciate your financial support, when you purchase my books it helps me to be able to keep
researching, writing and releasing my books and update reports like this one. I also SUPER-APPRECIATE reviews
you leave on Amazon…those really do help me out also…if you WANT to help, I’ll sure accept it. I need
everything you can back me up with now or never…Thank you!!!!!!!!!!!!!

If you’ve read my first update through Amazon, I’ve set this up as a series so I’m hoping they will just straight up
notify anyone who’s read part 1 that part 2 just went live.

Of course, we might not even talk after this report! If not, thanks for joining me on this wild ride of finding out
what’s really going on, truly terrifying but spiritually enlightening to the max!

I’m glad I know the FACTS I do; I hate wondering about stuff…drives me crazy. Tell me the ugly truth over a
beautiful lie any day. At least I can make hugely important, life-altering decisions that way based on facts instead of
deceptions and lies.

This particular report is obviously my take on current events as I write and edit this report, but I’ve decided it’s
highly important for both you and me to know about “Slow Kill Bill” Gates. He’s been on my radar for a while now,
he’s had quite a reputation as chief of Microsoft.

In fact, let’s figure Bill out right now and then we’ll get to the rest of the update.

I’ve decided there will be a chapter on Gates in Book 3, what you will read in this report. It will be worded slightly
different and maybe more info, but this is basically what you need to know about eugenicist Bill and his urgent
agenda to vaccinate and track the entire global population…anything for his masters.



 

 

 

 

‘Slow Kill Bill’ Gates
 

The recent public narrative about Gates has not been the old ‘usual’ of the ruthless head of the Evil Empire itself,
Microsoft.

Now he’s depicted in the media as a mild-mannered, caring, concerned, sweater-wearing, constantly-smiling
billionaire philanthropist throwing billions of dollars of his own money around to make the world a safer place.

Gates pursues his ambitions by bankrolling the World Health Organization---an arm of the UN---and the CDC---an
arm of Big Pharma--- and by working with these organizations and others he donates billions to in order to facilitate
vaccine development and technology in general that will help bring the third worlders up out of poverty.

 

What a load of BS!!!

 

Gates and co. have no intention of bringing the third world standard of living up to the first world standard. They are
seeking to do the opposite actually. The citizens of the USA, Europe and other ‘advanced’ nations are soon to know
what it feels like to starve to death. The proponents of the NWO are going to flip the script!

 

“First, we’ve got population. The world today has 6.8 billion people. That’s headed up to about nine billion.
Now, if we do a really great job on new vaccines, health care, reproductive health services, we could lower
that by, perhaps, 10 or 15 percent …”

-Bill Gates, 2010 ‘TED talk’

 

 

When Gates says “reproductive health services” he means that his people are actively sterilizing and euthanizing
Africans and Asians via vaccines, birth control and abortions!

Bill Gates’ ideals, motivations and moral compass come from his father, eugenicist Bill Gates Sr.

Here is a portion of a transcript of an interview between Bill Moyers and Bill Gates in 2003:

GATES: Certainly, I'll never be able to put myself in the situation that people growing up in the less developed
countries are in. I've gotten a bit of a sense of it by being out there and meeting people and talking with them. And
one of the gentlemen I met with AIDS talked about how he'd been kicked out of where he'd lived and how he felt
awful he'd given it to his wife and their struggle to make sure their child didn't have it, and the whole stigma thing,
which, you know, that's hard to appreciate. In this country when you get sick people generally reach out, you know,
that's the time to help other people and yet some of these diseases it's quite the opposite.

So, what I was thinking about was where my resources that I'm the steward of be able to make an impact, I thought
"okay, what's the greatest inequity left?" And to me, and the more I learned about health and the unbelievable
inequity, it kind of stunned me, it shocked me, every step of the way.

MOYERS: You could have chosen any field, any subject, any issue and poured billions into it and been celebrated.



How did you come to this one? To global health?

GATES: The two areas that are changing in this amazing way are information technology and medical technology.
Those are the things that the world will be very different 20 years from now than it is today.

I'm so excited about those advances. And they actually feed off of each other. The medical world uses the
information tools to do their work. And so when you have those advances you think will they be available to
everyone. Will they not just be for the rich world or even just the rich people and the rich world? Will they be for the
world at large?

The one issue that really grabbed me as urgent were issues related to population… reproductive health.

And maybe the most interesting thing I learned is this thing that's still surprising when I tell other people which is
that, as you improve health in a society, population growth goes down.

You know I thought it was…before I learned about it, I thought it was paradoxical. Well if you improve health,
aren't you just dooming people to deal with such a lack of resources where they won't be educated or they won't
have enough food? You know, sort of a Malthusian view of what would take place.

And the fact that health leads parents to decide, "okay, we don't need to have as many children because the chance
of having the less children being able to survive to be adults and take care of us, means we don't have to have 7 or 8
children." Now that was amazing.

MOYERS: But did you come to reproductive issues as an intellectual, philosophical pursuit? Or was there
something that happened? Did come up on… was there a revelation?

GATES: When I was growing up, my parents were always involved in various volunteer things. My dad was head of
Planned Parenthood. And it was very controversial to be involved with that. And so it's fascinating. At the dinner
table my parents are very good at sharing the things that they were doing. And almost treating us like adults, talking
about that.

Yes, what Gates said in this interview is apparently true, otherwise why would he have said it, but I cannot find
anything about it online: Bill Gates Sr. was head of the national abortion mill called Planned Parenthood.

It only says online that he was on the board of Planned Parenthood at some point, but I believe Billy Junior was
telling the truth in the interview.

Now that sonny-boy ‘Slow Kill Bill’ has moved to the top of the global financial food chain, Bill Sr.’s ambitions
have now been empowered. The Bill and Melinda Gates Foundation is at the pinnacle of the globalist eugenicist
ambitions of the NWO masters. Gates Sr. sits on the board of the Bill and Melinda Gates Foundation and is a co-
chair and ultimately, it’s director, since all this eugenics crap was his baby to start with. Bill jr. is just picking up the
torch for his father.

It should be noted that Bill Sr., Bill Jr. And Melinda are all card-carrying Democrats, all pro-abortion, pro-open
borders, pro-globalist, etc. In the 2016 Wikileaks dump it was even revealed that Hillary Clinton had considered Bill
Gates as her VP pick!! They would not have even considered that if Gates was a conservative by them. Not that I’m
a conservative myself…you know me by now.

The governor of Washington State where I live, Jay Inslee-his daughter works for the Bill and Melinda Gates
foundation, so everything is nice and cozy in Washington and Seattle for Gates and co.

Melinda Gates, speaking at the 2019 G7, pushed for digital currency in order to help empower women. Melinda is a
known Bilderberg attendee, as is Bill. They are complete NWO-operatives.

Gates was busted associating with notorious pedophile Jeffrey Epstein. Gates’ name is in at least one flight manifest
on the ‘Lolita Express’ to Epstein’s Pedo-Island in the Caribbean.

Gates knew what he was doing. He vehemently denies ever being on that flight!!! But he was!!!

It is written in stone on the Georgia Guidestones to maintain humanity at ‘not more than 500 million’ and it looks
like they are going to make a run at that with the upcoming economic devastation, food shortages, dangerous
vaccines and general chaos that the proponents of the New World Order have managed to kick off with little to no



resistance from society.

Gates seems to be in the driver’s seat of all of this chaos, telling people to quarantine and that there will be no
‘normal’ until the entire world is vaccinated. Who the hell put him in charge? He’s a private citizen and not an
elected-anything so sit down little boy Bill, we don’t need your ‘help’.

How did this punk Bill Gates get the money and power needed to realize his father’s ambitions? He schemed,
bullied and pirated his way to the top ala John D. Rockefeller.

Bill Gates Jr. was positioned with $50,000 from somewhere, probably his daddy, to purchase the program that
would become MS-DOS…Gates didn’t invent anything!! He then somehow got his foot in the door to license this
product to IBM in a hugely shady deal if you look into it.

It was revealed in his co-founder Paul Allen’s memoir, “Idea Man”, that Allen stated Gates was a ruthless schemer
who demeaned his employees and conspired to rip him off personally of his percentage of Microsoft ownership!!

He stated that Gates was after every bit of the company he could get when it came time to issue stock and Allen felt
bullied, getting less of a share than he felt he deserved. Allen also stated he overheard Gates and Steve Ballmer
conspiring against him to lessen his stake in the company even more!! Gates is truly a jerk that thinks little of
humanity like he does his employees! This is documented in co-founder Allen’s book!

Gates brutish approach to business and competition that led Microsoft to the top peaked in February of 2000 when
he was forced to step down as CEO of Microsoft as part of a deal with US government prosecutors over anti-trust
legislation against Microsoft. There is much more to this story, but you get the gist.

Gates bowed out of Microsoft with billions upon billions of dollars’ worth of stock.

What’s the first thing he did when he ‘left’ Microsoft? He started his own tax-free foundation of course to squirrel
away those billions from the tax man…sound familiar? Then made a big deal about it in public like he was some
kind of hero!! What is there NOT to hate about this guy? We’re just getting started!

Not wanting to keep all his eggs in one basket, or his fingers in one piece of the NWO-pie as it were, Gates started
getting involved in all manners of NWO-related mechanisms.

Let’s start with the organized dumbing down of America called ‘Common Core’…yes, Gates is primarily
responsible for Common Core!!! A dumbed-down America would be much easier to collapse and make dependent
on a world government to save them from themselves.

Starting with $200 million in 2008, Gates bankrolled the program and also the political strings that needed to be
pulled in order to institute Common Core nationwide…which they did.

Once Obama got sworn in at the start of 2009, the then-President Obama swiftly worked to implement Gates’
Common Core nationwide. Just a couple of good ol’ modern day progressive Democrats looking out for the USA…
ugh.

10+ years, $400+ million of Gates Foundation money, and hundreds of billions of taxpayer-education funds after the
implementation of Common Core, and we’re no more ahead than when we started and are arguably behind. In 2017,
Gates finally admitted Common Core was a failure.

Wow. See how much evil influence this guy has already had over us and our nation? He never intended to make our
kids smarter at all, quite the opposite!!! He is a full-on NWO-puppet boy.

After Gates started his foundation and had access to tax-free money, he started to diversify his holdings….

In 2010 he threw out some pocket change to the tune of $23 million and bought 500,000 shares of Monsatan
Monsanto.

He stated the following on GMOs in a 2016 Wall Street Journal interview:

“What are called GMOs are done by changing the genes of the plant, and it’s done in a way where there’s a
very thorough safety procedure, and it’s pretty incredible because it reduces the amount of pesticide you
need, raises productivity (and) can help with malnutrition by getting vitamin fortification. And so I think, for
Africa, this is going to make a huge difference, particularly as they face climate change …”



The fact is, Bill, that most GMO crops are intended to be sprayed bathed in toxic Roundup, which contains cancer-
causing Glyphosate, the active ingredient in Monsanto’s ‘Roundup’ weed killer.

The plants are genetically altered to be able to withstand the Roundup, but the weed killer kills everything else
around it, including the people, and then goes on to contaminate the soil, water, air and everything else.

I’ve looked extensively into Roundup and glyphosate is just toxic, let alone the other even WORSE chemicals that
are put in it that are labeled ‘inert ingredients’ making them immune from listing on the label!!!

Gates stated that there is a ‘very thorough safety procedure’ involved in making and testing GMOs…..GIVE ME A
BREAK! These GMOs are DESIGNED from the get-go to be bathed in toxic poison!!

I saw that Gates had recently partnered with global AG magnate Cargill to start introducing GMO soy into Africa.
So the people there are already starving, let’s give them Frankenfood that that have to bathe in toxic chemicals to
make it work and poison their land and people. Perfect. Thanks Slow Kill!!

The recently retired head of the Gates Foundation’s agricultural research and development team was Rob Horsch, a
former decades-long Monsanto employee. Vultures of a feather, flock together.

In 2016 Bayer bought Monsanto, kept their products/name brands, and dropped the Monsanto name. The toxic
products are still there, just under the wholesome Bayer banner.

This is the same Bayer that, among other things, kept HIV-infected medicines on the market in third world
countries after pulling them in the USA after it was discovered they were contaminated with HIV….they
literally murdered thousands of people intentionally with their tainted medicine for hemophiliacs, most of them
children.

Moving on to the next NWO-themed action Gates has inserted himself in….

At the end of 2018, it was publicly announced that Bill Gates would be teaming up with Harvard scientists…
meaning he was bankrolling them and they would be answering to him…to do experiments in injecting solid
particles into the atmosphere to block the Sun in the hopes of mitigating ‘climate change’ or ‘global warming’ or
whatever they are calling their climate charade now. Hey Gates! You might want to talk to the military, they have
been spraying us like bugs for YEARS and are PROS at blocking out the Sun on any given day.

And go figure: As I was putting this report together, it was announced that Gates was teaming up with Tyson Foods
and others to start making artificial meat. This meat would take cultured meat cells and regrow the meat in
laboratories. Mmmmmm……tasty labmeat….soylent green can’t be far behind at this point.

So…on to the Big Kahuna that Gates has taken upon himself: Vaccines

I’m going to do a status update report on vaccines specifically coming right up, certainly will be a chapter in Book 3,
so let’s just talk about Gates’ relation to vaccines in general now instead of the mechanics behind the actual vaccine
components.

To start with, the Gates Foundation donations to the WHO are second only to the United States contributions. This is
the group who gets to decide---by whose authority I don’t know---when a disease ‘officially’ turns into a global
‘pandemic’. They are also the front that Gates uses to inject (!) his influence into third world countries and
ultimately the entire planet.

The WHO was founded in the 1940s along with about the rest of the globalist, pro-NWO organizations. WHO =
1948. UN = 1945. World Bank = 1944. Etc….ad nauseum.

The WHO is basically an arm of the United Nations, and from my first book you know who founded and runs the
UN even to today: the proponents of the New World Order. Remember, the UN was built right on land donated by
the Rockefellers!!

Virtually everyone to do with this plannedemic and the upcoming COVID-19 vaccine are on Gates Foundation
payroll: The WHO, CDC, National Institute of Health/NIH, Dr. Fauci, Dr. Birx, all of it….all are in the pocket of
Bill Gates and his Deep State masters.

Gates plays dirty pool and has all his life. Now he’s got his own puppet, Dr. Fauci, who he’s using as a battering ram



against the USA to get us all to quarantine and destroy our own economy, our rights, our morale, our country. This
whole quarantine has been an uncalled-for DISASTER for our country.

You better brush up on Fauci too. He is going to be front and center in your life for the next few months or years. He
is almost as important to know about as Gates, so let’s do this!

Anthony Fauci was born in Brooklyn in 1940, the son of a pharmacist. He was raised in a strict Roman Catholic
household, first Communion at 7 and confirmed at 12 years of age.

He was schooled by Jesuits at Regis High School in New York City, and went to College of the Holy Cross,
Founded in 1843 by the Society of Jesus (Jesuits) in Worcester, Massachusetts.

Now, you know all about my position on the Unholy Roman Empire and its NWO foot soldiers the Jesuits….’nuff
said. Fauci should be regarded as a Jesuit agent on your scorecard, right next to Lady CaCa GaGa.

Well the love of Jesus Christ allegedly wasn’t spiritually fulfilling enough for Fauci after he left school and
ultimately came to be what is called a ‘humanist’…by his own admission.

 

“Broadly and generically, I'm not a regular church attender. I have evolved into less a Roman Catholic
religion person [to] someone who tries to keep a degree of spirituality about them. I look upon myself as a
humanist. I have faith in the goodness of mankind.”

-Anthony Fauci (this from an interview with ‘the-scientist.com’ in May 2003)

 

What is a ‘humanist’? I’ll let Encyclopedia Britannica start off:

Humanism, a system of education and mode of inquiry that originated in northern Italy during the 13th and 14th
centuries and later spread through continental Europe and England. The term is alternatively applied to a variety
of Western beliefs, methods, and philosophies that place central emphasis on the human realm.

 

Humanism emphasizes humans and human society as the most important thing in life, not the
supernatural/God/Jesus.

This is exactly an atheist point of view of the world, and the view that the proponents of the New World Order
prefer you had over faith in God. It’s a belief that human needs and values are more important than religious beliefs,
and should take precedence.

I’m sure shuttering all the churches and the arrests of clergymen and parishioners put a smile on Fauci’s face. I’ve
researched Fauci and found not one reference to his belief in, or worship of, Jesus. Plenty of talk about being
educated by Jesuits though...and how they profoundly influenced him.

I wonder if Fauci has taken the Jesuits’ Extreme Oath of Induction? Someone should ask him!!

Humanists are typically of the mantra ‘if it feels good do it’ or more accurately ‘do what thou wilt shall be the whole
of the law’ ala Aleister Crowley.

They are pro-LGBTQ lifestyle, pro-abortion, pro-transhumanism, pro-genetically modifying anything possible,
along those lines. Basically, science and everything it can do for humanity is your god, just as the NWO teaches.
After all, science and everything it can do is going to bring their god back to life, King Nimrod, and he’s arguably
alive right this second but we’ll save that for another update.

Here’s something with too much detail to get into here and is for you to follow up on:  A former colleague of Dr.
Fauci who had a falling out with him, Dr. Judy Mikovits, has recently gone public and on record in interviews
stating that it is her position that Dr. Fauci quashed evidence she had about the HIV epidemic years ago that resulted
in MILLIONS OF DEATHS WORLDWIDE. If what she was saying wasn’t true, she could be sued but then all the
facts would come out in court and Fauci can’t have that, so he slanders and stonewalls her.

Mikovits’ character has since been assassinated by the mainstream media and others but if you listen to everything



that happened without blinders you will see that she is telling the TRUTH and has been vilified for it because it
paints Fauci in an unfavorable light.

The mainstream media is currently in the process of trying to build Fauci up to be a hero for what’s coming with the
second wave of COVID-19….the ‘mutated’ version they will release later this year.

The press right now is calling him ‘America’s Doctor’ and pushing him up the pop-culture ranks by showcasing all
the mugs, bobbleheads, etc. referencing this new American hero…..*gag*

I’ve read up on this Fauci-guy. He was alleged by many to be a tyrant in his department at the NIH, bullying
underlings, firing them if they had research he wanted to claim for his own, he owns many vaccine-related patents,
etc. If this guy was pro-humanity why is he patenting anything? I’ve seen that him and Gates stand to make
BILLIONS OF DOLLARS off this upcoming COVID-19 vaccine.

So not only are all the Gates’ card-carrying socialist globalist liberals, it appears that ol’ Tony is too…and now he’s
in the driver’s seat to help this whole thing blow up in Trump’s face and excuse his ‘losing’ the upcoming election.

In emails released by Wikileaks in 2016, there is an email from Anthony Fauci to Cheryl Mills, a top Clinton aide at
the time, on the date Hillary Clinton testified about Bengazi, January 23, 2013. Now we all know from looking into
it that Hillary is GUILTY of TREASON and directly responsible for the deaths of four United States citizens among
other alleged actions that came out of Benghazi…she’s a guilty, treasonous piece of crap worthy of a knotted rope!

Fauci had watched the hearing earlier in the day and sent the following email intending his well-wishes to be passed
on to Killary:

 

Cheryl:

 

Anyone who had any doubts about the Secretary's stamina and capability following her illness had those
doubts washed away by today's performance before the Senate and the House. She faced extremely difficult
circumstances at the Hearings and still she hit it right out of the park. Please tell her that we all love her and
are very proud to know her.

 

Warm regards,

Tony

 

 

 

This was just the text of the email, all other info from it was removed by yours truly but is online if you look.

 

Now, Fauci has been head of the NIH’s National Institute of Allergy and Infectious Diseases since 1984….36
years!!

I cannot find any evidence or documentation anywhere that shows that Fauci has petitioned the NIH, the WHO, the
Congress or any of the handful of Presidents that he served under that we needed to establish some kind of
‘pandemic panel’ or ‘pandemic task force’ or anything of the sort. Don’t you think as the number 1 guy on the topic
that he should have been clamoring for action….KNOWING THAT A PANDEMIC WAS NOT A MATTER OF
IF BUT WHEN?????

Instead of telling us all to prepare against a coming pandemic, he was busy creating patents for vaccines that could
be sold in a pandemic to make him and others money, namely Gates & co.

We’ve spent TRILLIONS on ‘national defense’ but not a damn DIME on preparing for a pandemic? They left us



wide open for this false flag to destroy the United States…INTENTIONALLY!!

Even after the United States and the world had bouts with SARS, Ebola, etc. there wasn’t a peep from this guy about
what to do to prepare.

This whole thing has been long in planning, way pre-Trump. I’ve read a ton of info on Fauci and he is always
adamant that he doesn’t involve politics in his actions or thought-processes…BULLSH!T. He sent a memo to
support Hillary right from his government-sanctioned office…surely on government time!!! OUR TIME!!

He is a TOTAL PLANT so watch out, especially in light of Event 201 that you should have looked into by now
from my last report. Oh, you didn’t look into it? That’s fine, I got you fam…



 

 

 
 
Event 201: A Global Pandemic Exercise
 

That’s exactly what is was called folks, “A Global Pandemic Exercise” and it took place on October 18, 2019. This
was a simulation of a coronavirus pandemic that would go on for 18 months and go on to kill 65 million people
globally.

This was an 18-month simulation crammed into a 3.5 hour presentation that you yourself can watch on YouTube as
of the publishing of this update report.

It was orchestrated (of course) and sponsored by (of course again) the Bill and Melinda Gates Foundation, Johns
Hopkins University, and the World Economic Forum.

The purpose of this simulation was basically to try and gauge what would happen to the world and society if a
pandemic hit being as unprepared as we were. They were essentially testing the water to see if the time was right to
pull the trigger on this false flag.

It was.

A mere 10 weeks after this simulation, the first cases of COVID-19 started showing up in force in Wuhan, China.
That means the virus would have been released at least 3-4 weeks ahead of it becoming a threat by showing up in
noticeable numbers….which means it was released about 6 weeks after Event 201! Not a coincidence in my book!!!
This is like 9/11 all over with so many ‘coincidences’ that the circumstantial evidence is stacking up like cord wood
against these bastards.

Now, you’ve read my first book, you know all about 9/11 and that false flags are what scores the most points in the
NWO vs. Humanity fight we’re in and always have been. This time they are going for the jugular though, no more
messing around. If you’ve got an OUNCE of FIGHT in you, sentinel, it’s going to be now or NEVER to save our
country, I will hold out hope until the bitter end for our country and our kids’ future.

I’m not even joking here. This is THE EVENT that David Rockefeller spoke of….remember?

 

“We are on the verge of a global transformation. All we need is the right major crisis and the nations will
accept the New World Order.”

-David Rockefeller, Statement to the United Nations Business Council, September 23, 1994

 

Now why do you suppose that Rockefeller uttered those words at a business meeting in particular? And why was 1/3
of the parties involved with Event 201 a globalist business organization that is completely pro-NOW, The World
Economic Forum. What do they have to do with a pandemic? Oh that’s right, the financial Armageddon and
Greatest Depression that would go along with a huge pandemic…which we don’t really have just yet, but will soon.

The damage has already been done to the economy. Like I said in the first update book, we took a gut shot and are
on a slow bleed-out…wandering through the woods like a hapless, doomed deer….we’re going on adrenalin at this
point.

The Federal gooberment just keeps borrowing money and throwing it at us and all over the place and the ‘recession’
hasn’t even started yet!!



Now it sounds like they are going to throw trillions more dollars at the population to keep everyone semi-appeased
as this thing goes off the rails.

God help us….there is an unbelievable storm coming.

The globalists know our highly-interconnected way of society these days can’t take a jolt to the system like it did.
You think things are bad now with so many out of work, and we have TP and meat shortages occurring right now,
you just wait for what’s coming later this year. I’m afraid this is going to get ugly.

I can’t emphasize enough to be prepping like mad right now with everything you’ve got. I’m so sorry to be saying
all this downer-crap but dammit I am PISSED OFF!!!! I actually DO give a crap about you and our country, not
Gates who wants to help push us under.

They are killing our country right as you are reading this-you’ve got to help!

You’ve got to research NOW and speak intelligently to others on what’s going on. If we fail, we’re DONE.
SOMEONE HAS GOT TO STOP BILL GATES AT ALL COSTS. BARRING SOMETHING ILLEGAL WE
HAVE SOCIAL MEDIA FOR NOW SO USE IT BEFORE WE LOSE IT!! STRENGTH IN NUMBERS…WAKE
PEOPLE UP NOW!!!!!!

Right now, I am in TIME OUT on Facebook where I’m a notorious troublemaker but YOU PROBABLY AREN’T
ON THEIR RADAR LIKE ME SO TIME TO THROW DOWN SENTINEL!

GET ON SOCIAL MEDIA AND START CONNECTING TO OTHER TRUTHERS! START YOUR OWN
TRUTHER PAGES! WHEN YOU NETWORK WITH OTHER TRUTHERS THERE ARE INDEPENDENT
FACTUAL NEWS ARTICLES GALORE AND MEMES YOU CAN SHARE WITH SLEEPING FRIENDS AND
FAMILY!

LOOK ON INSTAGRAM, FACEBOOK, MYSPACE SNAPCHAT, WE’RE EVERYWHERE ALL UP IN THE
NWO’S GRILLE!!!!!! COME ON!!!!! ??

Ok….I’m settled now. Geez, what a bunch of crap my friend. I seriously had hoped we had another 20-30 years
before this so maybe we did our job too well and their AI told them that if they didn’t move now that they would be
HUNG from tall trees! I still hold out hope for that actually!!

Anyways, that’s Event 201 in a nutshell.

Now about this microchip business…..GRRRRRRRR!!!!!!!!!!!!

ID2020, yet ANOTHER of Bill Gates’ babies…another piece of this false flag puzzle we’re working out. You’re
gonna love this.



 

 

 
 
 
 
 
The ID2020 ALLIANCE
 
 
“I’ve got an interesting story to tell you now. There was a man named Aaron Russo, a very patriotic American
who has since passed away. Mr. Russo made one of the best documentaries of all time about the New World
Order agenda entitled “America: Freedom to Fascism”, and I highly recommend you see it. It is available, for
free, on youtube.com as of the printing of this book.

Aaron Russo was an acclaimed Hollywood producer who made the movies “Trading Places” (Eddie Murphy/Dan
Akroyd) and “The Rose” (Bette Midler) among other big-name successful movies.  He got into a disagreement
with the IRS over some issues, which were complete BS on the part of the IRS after I learned the background
facts of his story. To vent his anger he made a movie called “Mad as Hell” slamming them.  Nicholas
Rockefeller, son of current Rockefeller family kingpin and “head” of the American branch of the Illuminati
David Rockefeller, found the movie intriguing, and after learning Russo was a big roller in Hollywood, decided
he wanted to meet Aaron.  The two met and became very close friends very quickly, with the friendship lasting for
a few years.  During this time, and approximately 11 months before 9/11 happened, Nicholas revealed to Aaron
Russo the entire New World Order plan, that they were trying to implement a one world government ran by the
banking industry, of which the Rockefellers are intricately part of, as you now know.

Russo, being the truly patriotic American he was, was horrified to learn the details about this, but he knew
Rockefeller was telling him the truth.  He ended their friendship over this information, and then went public with
it after Nicholas’ prophecy about 9/11 came to pass.  According to Russo, Rockefeller’s words on 9/11 were
something along the lines of “There is going to be an event soon. We’re going to invade Afghanistan and our
troops will be looking for terrorists in caves over there, and then we’re going to invade Iraq.” Remember now,
Russo says that Rockefeller told him this months in advance of 9/11, and it all came to pass exactly as he had
said. You can hear and see Russo speak about this on a handful of clips on youtube.com.

He didn’t tell Russo exactly what the event was, but it is not hard to deduce when he tells of the end result of it.
He also foretells of the coming “war on terror” and how it is going to be a farce but the Mainstream Media will
convince the people that it is real, and that the coming “event” is going to enable the federal government to take
more and more of our liberties and freedom away. Rockefeller also revealed that they were behind the formation
of the European Union, and that they were trying to form the North American Union next, by which the United
States, Canada and Mexico would form a borderless community. The ultimate goal, according to Rockefeller, was
to implant all people of the world with RFID chips, and have all of your money and personal information
contained in these chips, which they would control through the banking system that they (Illuminati) owned.”

 

-From my first book, “Rise of the New World Order 1: The Culling of Man”, released January of 2013, Chapter
11/J: The 9/11 Truth Movement:



 

 

“The ID2020 Alliance”…that’s what they are calling their little sheeple-branding project.

Sounds inviting, doesn’t it? Sounds like something you want to be part of,  no?

Probably not, especially after I get done with them here…*cracks knuckles*

 

To start with, this is a United Nations-founded project. So…the one world government predicted by the Bible is in
place, the United Nations, and now they are pushing a global digital ID to track every human on the planet.

Perfect.

I don’t like Wikipedia, but this is good for what we need it for…in fact REALLY good lol…make sure you click on
the hyperlink ‘Sustainable Development Goal’ of Agenda 2030 to see what the digital ID is going to try to help them
accomplish:

 

History: In May 2016, at the United Nations Headquarters in New York, the inaugural ID2020 summit
brought together over 400 people to discuss how to provide digital identity to all, a defined Sustainable
Development Goal including to 1.5bn people living without any form of recognized identification. Experts in
blockchain and other cryptographic technology joined with representatives of technical standards bodies to
identify how technology and other private sector expertise could achieve the goal.

In 2019, ID2020 started a new digital identity program in collaboration with the government of Bangladesh
and vaccine alliance Gavi.

 

Mission: ID2020 is a public-private consortium in service of the United Nations 2030 Sustainable
Development Goal of providing legal identity for ***ALL*** people, including the world's most vulnerable
populations.

 

United Nations’ Agenda 2030’s Sustainable Development Goal 16.9: “provide legal identity to all, including birth
registration, by 2030”

 

This ID system WILL be rolled out, in the third world to start with, but once it’s established as the ‘norm’ it will be
forced onto the first world countries.

 

Surprise…surprise…The Rockefeller Foundation  provided the seed money to get ID2020 going with
the UN they contributed the land for, founded and continue to participate in controlling today. The project’s other
members include Gavi the Vaccine Alliance (Gates), Microsoft (Gates), Accenture (Microsoft/Gates business
partner in other ventures) and IDEO.org (Rockefeller and Gates Foundation partner).

So this ID2020 is full-on Rockefeller incepted-and-directed, Gates-implemented, and it IS the one world digital ID
that is coming so you better brush up on it even more than what I’m relating here. This is going to be connected to
the global digital currency that will come about after the death of the fiat United States dollar and the rest of the
nations’ fiat currencies.

This new digital ID is going to come in as a ‘necessary evil’ to track who has had COVID-19, who has been
vaccinated and against what ‘mutations’ of COVID-19….this crap is just beginning people, and we’ll watch it all
unfold together, right before our eyes.

They are using COVID-19 as a false flag trojan horse to get everyone tracked…by their system. At first the third

https://en.wikipedia.org/wiki/Sustainable_Development_Goals
https://en.wikipedia.org/wiki/Sustainable_Development_Goals


world and ‘volunteers’ were targeted but then after more and more sign on the pressure will begin to get everyone
into their system. Now they have an excuse to just go full-bore at humanity with this thanks to the convenience of
this plannedemic.

The World Economic Forum is also involved with ID2020…the exact same WEF who participated in Event 201!

Now this from the ID2020 website’s home page:

“We need to get digital ID right. Identity is vital for political, economic, and social opportunity. But systems of
identification are archaic, insecure, lack adequate privacy protection, and for over a billion people, inaccessible.
Digital identity is being defined now-and we need to get it right.”

Now, where it says ‘we’ they don’t mean you and me and them friend, they mean themselves, the globalist NWO
cabal pushing this global digital ID.

Notice how they make out their system to be the only logical choice as all other systems are ‘archaic, insecure and
lack privacy protection’. You’ll surely never be safer than with the ID2020 Alliance…*rolls eyes*

 

This is from the ID2020 website’s ‘overview’ page:

“ID2020 is coordinating funding for identity and channeling those funds toward high-impact projects, enabling
diverse stakeholders - UN agencies, NGOs, governments, and enterprises - to pursue a coordinated approach that
creates a pathway for efficient and responsible implementation at scale.”

Well, surely the stakeholders want their owned property to be kept track of.

Don’t farmers tag their cattle as soon as they are born? I live in the middle of cattle country and you better believe
they do! Now they want to brand their sheep…how thoughtful, they didn’t want us to get lost…or more likely they
want to know where you are 24/7 to make sure you get all your upcoming vaccines!

 

I could list quote after quote from the ID2020 website but I’ll leave you just one more, from their FAQ page. You
yourself should snoop through their site also and often as it’s going to be changing as events unfold.

 

“What is a “good” digital identity?”

A “good” digital identity is one that is truly yours. With a “good” digital identity you can enjoy your rights to
privacy, security, and choice…(*insert laugh track HERE*)

The right to privacy is the right to permission access to your information at a granular level on an ongoing basis.
Today, we consent once to give access to our digital identifiers. While it is possible in some digital spaces to revoke
consent, revocation mechanisms are often esoteric and hidden behind high barriers to entry. True privacy means
that you control access to individual digital identifiers, and that you can revoke (or modify) that access easily, at
any time.

The right to security is all about protecting your data from unwanted access. Our certified digital identity systems
must adhere to the highest security standards in existence today. And we are constantly evolving our Technical
Requirements, which you can view here, in response to a changing landscape.

Last but not least, the right to choice is essential, and often overlooked in the digital world. Though you certainly
have the right to choose among a few providers, and to exchange access to your information for that right, true
choices are few and far between in the digital world; to get philosophical for a moment, what freedom actually
exists in a world of prescribed, circumscribed choices? A world that, in most cases, takes a certain kind of digital
presence as a given?

Achieving each of these rights depends on shifting the locus of control away from institutions and towards you.

A “good” digital identity is one that is portable, persistent, privacy-protecting, and personal.



Portability means that your information can be moved seamlessly from one hosting/storage site to another, without
duplication, modification, or deletion. Persistence refers to durability; that your digital identity will stay with you
for life, and that no individual or institution can duplicate, modify, or delete it. Privacy-protection refers to the
safeguards in place to ensure that activities that you do not consent to are strictly forbidden. Personal means that
you control your information at a granular level on an ongoing basis.

In short, a “good” digital is yours.

 

Basically, what I’m gathering from the above, is that the new digital ID they are proposing is mobile, is on or in you
at all times, and works in conjunction with your biometrics/fingerprint/retina scanner/whatever. So some type of
digital tracker/storage device…like an RFID chip…will work in conjunction with biometrics to confirm it really is
you, anywhere on the globe, without an ID like a driver’s license or passport you have to carry around. This will
also control the digital global currency that is coming…I wonder if “Baal” Gates is involved with that?

Oh wait, what’s this? Microsoft just applied for a patent for their proposed cryptocurrency (digital currency), patent
# wo/2020/060606. Please take special note of the last set of numbers…. If I didn’t know any better (!) I’d say the
patent number looks like 06 06 06 …666…perfect. Thanks Baal Gates, thanks a lot you ol’ devil you.

Let’s cut this ID2020 off here or I’ll go on forever…up to you to look into this further.

So much to know and so little time, that’s why I’m doing what I’m doing for you, friend: Gathering the most
pertinent info I can find on the most pressing topics the pedo-Satanists are up to and putting it all together.

Truly nothing is hidden, either deliberately or unintentionally, if you have the will to stomach what you might find.
The truth is truly stranger than fiction in today’s world.



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Predictive Planning 101
 
“Vaccines, for Bill Gates, are a strategic philanthropy that feeds his many vaccine-related businesses
(including Microsoft’s ambition to control a global vac ID enterprise) and gives him dictatorial control over
global health policy—the spear tip of corporate neo-imperialism”

-Robert F. Kennedy Jr. (Bobby’s son!)

 

Just as uncle JFK had done, RFK Jr. is going up against the NWO/Deep State and needs us!

There are millions of people waking up to the vaccine agenda, including a handful of Hollywood stars, and even
some whose kids have been vaccine injured including Robert DeNiro. In fact, DeNiro and Kennedy have teamed up
to offer $100,000 to anyone who could conclusively prove that vaccines are safe!!

This whole forced-vaccine issue is coming so you need to be as informed as possible of the FACTS my friend.

It is a documented FACT that Gates and co. have been beating the drum of an imminent pandemic for about a
decade. A global death-pandemic only comes around every 100 years-ish, so how could they have known,
hmmmmmmmmm???

The warnings issued by those in the know before and after this ongoing “pandemic” tip their hand, they knew this
was coming because they had a hand in causing it.



Let’s start with Fauci…you tell me how it’s even believable that someone could issue an imminent warning for a
‘surprise’ outbreak of pandemic?

“If there’s one message that I want to leave with you today based on my experience, it is that there is no question
that there will be a challenge to the coming administration (Trump) in the arena of infectious diseases…. No
matter what, history has told us definitively that [outbreaks] will happen,” he said. “It is a perpetual challenge. It
is not going to go away. The thing we’re extraordinarily confident about is that we are going to see this in the
next few years…. The mistake that so many people have made … is a failure to look beyond our own borders in
the issue of the globality of health issues, not only things that are there that will come here but surprises that
we’ll have… We will definitely get surprised in the next few years”

-Dr. Anthony Fauci, speaking in 2017 at the “Pandemic Preparedness in the Next Administration” at the
Georgetown University Medical Center just a few days before Trump was sworn in, January 2017.

 

Now on to Bill Gates…

Gates has been warning the world about a dangerous pandemic since 2010. Has he been hounding the federal
government since then to prepare? No. It’s been all lip service, just a casual comment here and there about getting
prepared so he could say ‘I told you so’ right about now. If I was Gates, I would have held multiple high-level
meetings and pounded the point home that we weren’t ready and to get prepared, but no, he instead has spent his
billions for after-the-fact treatments, aka vaccines. That’s where the money’s at, not trying to head off a disaster.

 

The H1N1 flu strain got a lot of attention in 2009. Most of the headlines made it sound dangerous. Early in the
epidemic we thought that a very high percentage of infected people were getting sick, and it was quite scary.

But the real story isn’t how bad H1N1 was. The real story is that we are lucky it wasn’t worse because we were
almost completely unprepared for it.

When an epidemic breaks out, there are four steps to try to contain it. The first is to gather data about the disease
—where it is and how it is spreading. Second is to limit the movement of people from place to place—with
quarantine a last option. Once a disease is widespread this is very hard to do. Third is to have drugs of some type
that reduce how much someone infects others and that reduces the severity of the sickness. Fourth is to make a
vaccine that is effective against the disease and give it to anyone who is at risk.

We did a reasonable job of gathering data, partly due to the capacity that had been set up to track avian flu. But
for all the other steps, we didn’t manage to do anything that would have stopped a serious epidemic. In other
words, the modest death toll from this flu epidemic is entirely because we were lucky.

Hopefully this outbreak will serve as a wakeup call to get us to invest in better capabilities, because more
epidemics will come in the decades ahead and there is no guarantee we will be lucky next time….

- ‘A Better Response to the Next Pandemic’, from Gates’ personal blog, January 19, 2010

 

Now this from his 2015 TED speech, titled ‘The Next Outbreak? We’re not ready”:

 

“…So next time, we might not be so lucky (talking about the Ebola outbreak in 2014). You can have a virus
where people feel well enough while they're infectious that they get on a plane or they go to a market. The source
of the virus could be a natural epidemic like Ebola, or it could be bioterrorism.

So there are things that would literally make things a thousand times worse…But in fact, we can build a really
good response system. We have the benefits of all the science and technology that we talk about here.

We've got cell phones to get information from the public and get information out to them.

We have satellite maps where we can see where people are and where they're moving.



We have advances in biology that should dramatically change the turnaround time to look at a pathogen and be
able to make drugs and vaccines that fit for that pathogen…

We need to do simulations, germ games, not war games, so that we see where the holes are. The last time a germ
game was done in the United States was back in 2001, and it didn't go so well.

So far the score is germs: 1, people: 0…

Now I don't have an exact budget for what this would cost, but I'm quite sure it's very modest compared to the
potential harm.

The World Bank estimates that if we have a worldwide flu epidemic, global wealth will go down by over three
trillion dollars and we'd have millions and millions of deaths…

There's no need to panic. We don't have to hoard cans of spaghetti or go down into the basement. But we need to
get going, because time is not on our side…”

 

Now from 2016, the BBC interview with Slow Kill Bill…

“There’s a lot of discussion right now about how we respond in an emergency, how we make sure that the
regulatory and liability and organizational boundaries don’t slow us down there, so I cross my fingers all the time
that some epidemic like a big flu doesn’t come along in the next 10 years”

 

 

This from a CBS news interview in 2017 at the 2017 World Economic Forum in Davos, Switzerland:

 

"The impact of a huge epidemic, like a flu epidemic, would be phenomenal because all the supply chains would
break down. There'd be a lot of panic. Many of our systems would be overloaded, but being ready for epidemics
of different sizes, there's a lot more we should do."

 

Also in 2017 at the Munich Security Conference in Munich, Germany:

 

“…When I decided 20 years ago to make global health the focus of my philanthropic work, I didn't imagine that
I'd be speaking at a conference on international security policy. But I'm here today because I believe our worlds
are more tightly linked than most people realize…

It's also true that the next epidemic could originate on the computer screen of a terrorist intent on using genetic
engineering to create a synthetic version of the smallpox virus . . . or a super contagious and deadly strain of the
flu.

The point is, we ignore the link between health security and international security at our peril.

Whether it occurs by a quirk of nature or at the hand of a terrorist, epidemiologists say a fast-moving airborne
pathogen could kill more than 30 million people in less than a year. And they say there is a reasonable probability
the world will experience such an outbreak in the next 10-15 years.

It's hard to get your mind around a catastrophe of that scale, but it happened not that long ago. In 1918, a
particularly virulent and deadly strain of flu killed between 50 million and 100 million people.

You might be wondering how likely these doomsday scenarios really are. The fact that a deadly global pandemic
has not occurred in recent history shouldn't be mistaken for evidence that a deadly pandemic will not occur in the
future.

And even if the next pandemic isn't on the scale of the 1918 flu, we would be wise to consider the social and



economic turmoil that might ensue if something like Ebola made its way into a lot of major urban centers. We
were lucky that the last Ebola outbreak was contained before it did.

The good news is that with advances in biotechnology, new vaccines and drugs can help prevent epidemics from
spreading out of control. And, most of the things we need to do to protect against a naturally occurring pandemic
are the same things we must prepare for an intentional biological attack.

First and most importantly, we have to build an arsenal of new weapons—vaccines, drugs, and diagnostics.

Vaccines can be especially important in containing epidemics. But today, it typically takes up to 10 years to
develop and license a new vaccine. To significantly curb deaths from a fast-moving airborne pathogen, we would
have to get that down considerably—to 90 days or less.

We took an important step last month with the launch of a new public-private partnership called the Coalition for
Epidemic Preparedness Innovations. The hope is that CEPI will enable the world to produce safe, effective
vaccines as quickly as new threats emerge.

The really big breakthrough potential is in emerging technology platforms that leverage recent advances in
genomics to dramatically reduce the time needed to develop vaccines.

This is important because we can't predict whether the next deadly disease will be one we already know, or
something we've never seen before…

Of course, the preventive capacity of a vaccine won't help if a pathogen has already spread out of control.
Because epidemics can quickly take root in the places least equipped to fight them, we also need to improve
surveillance…

The third thing we need to do is prepare for epidemics the way the military prepares for war. This includes germ
games and other preparedness exercises so we can better understand how diseases will spread, how people will
respond in a panic, and how to deal with things like overloaded highways and communications systems…

Imagine if I told you that somewhere in this world, there's a weapon that exists—or that could emerge—capable
of killing tens of thousands, or millions, of people, bringing economies to a standstill, and throwing nations into
chaos.

You would say that we need to do everything possible to gather intelligence and develop effective
countermeasures to reduce the threat.

That is the situation we face today with biological threats. We may not know if that weapon is man-made or a
product of nature. But one thing we can be almost certain of. A highly lethal global pandemic will occur in our
lifetimes.

When I was a kid, there was really only one existential threat the world faced. The threat of a nuclear war.

By the late 1990s, most reasonable people had come to accept that climate change represented another major
threat to humankind.

I view the threat of deadly pandemics right up there with nuclear war and climate change. Getting ready for a
global pandemic is every bit as important as nuclear deterrence and avoiding a climate catastrophe…

When the next pandemic strikes, it could be another catastrophe in the annals of the human race. Or it could be
something else altogether. An extraordinary triumph of human will. A moment when we prove yet again that,
together, we are capable of taking on the world's biggest challenges to create a safer, healthier, more stable
world.”

 

Now on to 2018, Gates was giving multiple warnings to multiple sources all  year, way too many quotes here, but he
keeps hounding on the need for ‘germ games’ like war games to create simulations in anticipation of the real deal,
which he did in late 2019 just 6 weeks before the pandemic began we are currently in!

Why in the HELL are Gates & co. running germ games and not our federal government? TRILLIONS spent on
‘Homeland Security’ since 9/11 and we weren’t even prepared for something that was not a matter of if but when,



even without NWO help?? Give me a break!!! We were INTENTIONALLY left wide open to what is happening
now.

On February 28, 2020, Gates released an article he penned for the prestigious New England Journal of Medicine that
you should read. I’ll just give a couple of quotes from Gates here:

“In any crisis, leaders have two equally important responsibilities: solve the immediate problem and keep it from
happening again. The Covid-19 pandemic is a case in point…  Now we also face an immediate crisis. In the past
week, Covid-19 has started behaving a lot like the once-in-a-century pathogen we’ve been worried about. I hope
it’s not that bad, but we should assume it will be until we know otherwise….”

So, miraculously they predicted this pandemic, are saying it’s the ‘big one’, have their hands in every piece of the
pie to do with it, are at complete odds with nationalist/Republican Trump because the people behind this are
globalist-elitist-pedo-Satanists and now they are telling us publicly that we are not done with this pandemic and it is
coming back and things are going to be flat-out awful.

MOST viruses DO NOT COME BACK FOR A SECOND WAVE. How do they KNOW that this one is unless they
are responsible! There are many things coming out of this pandemic in favor of the New World Order, but the big
prize is blaming this whole economic/heath disaster on Trump so they can throw the election to the now-party-of-
the-NWO….the (D) party. Again, the agenda for global enslavement by the proponents of the New World Order is a
leftist, socialist agenda, which is why the battle lines are currently forming between mask-wearing sheep and anti-
mask, pro-freedom patriots who know there is an agenda unfolding.

Remember, this current version of COVID-19 is not even as dangerous as the regular flu, the numbers have been
completely inflated and there is chaos in all the numbers being reported…intentionally. Wait until the chaos hits of
the second wave this Fall/Winter. When this laboratory-created ‘mutation’ hits, you will know who to go after with
torches and pitchforks:

 

“There’s a possibility that the assault of the virus on our nation next winter will actually be even more difficult
than the one we just went through. And when I’ve said this to others, they kind of put their head back, they don’t
understand what I mean. We’re going to have the flu epidemic and the coronavirus epidemic at the same time”

-CDC Director Robert Redfield in an interview with The Washington Post, April 21, 2020. Now he’s predicting a
flu pandemic to boot!!

 

“Lifting restrictions too quickly could lead to a deadly resurgence”

-World Health Organization Director General Tedros Adhanom Ghebreyesus, April 10, 2020

 

“It has a very dangerous combination and this is happening ... like the 1918 flu that killed up to 100 million
people. But now we have technology, we can prevent that disaster, we can prevent that kind of crisis. Trust us.
The worst is yet ahead of us. Let’s prevent this tragedy. It’s a virus that many people still don’t understand.”

-World Health Organization (WHO) Director-General Tedros Adhanom Ghebreyesus, April 20, 2020 (he’s
referencing vaccines btw to save us)

 

Both the CDC and the WHO and other ‘experts’ are saying that a second wave is on the way without knowing this
for a fact, or do they? This is so when they release the new version Bill Gates will be on the teevee in his stupid
sweater and smile smugly, shrug his shoulders and say “Told you so”.

 

Now on to the predictive programming, and Netflix in particular….

 



On September 29, 2019, Netflix released “Inside Bill’s Brain: Decoding Bill Gates”.

This from the Netflix website about it: Take a trip inside the mind of Bill Gates as the billionaire opens up about
those who influenced him and the audacious goals he's still pursuing. Microsoft co-founder Bill Gates opens up
about his childhood, business career and passion for improving the lives of people in the developing world.

This is a 3-part ‘investigative series’ claims Netflix, but it’s nothing of the sort. It’s a 3-hour propaganda piece to try
and make Gates look like an intelligent, caring philanthropist when he’s really a diabolical, elitist eugenicist working
for the Illuminati pedo-Satanists.

This was to plant the seed months before the pandemic ever appeared that Gates cares about humanity and is there to
help us….HA!

 

Next we have “Explained: The Next Pandemic”, released November 7, 2019…about two months before the
plannedemic we’re now in the middle of and no end in sight.

This was filmed months before the ‘pandemic’ and even predicted the next pandemic would come out of a Chinese
wet market, the current official story according to Gates, Fauci and co.

Gates himself starred in this and predicted a coming pandemic…as he’s done every year since 2015.

 

Finally, from Netflix, the crown jewel of predictive programming of this pandemic, on January 22, 2020, they
released “Pandemic: How To Prevent an Outbreak”, just as it was coming to light there was a novel coronavirus
on the loose in China…allegedly turning into the pandemic of today.

This was filmed in 2018-2019…. many months ahead of the outbreak.

When you have an unusual amount of ‘coincidences’ they can ultimately be assembled as I have in this book into
what is called ‘circumstantial evidence’. There is not a single smoking gun—yet—that Gates had a hand in this
plannedemic, but the evidence of too many coincidences are piling high at this point and we’re not even close to
done with him here.



 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The Shutdown
 

 

There has NEVER been a quarantine over such an initially benign virus…EVER. That alone is a red flag to me that
we are entering the false flag to end all false flags and bring in the full New World Order tyranny.

Look at how far we’ve fallen and so fast. So many unemployed. Mom and Pop companies going under left and
right…including mine. Nobody wants me in their house on the eastside of Seattle…it’s Libland! It’s the land of the
masked sheep now!!!

You know as well as I do that society always just powered through any flu pandemic in the past, which is what we
SHOULD have done, so what is happening now is for an agenda to be certain.

So what has changed? It’s time for the New World Order.



In the past, employees would just have to take their turn getting sick like we always used to. If enough employees
got sick that company would shut down for a couple of weeks or whatever ON THEIR OWN and then get back to
work at their own discretion. No laying anyone off. No government stimulus. Any of it.

Now we’ve got the co-opted gooberment shutting everything down for the NWO agenda. So many of the state
governors are controlled it’s not even funny, a lot of Masons and Jesuits I’m assuming...the Deep State/Illuminati’s
foot soldiers working towards the Secret Destiny of America, the New Babylon, which is burned in
Revelation….that’s us.

The whole plannedemic is working perfectly on many fronts.

People are afraid to use cash now because it could be “contaminated” with coronavirus, paving the way for the
abolishment of cash in favor of a ‘clean, digital currency’ that can be 100% tracked by the Masters of the Great Plan.

Not that there will be much cash to spend anyways.

The economy isn’t getting better, it’s going right in the toilet. I cannot even understand why people are still in the
stock market other than sheer greed. They will be sheared like the sheep they are; nothing can save them from
what’s coming.

Record numbers of people unemployed and more brutally bad numbers are coming in weekly and will continue to
come.

Keep in mind/unemployment will start running out soon for a lot of people and there will be no jobs for them to go
back to.

You thought there was division in politics before this pandemic, you ain’t seen nuthin’ yet.

Sides are being chosen now. People are tattling/turning each other in for violating rules that violate our
Constitutional rights. See how easy that was? People wonder how a government can happen like that in the Soviet
Union or Nazi Germany but your witnessing it unfold right now.

Welcome to the USSA.

It is largely the left-leaning that have chosen to take up with the state and turn into statists and report everyone…
namely the free-thinking and conservative-value-minded people who are rebelling against the illusion of having lost
their freedoms. You and I are smart enough to know we didn’t have that much freedom even before this whole
pandemic thing thanks to the Patriot Act, the NDAA, etc.

We are being constantly surveilled, all of our digital info goes into our files at NSA in Utah, and I mean
EVERYTHING you do on your phone, computer, car…everything. 

If you’ve read my first book you know that the New World Order conspiracy to enslave the world is a leftist,
socialist conspiracy with Limousine Libtards at the top.

A Limousine Libtard is a liberal elitist who is involved in ‘do as I say, not as I do’ politics.

This not only includes Rothschilds and Rockefellers, it includes most of the Hollywood and entertainment elite---all
certified leftists. People like Bono, Leonardo DiCaprio and Al Gore, zooming all over the planet on private jets to
tell you how evil you are for even existing---even their own lib-followers, so they are throwing themselves on their
swords and begging for a carbon tax to save the world from the people who own the companies causing all the
destruction, which are largely owned by liberals!! UNREAL.

The Lib-sheep activists are the same ones clamoring for action on ‘climate change’ while they let global bioterrorists
like Monsanto operate unchallenged for decades as well as chemtrails, fluoridated water, GMO foods, etc.

This mandatory mask wearing/social distancing for a virus no deadlier than the flu is to smother the world under the
bureaucratic jackboot and put police in charge of enforcing unjust, unfair and oppressive actions which further
divides the people between public and government.

If masks really worked why are they releasing all the inmates by the thousands? They are doing it to make room for
patriots who are going to soon rebel, plus all the others who are going to straight up RIOT when their unemployment
runs out and there are no jobs, not to mention what commodity might be in short supply in the coming weeks.



Why do Mom and Pop stores have to stay closed if the masks work? Why can you go to Walmart or Target but not
Granny’s Antique Store in your hometown? Most people don’t even know that the masks don’t protect you from
getting COVID-19, they help to prevent YOU from spreading it if you have it and don’t know it.

Even an N95 mask is basically a sneeze guard. Nothing short of a full-face respirator with filter cartridges…a gas
mask…would protect you from a deadly virus.

So, this Covid Circus is kicking into high gear now. Our Washington state Goobernor Dimslee just announced he
has hired 1,400 new ‘contact tracers’ to take everyone who has ‘tested positive’ for COVID-19 and grill them about
who they were in contact with recently so the Goobernator can hunt them down and test them!

Have you seen how they do the test? They seriously shove a long q-tip up your nose and about 4-6 inches into your
sinus cavity!

It won’t be long now before EVERYONE IN THE STATE NEEDS TO BE TESTED THANKS TO SIX
DEGREES OF SEPARATION.

Right now, governments are setting up what they are calling ‘contact tracing’, which will sooner or later ensnare
EVERYONE in their net.

Everything that is happening now is setting the stage for what’s coming in a few months so people are used to
government walking all over their rights, and that’s the ‘mutated’ version of COVID-19. And THAT will pave the
way for a compulsory vaccine.

I doubt Trump would enact a nationwide vaccine law, and that will be one more nail in his political coffin I’m
afraid.

Mandating forced vaccination…that will be saved for Hillary to do. I’m still betting on Hillary somehow worming
her way back into DC to help finish us off.

 

Now….about this upcoming optional mandatory compulsory vaccine issue…



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The COVID-19 Mandatory Vaccine
 

“Pharma has 80 COVID vaccines in development, but Gates & Fauci pushed Moderna’s “Frankenstein jab” to
the front of the line. Scientists & ethicists are sounding alarms. The vaccine uses a new, untested, and very
controversial experimental RNA technology that Gates has backed for over a decade. Instead of injecting an
antigen & adjuvant as with traditional vaccines, Moderna plugs a small piece of coronavirus genetic code into
human cells, altering DNA throughout the human body and reprograming our cells to produce antibodies to fight
the virus. MRNA vaccines are a form of genetic engineering called “germ line gene editing”. Moderna’s genetic
alterations are passed down to future generations. In January The Geneva Statement the world’s leading ethicists
and scientists called for an end to this kind of experimentation.  Moderna has never bought a product to market,
proceeded through clinical trials, or had a vaccine approved by FDA. Despite Gates’ investments, the company,
was teetering on bankruptcy with $1.5 billion debt before COVID. Fauci’s support won the company an
astonishing $483 million in federal funds to accelerate development. Dr. Joseph Bolen, Moderna’s former R&D
Chief, expressed shock at Fauci’s bet.”I don’t know what their thinking was”, he told CNN, “When I read that, I
was pretty amazed”. Moderna and Fauci launched federally-funded human trials on March 3rd in Seattle. Dr
Peter Hotez warns of potentially fatal consequences from skipping animal studies. “If there is immune
enhancement in animals, that’s a show-stopper”. Dr Suhab Siddiqi, Moderna’s Ex-Director of Chemistry, told
CNN, “I would not let the [vaccine] be injected in my body. I would demand: Where is the toxicity data?” Former
NIH Scientist Dr. Judy Mikovits says its criminal to test MRNA vaccines on humans. “MRNA can cause cancers
and other dire harms that don’t surface for years.”

-Robert F. Kennedy Jr, 5/2/20 on Instagram

 

 

At this point in our research, I shouldn’t have to tell you about all the bad things that are floating around as
adjuvants in the current vaccines for various diseases, that’s a given. Just a smorgasbord of poison.

Before anyone even CONSIDERS forcing me to take a ‘compulsory’ vaccine to be a part of society, you better



answer me these questions first:

-Why was a federal law passed in 1986 absolving ALL VACCINE MAKERS to be held harmless from liable if any
of their vaccines hurt, maim or kill anyone who gets one?

-Tell me what’s in the vaccine, every ingredient, every mechanism of that ingredient, every side effect of injecting
this stuff right into my blood stream where it has direct access to my brain

-It is in fact safe? I want to see all phases of testing proving it is safe

-Does it really work? I want to see all phases of testing proving it works

 

You know as well as I, friend, that NONE of the above legitimate questions/concerns will be addressed regarding
the upcoming COVID-19 vaccine. They’re just going to ram it down our throat.

 

Looks like Big Pharma All-Star Merck is in the running for a COVID-19 vaccine…. perfect. What could go wrong?

You know, Merck? The same Merck who kept Vioxx on the market after they KNEW it was killing people? Yeah,
THAT Merck! Their lawyers must have worked up a formula to figure out how much liability they could withstand
before they started losing money by keeping Vioxx on the market. Turns out the number was 55,000 human deaths
they could be sued over before Vioxx would become unprofitable. Those board members should have been HUNG
FROM TALL TREES BY THE NECK.

It’s fine, it’s nothing really. What’s 55,000 lives compared to the billions Baal Gates is going to try and eliminate
coming right up. 

He has already taken Harmageddon to dizzying new heights since marshalling himself up as Captain Jabbin’ and
carpet bombing the third world with intentionally harmful vaccines.

Let’s see exactly what he’s been up to for the last few years since ‘retiring’ from Microsoft to pursue
“philanthropic” endeavors. 

Bill Gates, a white, extreme leftist, elitist-eugenicist spending his own money to eradicate the third world brown and
black people. I’m surprised he’s not a GOD in the white supremacist community!!! Ugh….he is truly a demon in the
flesh.

Gates funded GSK’s experimental malaria vaccine that killed 151 African infants and caused paralysis, seizures and
convulsions to 1,048 of the 5,049 children administered the vaccine…that’s a 20% serious side effect rate.

In India, Gates experimental polio vaccine, which upped the standard schedule of 5 to 50 polio vaccine
doses/injections PER CHILD, paralyzed 480,000 Indian children between 2000 and 2017.

In 2017 the WHO reluctantly admitted that the global polio explosion was predominately vaccine strain, meaning it
came from Gates’ vaccines!!!

WHERE IS THE MAINSTREAM MEDIA ON THIS AND OTHER ATROCITIES!!!! It is estimated that in 2018,
¾ of all global polio cases were from Gates’ vaccines.

In 2014, Gates funded the experimental HPV vaccine on 23,000 unwitting and unwilling girls in India with a
handful dying and 1,200 suffering side effects including autoimmune and fertility disorders. Indian government
investigators charged that Gates-funded researchers committed atrocious ethical violations during the course of the
trials including bullying parents, forging consent forms, and refusing medical care to the injured girls!! The case is
now grinding it’s way through India’s Supreme Court.

Gates & co. supplied the WHO with billions and in turn they chemically sterilized millions of Kenyan women with a
tetanus sterility formula vaccine!! You can’t make this stuff up!!

Gates also funded Johns Hopkins University experiments that intentionally infected hundreds of Guatemalans with
sexually transmitted diseases for drug and vaccine testing.



If Gates was running around the United States using us as guinea pigs like he has done in the third world he’d be
pushing up daisies by now but instead the Deep State PROTECTS HIM by using the WHO/CDC/NIH/etc. as fronts
to shield him in the third world.

Ever hear of the Tuskegee Experiment? Look into THAT to see just what the people in charge of your health can
pull on you!!

Gates has hijacked the WHO agenda away from those programs that would most benefit the Third World peoples in
the fight against disease. You know, things like clean water, hygiene, good nutrition, healthy economy, etc.

Apparently, Gates thinks good health only comes from a syringe or he’d be funding everything I just listed equally
as vaccines but no, it’s all vaccines from Gates.

Gates appears gleeful on teevee in video clips I’ve seen lately about the prospect of vaccinating all of the USA and
the world with his products which will make him billions more and also please his NWO masters.

On March 19, 2020, Gates posted up on Reddit that he proposed a digital certificate to identify those who have
received the COVID-19 vaccination.

People who have been vaccinated would receive a ‘quantum dot tattoo’, which is “a bit of dye that is invisible to the
naked eye” but that can be seen and read via infrared light. This ‘tattoo’ would store a digital file with your vaccine
info---among other things like your bank account info---that could be read with a scanner or smart phone.

This particular tracking system was developed at MIT and funded by…….yup…..The Bill and Melinda Gates
Foundation.

Listen to what Bill Gates/WHO/CDC/Etc. are saying because they are merely telling you what the game plan is.

 

“One of the questions I get asked the most these days is when the world will be able to go back to the way things
were in December before the coronavirus pandemic. My answer is always the same: when we have an almost
perfect drug to treat COVID-19, or when almost every person on the planet has been vaccinated against
coronavirus.

The former is unlikely to happen anytime soon. We’d need a miracle treatment that was at least 95 percent
effective to stop the outbreak. Most of the drug candidates right now are nowhere near that powerful. They could
save a lot of lives, but they aren’t enough to get us back to normal.

Which leaves us with a vaccine.

Humankind has never had a more urgent task than creating broad immunity for coronavirus. Realistically, if
we’re going to return to normal, we need to develop a safe, effective vaccine. We need to make billions of doses,
we need to get them out to every part of the world, and we need all of this to happen as quickly as possible.

That sounds daunting, because it is. Our foundation is the biggest funder of vaccines in the world, and this effort
dwarfs anything we’ve ever worked on before. It’s going to require a global cooperative effort like the world has
never seen. But I know it’ll get done. There’s simply no alternative.”

 

-Bill Gates, April 30, 2020 on his blog

 

 

 

So…that’s what’s going on in the world of Plannedemic 2020, starring Baal Gates, Crime Boss Fauci, the clowns at
the WHO and CDC, and a host of other characters who will reveal themselves in due time…I’ll be waiting.



 

 

 

 

Conclusion
 

 

Now, let’s put my 15,000+ hours of NWO-research to good use and try and figure out what’s coming so we can best
prepare ourselves on all fronts.

The HUGE block of people who lost their jobs in the restaurant/hospitality industries and many other will exhaust
their 26 weeks/6-7 months or whatever it is of unemployment right around August-September….about the time I’m
guessing for the appearance of the ‘mutated’ version of COVID-19 to really screw us.

This Depression is just getting started and I do not believe we’re coming out of it so batten down the hatches NOW.
Don’t spend money on anything you don’t have to…but wait! What’s this???

Looks like there is more ‘stimulus’ gooberment cheese coming…just to keep the sheep appeased enough not to rebel
while they set up the martial law infrastructure….contact tracing anyone?

I saw some numbers floating around lately…$2,000 per person per month and another $2,000 per child as long as
there is pandemic-related hardship??? Sure! Just put it on the tab…OMG. This is just insanity.

The economy will be in such a shambles later this year, and with food shortages, riots, quarantine stir-craziness and
general civil unrest that the sheep will CRY for a vaccine to make it all better…it will only make it worse once the
NWO’s foot is in the door to forced medical procedures.

Gates already said he wants death panels installed via the health system to determine if your life is worth saving
when you are older and a ‘burden’ to society.

 

“…spending a million dollars on that last three months of life for that patient or laying off ten teachers. But
that’s called the death panel and you’re not supposed to have that discussion…”

-Bill Gates, speaking at the 2010 Aspen Ideas Festival, Aspen, Colorado.

 

As I said in my first update, I’m looking at the pandemic and Trump’s response to it to be blamed by the left for the
financial woes coming. Trump will be blamed for the beginning of the Greatest Depression, not the Fed and the
bought-and-paid-for corrupt Establishment politicians where the blame really belongs!!

And the media will sell it and the sheep will eat it up so between that and the proposed mail-in voting this will
probably be the end of Trump’s Presidency.

If we didn’t have an overleveraged credit-economy backed up by nothing at all we wouldn’t have so far to fall to hit
the bottom of a depression but….yeah.  You’ve read my first book, you know what I’m talking about, we knew this
was coming.

Trump will definitely be blamed for the societal meltdown coming over “his” virus response. The question is will he
throw the patriots under the bus with a nationwide compulsory vaccine?

I’m no rocket scientist, but that would probably ignite a civil war. Forced vaccination is tantamount to medical rape
and goes against the Geneva Convention not to mention our Constitution.



As we get closer to time to push for a compulsory vaccine, I’m expecting 1-3 mass shootings in close succession to
shock the public into clamoring for gun control right before the vaccine becomes available so people can’t resist it
by shooting whoever is trying to jab them.

The recent mass shooting in Canada was the worst in their HISTORY and excused the immediate banning of
‘assault rifles’ at least on paper, guns have been heavily restricted in Canada for years.

 

 

So…..what do we do? What does humanity do to stand against a mob of Satan-worshipping trillionaires who control
our world looking to kill 90+% of us?

You gotta get MAD!!

 

You gotta get MOTIVATED!!

 

They are trying to kill your KIDS!

 

They are trying to kill your aged GRANDPARENTS!

 

And most of all, they are trying to kill YOU!

 

Our only chance is to wake up enough people to stop them COLD, and you do that by educating yourself about this
false flag and then educating others.

Here’s some ammo for you, sentinel:

 

A timeline of this false flag, starting in 2010:

-1/19/10 Gates initiates his personal alarm of an oncoming global pandemic on his personal blog

-3/18/15 Gates beats the drum of an oncoming global pandemic at a TED talk

-5/20/16 United Nations initiates ID2020

-12/30/16 Gates issues another warning of an oncoming global pandemic in a BBC interview

-1/16/17 At this point, Gates now beating the drum yearly of an oncoming global pandemic, this time at the World
Economic Forum in Switzerland, the same WEF involved in Event 201 and ID2020.

-2/17/17 Gates again warns of an oncoming global pandemic at the Munich Security Conference in Munich,
Germany

-6/20/19 Gates files for patent for WO/2020/060606 “Cryptocurrency system using body activity data”

-9/20/19 Netflix releases “Inside Bill’s Brain: Decoding Bill Gates” This ‘documentary’ was made to build up the
public perception of Gates

-10/19/19 Gates and co. run Event 201. What are the odds? One in a MILLION.

-11/7/19 Netflix releases “Explained: The Next Pandemic”

-11/15/19 CDC posts nationwide in all major cities they are looking to hire “Public Health Advisors for their
quarantine program” They KNEW a pandemic was coming and didn’t warn the American public.



-12/18/19 Many news outlets report on Gates’ new vaccine-tattoo technology, the Quantum Dot Digital Tattoo

-12/31/19 COVID-19 spreading at this point through Wuhan, China, having somehow (!) been let loose weeks
before

1/21/20 First COVID-19 case shows up in the USA in Washington State

-1/22/20 Netflix releases “Pandemic: How to Prevent an Outbreak”

-2/28/20 Gates releases article in NEJM stating that COVID-19 is looking like a once-in-a-century pandemic and
that we should assume it is until proven otherwise.

-  3/19/20 Gates posted up on Reddit that he is proposing a digital certificate to identify those who have received the
COVID-19 vaccination

-3/26/20 Gates receives patent for WO/2020/060606 “Cryptocurrency system using body activity data”

-3/27/20 First Federal Government stimulus package signed into law, the CARES Act. They’ve been adding to this
ever since, throwing trillions upon trillions at the economy trying to keep its head above water.  Now they’re talking
about giving everyone monthly stipends. Ummm…when everyone is getting money from the government to live on,
that’s unadulterated socialism for those keeping score at home.

-4/10/20 World Health Organization Director General Tedros Adhanom Ghebreyesus warns against lifting
quarantine

-4/18/20 Mainstream media announced that thousands of COVID-19 tests are actually contaminated from the
factory with the virus that causes COVID-19. Anyone that got the test, arguably then got the disease!!! You can’t
make this shit up!!!

-4/20/20 World Health Organization Director General Tedros Adhanom Ghebreyesus states “the worst is yet ahead
of us”

-4/21/20 CDC director Robert Redfield states that there will be a second wave of COVID-19 soon

-4/24/20 Federal Government passes 4th pandemic stimulus package

 

-Also to note, in general throughout the timeline, fake news galore to push the false flag including showing
mannequins on gurneys, never in modern history has there been a quarantine and then the numbers were all wrong
and the virus is less dangerous than the flu, ridiculous payouts from the feds to hospitals who diagnose/treat alleged
COVID-19 sufferers motivating them to report false claims to get more money,  nurses dancing on tiktok because
there are bored with no patients to be attending to, numbers don’t add up such as Tokyo, Japan having hardly any
deaths while NYC is ‘awash in deaths’, youtube vids of actual doctors calling out this false flag and then
censored/removed, tons of talk lately on mainstream media about the second wave, etc. etc. ad nauseum

-Keep in mind the peculiarities about this plannedemic: we never closed the economy/country over such a benign
illness before, economy has never sank so fast before in history, stimulus spending by the feds like never before in
history and LIGHTNING FAST, we never were told we NEEDED A VACCINE IN ORDER TO GET LIFE BACK TO
NORMAL before…EVER.

 

If I was you, friend, here’s what I would be doing:

Get out of the cities at all cost or at least try to make arrangements for a place to bug-out. You should be openly
talking to friends and family about everything in this report and my books at this point because we are right there at
the threshold of SHTF. I know this isn’t an option for some of you, you’re at the top of my prayers to be looked
after. Just take solace in the fact that we’re not here forever, only temporary, and there is no avoiding our physical
death. I don’t look forward to death, but I intend on prolonging it as long as possible! Everyone will pass at their
particular apportioned time, no sense fretting about it.

You need to start talking in particular to your neighbors about this stuff, it’s not conspiracy theory, it’s conspiracy



FACT and it’s been in motion since 2,200 BC during the days of King Nimrod.

RESIST the NWO via fact-spreading on social media. I’m not advocating to go and march in the street at all, not at
this time, not the ones who are truly awake. That just gets physical and ugly fast taking to the streets. We need our
best and brightest sentinels on duty on the keyboard for right now, spreading truth.

Best for now, IMO, to go hard on social media with the facts that are in this report and in my books.

We are putting TREMENDOUS pressure on Gates in particular right now.

As of the publication of this report there are hundreds of thousands that have signed a petition to the White House to
have Gates investigated for crimes against humanity!!!

YOU are your best defense against any virus they release. Your own immune system. And I’m not saying don’t
wear a mask. If it makes you feel better then that alone is worth it for your own piece of mind. You won’t see me in
one though. Again, only a full-face respirator can actually protect you like will be needed soon. All the more reason
they are going to keep this quarantine-business going INDEFINITELY.

I’ve been studying up on how to home-remedy the COVID in my spare time (!). Zinc seems to be the best to take if
you get it, or zinc-medicine like Zycam. Quinine is supposed to be helpful in working with the zinc to fight
infection, it occurs naturally in tonic water so have that on hand to wash down your zinc pills.

I also have echinacea, goldenseal, turmeric, etc. on hand. Research the ins and outs of taking all of this stuff too, like
you’re not supposed to take zinc within an hour of a citrus beverage, etc.

Also, the taking of anti-inflammatories like ibuprofen could aggravate a COVID-19 infection. Lots to know and lots
of time now under quarantine to research all of it my friend. High doses of vitamin C is also really good I hear,
supposedly high dose IV vitamin C is how China got COVID-19 under control. Also Oregano Oil, Elderberry
extract, apple cider vinegar pills, lots of water also to continually flush the body of toxins.

Without my faith I would be soooo lost right now, I pray every morning of every day. 

I thank you for your support/book reviews my friends!!!! If we wake up enough people, we might be able to
intimidate Gates and co. to stand down and back off this false flag, avoiding a second wave of pandemic. The
damage has already been done though…I don’t know if we can save the USA or not.

The rest of the world will largely cheer as we go down in flames and it’s broadcast around the world, no one has
farther to fall than us, and since ‘we’ bankrolled bombing the crap out of dozens of countries over the last few
decades, they will rejoice at our self-destruction.

I’m sure Gates will ultimately be watching all this pandemonium that is coming unfold from the underground
bunker at his house in Medina, Washington. Now THERE’S something for you to look into.

People have got to learn about Bill Gates. Print this report up and hand it out!!

 

I’ll leave you for now with this excerpt from an article that appeared on CNBC on April 16, 2020:

 

“Amid the Covid-19 pandemic, people across the world have rushed to “panic buy” and stockpile food and toilet
paper, fearing potential shortages. 

But Bill and Melinda Gates began to stockpile food in their basement years before the current pandemic.

 

“A number of years ago, we talked about, ‘What if there wasn’t clean water? What if there wasn’t enough food?
Where might we go? What might we do as a family?’ So, I think we should leave those preparations to
ourselves,” Melinda Gates told BBC Radio Live on Thursday.

“We had prepared, and had some food in the basement in case needed, and now we’re all in the same situation,”
she said.



 

Hey, we’re all in this together, right? Right…*rolls eyes*

 

Until next time my brother and sister sentinels….May YAH watch over you and yours and guide you as safely as
possible down the treacherous path that 2020 is proving to be.

 

YAH bless.

 

-Jeff
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Dedication
 

This book is dedicated to Thomas James Ball (Born: February 21, 1953, Deceased: June 15, 2011). Thomas had the
testicular fortitude to light himself on fire outside the downtown courthouse in Keene, New Hampshire, in protest to
the injustices of the family court system in the United States. Thomas married Karen in 1990, but she filed for
divorce eleven years later in April 2001. Thomas was the father of three children. He found it difficult to keep up
with his court-mandated child support payments, and at the time of his death, he was facing jail for owing about
$3,000. The finding of contempt filed on June 6, 2011, in Cheshire County Superior Court ordered Mr. Ball to jail.

Before committing suicide, Thomas, a former Sergeant in the US Army’s National Guard, wrote to friends saying,
“Time to climb down into the Higgins boat and take a bouncing ride to the beach.” He was referring to the World
War II amphibious landing craft, as he knew he would be among the many who would perish storming the
proverbial beach of a gynocentric system. Eyewitnesses say Thomas doused himself with gasoline, lit himself on
fire, and without saying a word, calmly and confidently burned for several minutes until he expired.

As of this writing, over 300 men commit suicide every month as a direct result of the heartbreak of divorce, the
injustices of the child support system, judgments favoring mothers over fathers in child visitation and custody, or
being divested of their assets by their ex-wives through divorce court settlements.  

We don’t need any more men committing suicide.

http://en.wikimannia.org/Thomas_James_Ball


Foreword
By Tim Patten

More often than not, if a man meets the most beautiful woman he has ever seen, he’ll be so captivated that he’ll do
anything he can to capture her attention. He’ll look to impress her with fancy cars and other such trappings and seek
to win her over with lavish spending. In the end, he’ll be so hung up on the object of his desire that he’ll feel
compelled to squander his fortune on her, seeking only adoration in return.

Women have long understood this vulnerability. In fact, awareness of our weak spot seems to be in their DNA.
Unfortunately, a great many of them have also used this knowledge to our disadvantage. They have been draining
our financial resources, and other assets, since time began.

But our world is changing fast, and a growing number of us have been experiencing an awakening. Men like us have
been devouring an empowered awareness about the downsides of romance and marriage, and a counterculture
revolution is underway. We are rising up against “vagina-begging,” placing women on pedestals, and succumbing to
patriarchal expectations and pressures.

The modern men’s liberation movement represents a long overdue opportunity to right an imbalance that has left
many men enslaved to lives of hopelessness and misery. However, unlike the so-called “equal” rights movement,
which has benefited only females, we men are having to do it for ourselves.

Unlike females, who have a vast support network available to them, we have had to draw on our capabilities and
resources. Men have not had access to men’s studies programs that might provide helpful knowledge and guidance.
Instead, we have worked together to incubate collective ownership of a male-focused philosophy and educational
methodology that is thriving—on social media and elsewhere.

Nowadays, those of us who have seen the light are collaborating with millions of other like-minded men and sharing
the most intimate aspects of our desires and aspirations. We have created a positive vision of the future that
represents the raison d'être of such groups as the “Red Pillers,” Herbivore Men of Japan, and Men Going Their Own
Way (MGTOW).

The cutting-edge curriculum that has emerged centers on the empowerment of men. It is aimed at liberating males
from toxic female manipulation and bad relationships, that so often cost them their independence and their financial,
emotional and even physical futures. It is a male self-ownership philosophy that keeps growing and expanding.

Through self-governance and mutual support, we are discovering a deeper and a more ethical understanding of our
existence and who we are as living, breathing individuals. We are making adjustments to our lives and lifestyles to
bring them into sync with a mindset and a sense of purpose many have only just begun to see in themselves.

We are also becoming increasingly aware that our purpose in life is not to satisfy women’s needs, attend to their
complaints, and fulfill their expectations, usually to the detriment of our own health, happiness and wealth. We are
beginning to understand that such demands emanate from an endless well, which serves a source of pure hell-on-
earth for men.

Despite being a relatively nascent effort, the modern male movement has been growing at an almost feverish pace.
No one really knows the actual numbers involved, but based on YouTube views, at least, it appears to have attracted
believers and supporters in the many millions. On May 20, 2018 a search for MGTOW (meaning: “Men Going
Their Own Way”) on YouTube, returned an astounding 420,000 results, while a search on Google.com returned
over 2,020,000 results.

There are many reasons why this crusade has gained so much traction. It is a reaction to the damage that the legal
system has done to men’s lives – financially, spiritually and otherwise. It is a response to feminist propaganda that
characterizes men as sexist and dominating rapists. It may also reflect the fact that the time has arrived for us to
recognize who we are and the role we have played in helping the human race to survive and thrive.

Whatever the reasons, the modern men’s movement has been a powerful progenitor of improving self-awareness
and collective understanding. It has even enabled men to discuss a formerly taboo subject: our male libido and how



it messes up our lives. The fact is, our reaction to a woman’s beauty, whether real or a façade, is often deadly. Only
by recognizing this, and how it has punished us through the ages, can we take steps to realize what is at stake and
how to end it.

It is hard for many of us to open up. But to move forward, we must speak openly about things that have only been
whispered in years gone by. It is time to discuss how our natural sex drive exposes us to manipulation by females,
who employ seduction and superior communication skills to ensnare us in compromising and ruinous situations.

Sadly, despite having an extensive, in-depth history – chronicled by men – of who we are, and our place in society,
many of us have yet to come to grips with our masculine sensibilities—and our vulnerabilities. Instead, we often end
up blinded and transformed into robotic idiots by any suggestion of a sexual possibility.

However, the solution is not to change our biology, which is hard-wired. Rather, we need to understand the fact that
such urges can take complete control at times, leaving us in a vulnerable position, and then make the necessary
adjustments. We must tap the collective wisdom of those who’ve seen the light and protect ourselves from our
Achilles’ heel of susceptibility to femme fatale seductions.

The modern men’s liberation movement is not just focused on education and self-protection, however. It is also
aimed at burnishing our individual identities and self-esteem, which will ultimately lead to more satisfying lives.
Once we put an end to females taking advantage of us because our libidos are hypnotically attracted to all-things
feminine, we will no longer find ourselves distracted from achieving our objectives, dreams, and goals.

Admittedly, the voices, books, blogs, and videos that comprise and contribute to this mutual undertaking come from
distinctly different vantage points. As should be expected with the broad ocean of society, some contributors are
blunt, while others are more politically correct. Still, no matter how this new way of thinking is presented, there is
much to cover, and many are hungry for a more progressive future.

Duke Armstrong, the author of this book, is one of the many diverse individuals seeking to help us become more
cognizant of what is wrong, and what we need to do to change things for the better. Empowered by his words and
those of others, we can step up to the plate, come together on ideas, and build a renewed sense of masculinity,
wealth and power.

Luckily, many are already embracing this long overdue evolution, which serves to energize those who follow
behind. In fact, I’ve witnessed firsthand how fresh perspectives can repair and reinvigorate those of us who’ve been
tortured by the soul-crushing unfairness of the social framework of a gynocentric society that has persisted far too
long.

Indeed, as a long-time researcher on masculinity and male empowerment, and the author of three related books—
with many more to come—including my biggest seller, MGTOW Why I Cheat: 11 Stories Of Freedom for Men,
MGTOW Building Wealth and Power, and Masculinity Is Our Future, it is apparent that men like us have strived for
the kind of knowledge that can bring them back to a path of enlightenment.

With all of this in mind, we all owe it to ourselves to read, learn, and live more empowered, productive and
satisfying lives.

Please consider my endorsement of this book to be a gentle invitation to consider that the institution of marriage
may not be a tradition that serves the happiness and well-being of men.

Sincerely—your friend,

Tim Patten

https://www.amazon.com/MGTOW-Why-Cheat-Stories-Freedom-ebook/dp/B079R461DJ/ref=asap_bc?ie=UTF8
https://www.amazon.com/Mgtow-Building-Wealth-Power-Single/dp/1491787201/ref=asap_bc?ie=UTF8
https://www.amazon.com/Masculinity-Our-Future-Tim-Patten-ebook/dp/B07934S3DF/ref=asap_bc?ie=UTF8


Introduction
 

For far too long men have allowed others to dictate what it means to be a man. Manhood is too often based on what
use or utility a man is to others. Governments say real men are those who stand up and fight for whatever cause
politicians are championing this week, but manhood is most often defined by what a man is willing to do for a
woman. A Google image search for the words “a real man” returns a plethora of definitions and anecdotes for what
makes a man.

One image reads, “A real man chooses to honor, love, respect, adore and be faithful to one woman!” Another says,
“A real woman can do it by herself…but a real man won’t let her.” If these definitions are correct, then only a
married man, who refuses to let his wife lift a finger, is a real man. It is this nonsense that I wish to challenge in this
book.

Men can be so caught up in trying to prove themselves, that they place their brains on autopilot and allow others to
define the standards of masculine excellence. It’s fine time that men stop to examine the veracity of popular
definitions of masculinity. I invite men to stop operating on a program of what we’re “supposed to do,” and instead
question whether it is good for us. I am furthermore suggesting the revolutionary idea that we men start asking
ourselves what each of us would like to do, as opposed to what someone else says we are “supposed to do.”

From childhood, we are indoctrinated into the belief that we are to get an education so we can attain employment,
and then march on to find a woman worth marrying. We are to spend money on her in the courting process, and if
we fall in love with her, we are to kneel before her, offer her an expensive rock and ask her to marry us. We are to
assist, if necessary, in paying for the wedding ceremony and all its accouterments. We are supposed to pay for a
honeymoon vacation, and then we are to purchase a sizable house, get our wives pregnant, and work until our mid-
60s to provide for our children and the lifestyle desired by our wives.

Everything which I stated all centers around using the strength of our bodies and minds to please someone else. We
are supposed to believe that there is some great value in having a wife, and we will attain such immeasurable
happiness, that we should celebrate the opportunity to commit a large portion of the fruits of our labor to providing
for the lifestyle of a woman.

Some say that you cannot put a price on true love, and thus avoid the question:

How much is a wife worth?

If we assume that true love exists, then perhaps we cannot estimate its value. However, we can take an objective
look at the benefits a man might expect to receive if he has captured true love in the form of a wife. We can
calculate the cost of courting a woman for marriage, the expense of cohabiting with a woman, and what we might
need to spend over several decades of marriage to make a wife happy. We can also look at the statistics surrounding
marriage and divorce, to determine how many men have found true love—and dare I say, we can question whether
true love even exists at all.

With so many divorces occurring in countries where feminism has taken root, I suggest that we try to answer these
questions once and for all. Using dozens of studies and news articles, that is exactly what I have set out to do. Yet no
matter how much evidence I have placed on the table, there are always some very few men who will claim that they
are happily married, or know someone who is. In the face of surveys proving how many women cheat on their
husbands, how many are committing paternity fraud, and an unending stream of news reports detailing the degree to
which yet another man was financially raped in divorce court, some will argue that statistics and studies are
irrelevant because “not all women are like that.”

I don’t believe in unicorns, but if a man thinks he has found one—a wife who is one-in-a-million—it makes little
difference. People also survive their parachute not opening, but no sane man is willing to jump out of a plane
without a parachute. I find it both silly and annoying for guys to remind people that “sometimes it works out.” Big
deal!



Sometimes men almost go broke from spending tens-of-thousands of dollars at the casino, but a few eventually end
up hitting the jackpot before they find themselves sleeping in a cardboard box. Despite those who claim the odds can
be beaten, I’m not going to start loading my life savings into a slot machine.

Even if a man finds the elusive unicorn, or if one-day such women were bountiful, the real question is: is there any
benefit whatsoever to getting married?

With that, I invite you to ponder the 101 Reasons Why You Shouldn’t Get Married.



Chapter 1 - Buying Your Way into Prison
 

“There is no deception on the part of the woman, where a man bewilders himself: if he deludes his own wits, I can
certainly acquit the women. Whatever man allows his mind to dwell upon the imprint his imagination has foolishly
taken of women, is fanning the flames within himself – and, since the woman knows nothing about it, she is not to
blame. For if a man incites himself to drown, and will not restrain himself, it is not the water's fault.” ― John
Gower, 14th-Century English Poet

Reason #1 – There are Zero Benefits to Marriage

The #1 reason not to get married is that there are absolutely zero incentives or long-term benefits to getting married;
marriage is an agreement that serves women, not men. Marriage amounts to little more than a scam in which a man
is roped into committing to a woman under the pretense that his service and loyalty to her will reap him various
rewards that he could not somehow otherwise obtain.

The divorce rate is not, in fact, the chief reason not to get married, because even a marriage that lasts until death
brings no more benefits upon a man’s deathbed had he stayed single. However, with the advent of no-fault divorce,
and the institution of alimony and child support, marriage is not only devoid of any benefits but has been reduced to
little more than a racket in which a man is risking almost everything for virtually nothing. A woman takes zero risks
in marriage yet reaps all the benefits.

On the surface, it seems that there are numerous benefits to having a wife, but upon examination, they all evaporate.
There are really only four key things that a live-in wife offers: cooking dinner when you get home from work;
cleaning the house; companionship; and, sex. Out of these potential benefits, the only thing that a woman really
brings to the table is her looks and the promise of decades of sex. The longer a man is married, the less sex he’ll
have with his wife, so that can be crossed off the list as well.

Since modern women are loath to cook, and a man can easily cook for himself, eat at restaurants or order delivery,
for much less money than the expense of courting a woman for marriage—and paying for the married lifestyle—it’s
just not worth it. Even a wife that never fails to cook dinner cannot be seen as a cost-effective benefit in light of
much more inexpensive options. A man can eat a gourmet dinner five days a week for between $500 - $1000 a
month, which is far less than the cost of getting married and the additional expenses accrued from having a wife, and
being forced to pay alimony or child support.

Only men who are filthy and extremely busy, but are somehow also too poor to afford a housekeeper, would think
that it’s a good idea to get a wife to keep the house clean, yet a wife is orders of magnitude more costly than a maid.
Moreover, most modern women are allergic to the very thought of cleaning up after a man, washing dishes and
taking care of the laundry. A professional housekeeper will clean your house for $50 - $200 depending on its size
and the median income bracket of where you live. As we will see later, when married men help out with the dishes,
folding the laundry, or do other women’s work, they end up getting less sex from their wives. Despite this, hordes of
married women complain that their husbands don’t do enough housework, and countless articles advise men to
contribute to traditionally feminine chores to have a happy marriage. Precisely what is the point of providing for the
lifestyle of a woman if you have to do some of her work? No sane man would agree to have a guy live with him
free-of-charge in exchange for keeping the house clean, and then tolerate the bum complaining that the guy paying
the bills needs to help out with the chores.

Some might say that companionship is also a benefit but a man can get companionship from male and female friends
and girlfriends, and do so without breaking his bank account. A man can shoot the breeze with his buddies if he
wants someone to talk to or curl up on the couch with a girlfriend if he wants to feel a soft, warm female body next
to him. If a guy is feeling down, he can get some motherly emotional support from a big-breasted female friend
without buying anyone an engagement ring. A single man has the freedom to enjoy companionship in a plethora of
forms without signing a contract that gives a woman the nearly irresistible opportunity to steal his wealth through
divorce rape.

Because marriage decreases the amount of time a man can spend with others, and the variety of companionship he



can enjoy, a wife’s companionship isn’t even on the radar of what she brings to the arrangement. Cooking and
cleaning are out the picture as well because a modern wife is unlikely to do either and a wife is a much more
expensive option even if she does. With cooking, cleaning and companionship out of the picture, that leaves only
sex.

I’ll be covering just how sexually inactive married couples are, along with the lack of blowjobs, lack of variety and
kinkiness, so sex is not a benefit to having a wife either. A woman’s beauty goes right along with sex, but women hit
a biological wall around age 30 that causes their beauty to fade rapidly. At best a woman has from age 18 to age 35,
or 17 years where she really looks like a prize. Modern women are too stupid to realize that handsome, money-
making alpha males aren’t going to want them after they hit 30, so even finding a beautiful young girl to marry is
difficult. Being married means a man is stuck with an aging woman who is likely to gain weight, and is unlikely to
have sex with him more than a few times a year beyond the tenth year of marriage.

Idiots like Eleanor Barkhorn, the former chief editor of The Atlantic, encourage women not to get married early. In
her article “Getting Married Later Is Great for College-Educated Women,” published on March 15, 2013, to
TheAtlantic.com she noted that the average age of marriage in the United States is 27 for women and 29 for men. In
1990 guys were marrying girls when they were 23, and in 1960 they were grabbing them up at 22. Of course, that
was before feminism kicked in and started to convince women that freedom and happiness could be found in a job,
and being a housewife was slavery. With the advent of the birth control pill in 1960, and feminists went full steam
ahead and excreted the sexual liberation movement, which encouraged girls to go get ran-through by the whole
football team. Today SlutWalk is a transnational movement in which women parade around naked, defending the
right to ride as many cocks as they want without being shamed for their behavior. Meanwhile, stupid girls complain
that there are no good men left to marry.

Contemporary girls usually start thinking about marriage around age 25, but finally find some sucker to marry them
around age 27. By this time the girl’s had more pricks in her than a secondhand dartboard. At age 27 she only has a
few more years left before she hits the wall. Realizing that successful alpha males are paying her much less
attention, she’ll start to come down from the high of the cock-carousel, and finally tune-out feminist rhetoric from
friends she met in her Women’s Studies class. She knows that by the time she hits 30, only low-income earners, and
ugly, fat, stupid, old or otherwise desperate males will want her.

Is it any wonder that the number of marriages has plummeted to a record low?

The guys that are getting married are the suckers who think they can beat the divorce odds, have a severe case of
oneitis, or have set their brain on autopilot and are following a program that says “that’s what you’re supposed to
do.”

The big picture of marriage is that there are absolutely zero benefits for a man to get married. On the other hand,
women receive a host of benefits for suckering a man into marriage. A wife not only immediately receives the
strong possibility of financial gain through alimony, but if she has children, she’ll also receive child support. In full
view of the facts, a wife isn’t even a depreciating asset but an aggregating liability, because the longer she is with
you, the higher chance she’ll have of securing durational alimony and acquiring your house and other possessions.

Even if the woman decides to stay married, she has secured herself a wage slave who will wholly, or partially,
support her lifestyle. The looming threat of her husband getting financially raped in divorce court means she can
make an ever-increasing number of demands for her happiness. A wife gets a stooge who will buy her whatever he
can afford, put her up in a house that she chooses, make sure that her vehicle is well-maintained, spends the holidays
how she wants and will serve as an emotional punching bag whenever the mood suits her.

A wife is more expensive than a maid. A wife is more expensive than eating at a gourmet restaurant five days a
week. A wife decreases the variety of companionship a man can enjoy and limits the time he can spend with friends
and family. A wife means a man is stuck with the same sexual partner that has a small window of youthful beauty,
and who will inevitably have sex with her husband much less than before they were married. A wife also means that
a man’s income can be plundered.

The simple reality is that marriage is for women, not men. The engagement ring isn’t for you, it’s for her to flaunt
the value of her vagina. The wedding ceremony isn’t for you, it’s for her to celebrate that she’s secured a workhorse

https://www.youtube.com/watch?v=RQirMw5H5SI
https://www.youtube.com/watch?v=KdolOGsn5-U


in the form of a husband. The honeymoon isn’t for you, it’s to give her photographs that she can use to make her
friends jealous of how much money you spent on her. The larger and much more expensive house isn’t for you, it’s
so she can feel safe and secure as the queen of her nest and flaunt at what price her husband has appraised her
furburger.

There are zero benefits for a man to get married, so there is no reason any man should.

Reason #2 – Engagement Rings Are Expensive & Stupid

Anne Chertoff, a trend expert at WeddingWire, told Forbes in 2017 that the average engagement ring is around
$5,000. The “Real Weddings Study” published by The Knot in 2016 showed that the average cost of an engagement
ring was $6,163. The study noted that the cost had risen 3% higher than the previous year, and was 21% higher than
2011’s average of $5,095. The rising price of diamonds and precious metals has increased the average.

Most men are familiar with the guideline that a man is supposed to spend one month of his gross salary on the
engagement ring, and as of late there have been suggestions to spend as much as 3 months’ salary. What most guys
don’t know is that the guideline, according to Angela Guzman and Christin Perry from The Knot, was concocted by
none other than diamond marketers at the start of World War II to turn a bigger profit.

Men also don’t realize that diamonds aren’t precious. In an article by Robin Dhar called “Diamonds are Bullshit”
published at the Huffington Post on August 5, 2013, he points out that diamonds lose as much as 50% of their value
as soon as you step outside the doors of the jewelry shop. In fact, it wasn’t until 1938 that offering an engagement
ring became standard practice in marriage proposals. In 1938 the De Beers diamond cartel launched a massive
marketing campaign to convince American women that a diamond engagement ring was culturally the appropriate
thing for a man to offer when he bends the knee. After successfully increasing the demand for diamonds, De Beers
then set out to skyrocket the price of diamonds by restricting the supply.

In 1975, another marketing genius, Gary Dahl, sold 1.5 million packages of his Pet Rock for $4 each and became an
overnight millionaire. Funny how people wonder how a man could convince people to buy an ordinary rock just by
labeling it “Pet Rock,” but jewelers have been convincing men to buy women rocks for decades.

When a girl proudly shows off her ring to her equally ditzy friends and says, “Look at the huge rock he got me,” just
remember that she speaks the truth: her fiancé paid for a rock. Next time you see some worthless rock on the side of
the road, be reminded that a diamond is nothing but a translucent sparkly rock—it’s just a rock, nothing more. A
rock on a woman’s finger serves absolutely no purpose whatsoever. The rock is not a tool you can fix something
with; it’s not a tooth in a diamond blade saw, for example. It’s just a rock on a woman’s finger. To really put this
into perspective, I suggest that every man go outside, pick up a little rock and duct tape it to their finger. After
you’ve completed this, stare at it and repeat, “If a man wants to get married, he needs to put a rock on a woman’s
finger.” Keep repeating this until you realize that the only reason why you taped a rock to your finger is because
somebody told you to, and the only reason why you’re supposed to buy a woman a rock, to place on her finger, is
because somebody told you to.

If men stopped letting their brains coast on autopilot, by allowing people to tell them what men are supposed to do, I
think the world would be a whole lot better place. Maybe men will stop spending thousands of dollars to put a rock
on some tramp’s finger. On the bright side, at least the folks selling rocks are laughing all the way to the bank.

Reason #3 - Weddings are a Bad Investment

In a survey of 16,000 couples in the United States, The Knot’s 2014 “Real Weddings Study” found that 45% of
weddings exceeded a couple's budget and 23% lacked the funds altogether. Most brides spent over $1,300 on their
wedding dress alone.

The price of a wedding dress and the wedding itself speaks to a woman’s need to validate the price of her fish-
mitten. If it were up to men, most weddings would be little more than taking a girl to the beach, a park or a church to
have a minister officiate the union. In the delusional belief that we’re marrying our dream girl—who will
supposedly keep us happy for the rest of our years—we wouldn’t care if our sweetheart wore a simple dress she
grabbed right off the rack at the local thrift store. For us, it’s about having finally found the girl we believe will
make us happy. For a woman, a wedding is a way to tell the world how high her genitals have been appraised.



According to The Knot, American couples shelled out over $30,000 for the wedding ceremony in 2015, while New
Yorkers dropped over $80,000. That’s a high price to pay to automatically decrease the amount of sex and blowjobs
you’re going to receive and to promise that you’ll never sleep with any other woman ever again. We haven’t even
factored in the additional expense of a honeymoon, eventually purchasing a larger home, children, the engagement
ring, taking your wife on dates, or otherwise buying her whatever she wants, so you don’t end up sleeping on the
couch.

Knowing full well that modern women equate housework with slavery, just for the price of the marriage ceremony,
you could have a maid thoroughly clean your house every two weeks for the next thirty years. Since virtually every
married man admits that sex with his wife is few and far between, if prostitutes aren’t your thing, you can dive into
courses on how to become a pick-up artist and start banging as many women as you can handle. Most 3-day
weekend seduction seminars by pick-up artist pros only cost $500 to a few thousand dollars. Because many wives
are more likely to throw a fit than bring their husband a sandwich, it makes more dollars and cents to stay single, eat
out or cook your own food—because married men are often doing the cooking anyway.

A wedding ceremony is a bad investment no matter which way you slice it. If you don’t want to break your bank
account just to have the “privilege” to sign a contract that ultimately gives a woman almost complete control over
your assets and your sex life, do not get married.

Reason #4 - Her Lifelong Commitment Requires a Ring

Before the popularization of the engagement ring by jewelers and the diamond cartel, men would do something as
simple as giving a girl their mother’s sewing thimble. Whatever object a man gives to a woman in his marriage
proposal, it ultimately symbolizes a willingness to provide for her.

The fact that women almost unanimously demand an impressive engagement ring should throw up a red flag.
Marriage is an oath of commitment and service to another person. Contrast an oath of brotherhood and friendship to
a marriage proposal, and any man should see what it really amounts to. You don’t have to give a friend anything at
all to earn such brotherly love and loyalty that he might just take a bullet for you. Over a dozen men have been
awarded the Medal of Honor for jumping on a hand grenade to prevent the explosion from killing their buddies—
and these are friends who probably never did much more for them than buy them a beer at the bar.

To secure the supposed lifelong loyalty of a woman, a man must kneel before her in a position of submission and
servitude, and present her with an expensive object—the engagement ring. Since marriage, at least in theory, is
supposed to mean that a man’s wife is his “to have and to hold,” an engagement ring can be likened to offering a
woman a lifelong prostitution contract. The difference between a wife and a real prostitute is that you’re virtually
guaranteed to get laid if you pay a prostitute. If you give a woman an expensive ring, help pay for the wedding
ceremony, put her up in a lovely house, work your ass off to pay the bills and buy her whatever stupid crap she
wants this particular week, unlike a call girl, she doesn’t have to sleep with you at all. Moreover, if you don’t like a
prostitute’s performance, you can tell the whore to kick rocks, order up another skank, and perhaps be out $50 -
$200. If your wife stops putting out, you’re out a $6,000 diamond ring, $30,000 wedding ceremony, $5,000
honeymoon, and you’ll be paying her alimony and child support. Don’t forget you’ll be giving her your house and
custody of the kids.

Her lifelong commitment requires an expensive ring and wedding, but with over 50% of marriages ending in
divorce, what’s the real value of a woman’s word? Apparently, it’s 1 – 3 months of your salary, but I don’t think it’s
worth a nickel of dog shit. I bet you could do a blood-brother ceremony with one of your buddies right now, and his
word is strong enough to bet a whole year’s salary that he’ll remain your friend for life. You can do the blood-
brother ritual for the price of a knife—and a band-aid, if you’re pussy—and you probably already have the pocket
knife. Afterward, instead of blowing thirty-grand on a wedding ceremony, you can blow $300 at the tittie-bar or
treat yourselves to a couple of hookers and get blown.

Reason #5 - Vows are Meaningless and Stupid

Many marriage vows include the words “for better for worse, for richer for poorer, in sickness and in health, to love
and to cherish, till death us do part,” or something similar. This means that no matter how bad things get, the man
promises that he’s going to stay with his wife.



No one would ever make this agreement anywhere else. You wouldn’t stay loyal to a restaurant that replaces their
award-winning chef with a halfwit whose food tastes like cardboard. You wouldn’t continue to work for a company
that treats you like garbage, is on the verge of going bankrupt and has downsized their operations from a modern
skyscraper to a dilapidated building in the middle of the ghetto—unless there were no other options for employment.
Thankfully females outnumber males, so you always have options if you know a thing or two about picking up
women, or if you have a little money.

Wedding vows are literally saying that you are willfully giving up all your options, and will stay onboard even if
things go south. The bride has sworn to the same vows, but women are not creatures of loyalty, and they have
absolutely nothing to lose for not keeping their marriage oath, and everything to gain. Wedding vows are easy to
break for women because women always have options too. It is much more difficult for a man to go to a public
place, seduce a woman he’s not just attracted to, but will also please him sexually and domestically. In other words,
it’s much harder for a man to find a gal that’s “wife material.” A marginally attractive woman, however, can finalize
a divorce in the morning and find another man to throw money at her by nightfall. With the power to easily replace
her husband, and the rewards of alimony, child support and gaining ownership of his house, there is absolutely no
reason for a woman to stick it out “for better or for worse.”

The poetic language of marriage vows conceals the absurdity of what is being agreed to. If marriage vows were
honest “for better for worse” would read something as follows:

I agree that I will stay with this woman even if she gets big as a house, and screams at me if I ask her to cook, do the
laundry or vacuum. I agree to keep this woman as my wife even if she decides to become a raging bitch who spends
my money on stupid crap, runs me down in front of her friends, and tries to prevent me from hanging out with my
buddies. I swear to never sleep with any other woman, even if I find a much more suitable and attractive companion
later in life, and even if she no longer dresses sexy, refuses to give me blowjobs and denies me sex. Knowing full
well that divorce settlements favor women, and that most marriages end in divorce, I agree to risk a significant
portion of my personal wealth and possessions just so I can call this woman my wife. Even though I could just keep
her as a girlfriend, with the freedom to easily dissolve our relationship if she no longer pleases me, I solemnly swear
to commit myself only to this woman. Should I, at some later date, realize that marrying this woman means a drastic
decrease in my personal freedom and happiness and that she is little more than a nagging and unnecessary financial
burden, regardless, I promise to keep her as my wife.

That is what “for better or for worse” really means. Would any sane man agree to that?

Reason #6 - Marriage is Work, Not Romance

On December 27, 2016, Dan Moloney, a chaplain at the Massachusetts Institute of Technology and the University of
Massachusetts-Boston, published an article titled “Marriage is not Romantic” on his blog Spiritual Direction.
Moloney stated, “I usually tell couples considering marriage that there is surprisingly little about their dating
experience that will be important to their marriage experience. That’s because our dating culture teaches us to look
for romance, while marriage is surprisingly unromantic hard work, that requires a different set of skills than staging
a good date.”

The chaplain also pointed out that couples can get married to attempt to solve psychological needs brought on by
previous relationships or childhood experiences. Others make the mistake of thinking that marriage can forever
capture and perpetuate some fantastic romantic feeling they have for someone. Marriage is not a genie in a bottle,
however, in which you can encapsulate some romantic moment into a marriage contract and evoke romance
whenever you want for decades to come. The magic fades, and it fades quickly, as evidenced by countless articles
on how to bring a spark of passion back into a marriage. The fact that most marriages today only last about seven or
eight years, and 80% of divorces are initiated by women, should also speak to how quickly women forget all about
their romantic engagement, romantic wedding, and how they swooned on their honeymoon.

Alain de Botton, a formally trained philosopher, advises couples to abandon the romantic view of marriage in his
article “Why We Will Marry the Wrong Person” published by The New York Times on May 28, 2016. Alain says,
“We need to swap the Romantic view for a tragic (and at points comedic) awareness that every human will frustrate,
anger, annoy, madden and disappoint us — and we will (without any malice) do the same to them. […] Choosing
whom to commit ourselves to is merely a case of identifying which particular variety of suffering we would most



like to sacrifice ourselves for,” and added, “We should learn to accommodate ourselves to “wrongness,” striving
always to adopt a more forgiving, humorous and kindly perspective on its multiple examples in ourselves and in our
partners.”

Why would I want to place myself in a situation where I must accept tragedy instead of joy, and accommodate
wrongness instead of picking and choosing with whom I spend my time? What benefit is there to trading romantic
dates and laughter—with a variety of young, beautiful girlfriends over the years—for a cohabitating relationship
with one woman that requires more money and more work, and that experts admit should not be confused with
romance? As Tiffany Fletcher, a relatively obese woman writing for Famifi.com writes, “Marriage isn't about
romance, it's about work.” I can only imagine that Tiffany’s husband wishes she wasn’t so hard at work stuffing her
face.

Tiffany’s words are quite accurate however—marriage is about work. Marriage not only increases the number of
hours a man has to work on average but if you can’t catch Tiffany because she’s out on another extended lunch
break, any marriage counselor we tell you that marriage in itself is hard work. As they say, “You have to work hard
if you want to keep your marriage together.”

Nowhere else are reasonable men willing to bend over backward to keep a relationship together, except at work—
keeping the boss, clients and coworkers happy—and when we lived with our parents. No psychologically healthy
man will keep a friend in his life if their friendship requires continuously working on making the other person
happy. We may have had a mother or father who was challenging to deal with in childhood, but after moving out on
our own, we no longer have to subject ourselves to their demands. Taking on a wife is to willingly place oneself in a
position that every expert admits is going to be more demanding than remaining single. Cohabitating with a woman
can be likened to moving back in with mommy for the benefit of her food, but somehow forgetting that you don’t
have to live with mom, and put up with all her quirks, to enjoy her cooking.

You don’t have to marry a woman to enjoy sex, a candlelit dinner, or to hold hands with her on a summer’s night
stroll through your quiet neighborhood. There’s one way to kill the romance in a relationship and spend a fortune
doing it, and that’s to get married.

Marriage is not romance, it’s work.

 



Chapter 2 - Meet Your Wife’s Real Husband
 

“If marriage didn’t exist, would you invent it? Would you go, “Baby, this shit we got together, it’s so good we’ve
got to get the government in on this shit. We can’t just share this commitment betweenxt us. We need judges and
lawyers involved in this shit baby.” – Doug Stanhope, famous comedian

Reason #7 - Divorce Rates

If someone asks you why you aren’t married, it should be sufficient to respond, “I’m not married because I don’t
believe in divorce.”

When I read comments from young men who believe they’re too handsome, successful, well-endowed, or good in
the sack, for their wife to leave them, I have to resist the urge to slam my palm right into my face. There are a lot of
guys who still need to wise up and look at the amount of wealthy, good-looking men, with undeniable alpha status,
who end up in divorce court. Movie stars aren’t the best example because celebrities aren’t just wealthy, they’re also
knee-deep in Hollywood weirdness. There are plenty of other wealthy men who tied-the-knot and paid the price.
Thomas Doheny was a handsome, successful man who went through a divorce in 2014. The resulting 260 court
appearances ended up destroying his career. After being ordered to pay $20,000 a month in alimony and child
support, and the judge refusing to lower his payments, even though his earnings declined, Tom took his own life in a
jail cell on November 17, 2017. 

Despite the staggering number of divorced men who end up committing suicide, some guys still think they’ve got it
all figured out. No one is dumb enough to load a six-shooter with three bullets, put it to their temple and believe they
can beat 50% odds. It amazes me that men can see the divorce statistics, read about men getting financially divorce
raped, hear the horror stories from friends and family, and still think they can win betting against the house.

Some guys think they’re safe to gamble at the marriage casino because they’ve developed a superior system to
assess whether or not a woman is marriage material. There are multiple problems with this line of thinking, not the
least of which being that women are, by nature, unpredictable. The main problem with a wife-material checklist is
that it assumes women can be assessed by the same standards as men can. For instance, a man who loves to cook
and keeps his house immaculately clean, will likely still enjoy cooking and be just as OCD about cleanliness twenty
years from now. On the other hand, a woman who possesses the same traits may alter her behavior according to new
conditions, such as marriage, childbirth, a decrease in her husband’s earnings, or an increase in her own. Just
because she cooks for you now, and loves the idea of being a housewife, doesn’t mean she’s not going to change.
The guy who believes he’s devised some magical checklist that will prevent him from facing divorce is nothing but
a fool.

Men are nothing more to women than disposable units of production that exist to provide women with resources.
The survival of the species requires that men fall in love with women, such that they are eager to deliver the fruits of
their labor to them, and are willing to lay down their lives for them. This is not the case with females of our species.
When it comes to relationships with the opposite sex, the two biological imperatives of a woman are 1) to breed with
the best alpha male she can find 2) secure the resources of a male so her and her offspring can survive. These
objectives are not mutually inclusive, and thus one or more men can provide her the genetic material she’s after, and
a completely different man, or several men, can give her the material resources she desires. There is absolutely
nothing whatsoever in these objectives that speak to falling in love with a man, and in fact, to do so would prevent
her from completing both of her instinctive missions.

According to the National Center for Health Statistics, 50% of marriages in the United States end in divorce, and
80% of divorces are filed by women. In their report “National Marriage and Divorce Rate Trends” for 2000 – 2014,
it shows that a couple gets divorced every 36 seconds.

Unless a man is such a feminist-influenced cuckold that he believes that marriage oppresses women, or thinks that
there is a significant shortage of good men, the percentage of women that initiate divorce should be seen to validate
the conclusion: women love the resources they can get from men, but not the men themselves. If a woman’s
biological imperative is to acquire resources from the more capable male, but she can do it by ending the



relationship with him—and thus free herself to make additional gains from other men—then that’s exactly what
she’ll do.

 

Reason #8 – Divorce Courts Reward Women for Destroying Their Marriage

The highest divorce settlement was that of Alec Wildenstein's divorce in 1999 from Jocelyn Wildenstein. Alec paid
out approximately $3.8 billion ($5.6 billion when adjusting for inflation to 2018). His ex-wife famously went on to
get so much plastic surgery that she made herself look like a monstrous creature from a Lovecraftian horror story.

It’s too unsettling to even describe this woman, so I will simply proceed with some more facts.

According to the Internal Revenue Service, in 1997 alimony payments totaled $5.6 billion, but ten years later in
2007, the payout climbed to $9.4 billion. About 97% of alimony is paid by men, and according to IRS data from
2007, men in a low-income bracket are paying out the most, at 20% of their gross income. In other words, a guy
who’s barely scraping by making $30,000 a year is paying his ex-wife $500 a month.

On May 7, 2018, Olivia Rudgard published an article to The Telegraph titled “Rise of women backing out of
divorces as court settlements shrink.” The name says it all; as the High Court of England and Wales has started to
step back from awarding lifelong alimony, women are deciding that they don’t want to get a divorce after all.
Imagine my shock. This goes toward proving the case that women primarily get divorced to acquire a man’s
resources. As for the United States, permanent alimony is still awarded to ex-wives in some states. For a woman to
receive temporary or permanent alimony usually requires being married for five to ten years. It just so happens that
the average length of a marriage that ends in a divorce is 8 years, which aligns nicely with the average number of
years a woman must be married to steal the resources of her ex-husband through alimony.

Child support can also be viewed as a form of alimony, but it is actually superior to it in some ways. Child support
allows a woman to exit a marriage immediately upon confirming her pregnancy, as the birth of the child means she
will still reap some of her ex-husband’s money, regardless of whether or not alimony is granted. In fact, a woman
doesn’t need to marry a man to get pregnant and start collecting child support. An attractive woman can run out right
now, sleep with a man who earns at least six-figures, convince him that she’s on birth control, get pregnant, and start
receiving several thousand dollars in child support in 9 months. If the guy doesn’t pay, not to worry, because the
government has a safety net for her in the form of welfare. She can also go out and quickly find more victims.

Even if a man never wanted to be a father, and immediately forfeits all parental rights to the child, he will still have
to pay the tramp child support. Note too that there is no law dictating how a woman must spend monies received
from child support or alimony. Just as the courts assume that a woman will automatically be a better parent, and thus
deserves custody of the children, if a creature has a vagina it is believed that she will spend child support and
alimony payments wisely. As we will see later, having a vagina also means that when she claims a particular man is
the father of her child, it is always assumed that she is honest.

From alimony to child support—and in the absence of any legal requirement for a woman to have sex with her
husband, or to lift a finger around the house—marriage is a win-win for women. The marriage deal is so good for
women that I have to question the intelligence of any woman who doesn’t want to get married. One beautiful college
educated girl told me that she often had suicidal thoughts because the only job she could find was at a retirement
home where she had to wipe butts. All a pretty female has to do is find a relatively attractive man she can tolerate,
be kind to him, give him great sex and seduce him into marriage. It really doesn’t take much to get a man to agree to
support the lifestyle of a woman.

Somehow though, as was the case with this particular girl, many modern women can’t swallow the thought of
cooking and cleaning for a man and having sex when he wants it. What these girls fail to understand, is that they
only have to keep a man happy until he signs the marriage contract, after which they need only please him at some
rudimentary level, and in return, they will have a robot to protect them and provide for their existence. This girl was
so influenced by feminism that she thought it better to work for someone else, doing a job that was driving her to
suicide, rather than “work” as a housewife for a handsome man of her choosing. I don’t know if that story speaks to
women’s inability to use logic, or to how brain-damaged women have become from the fallout of feminism?



Can any man really imagine what it would be like to have the power to leave your job, pick out an attractive woman
of your choice, and then have all your bills paid for, in exchange for having sex with her, cooking her dinner and
doing laundry? Gigolos make their living having sex with successful women, but the keywords here are “pick out an
attractive woman of your choice.” A gigolo will often swallow his pride and sleep with an old bag if the price is
right; he doesn’t choose the woman, the woman chooses him. An attractive woman can easily get nearly any man
she wants if she just shows interest, is relatively pleasing in bed, acts nice and presents herself as wife-material. The
woman who has the brains to secure herself a husband has effectively acquired a lottery ticket valued at her
husband’s earnings and done so for the low price of looking pretty, having sex with a guy of her choosing, and
acting like a decent human being. The fact that she’s rewarded with a servant who will support her existence, for
doing virtually nothing, is just mind-boggling.

To put the insanity of marriage into perspective, I’ve written the following scenario.

— — —

Johnny lands an interview with the CEO of Husband Incorporated, where he’s offered a cushy office job with a six-
figure salary. The chief executive officer, Bob, tells Johnny, “We’re going to pay you $250,000 a year but if you
decide to quit the job we’ll pay you $125,000 a year for the rest of your life, so long as you’ve worked for us for at
least seven years.”

Johnny replies, “That sounds very similar to a guy paying his ex-wife alimony.”

Bob responds, “It’s very similar. In fact, if you decide to leave the firm after seven years, you’ll get to keep your
office, the desk, the plush leather chair, computer and everything else in it that we paid for. You can also use the
space to start your own business, or to work for a different company.”

Johnny says, “Golly gee, that really sounds like a divorce settlement, where a guy’s ex-wife gets to keep the house
her husband paid for, along with most of his possessions.”

“You’re very perceptive, Johnny,” Bob replies, “We base a lot of the way we do things here on marriage and the
divorce industry. To sweeten the deal, we’re going to give you a $6,000 sign-on bonus, which is about the average
price of an engagement ring. If you decide to come on board with us, we’re willing to spend $30,000 on a Super
Bowl party for you and your friends, that you won’t soon forget, and we’ll give you an immediate two-week
vacation valued at $5,000. That’s about the average price of a wedding ceremony and a honeymoon John.”

Johnny could hardly contain his excitement, but before he could speak Bob cut him off. “You know what Johnny? I
don’t think that’s good enough for a guy like you. How about this? We’re going to let you pick whatever office you
want in the building; you can decorate it however you want, and we’ll buy the desk, office chair and computer of
your choice.”

“Well that sounds real dandy to me Bob, but I don’t if…”

Bob cut him off again, “We’re going to open a line of credit for you so you can buy a whole new wardrobe of suits,
shoes, and ties.” “That’s sort of like how a husband buys clothes, shoes, makeup, and stuff for his wife, right?”

“You really are sharp as a tack Johnny. You know husbands often pay for their wives to go to the beauty salon and
to get their nails done, so we’re going to go ahead and take care of all your haircuts…and what the heck, we’ll pay
for your gym membership or a professional massage once a month—your choice.”

At this point, Johnny was thinking that this job was just too good to be true, so maybe he’d better ask about the
qualifications. “Well sir, I hope I’m qualified for all this. I don’t want to let you down.”

At that, Bob leaned back and chuckled, “You’ll have to pass a simple test that a chimpanzee could ace, just to see if
you can handle the tasks you’ll be in charge of. At this stage, there’s really only two things you need to pass this
interview with flying colors.” “What’s that Bob?” “Well, you have to be a nice guy, and you sure seem like a swell
guy to me.”

Bob stopped for a moment, furrowed his brow and then turned his chair to face the window. “Johnny, I don’t want
to sound like one of those twinkies or anything, but you have to be good looking to work here. I think you’re a



handsome fellow, that probably does well with the ladies. Am I right?” “Well, yes sir, I do okay…and thank you for
the compliment, but do you guys do any criminal background checks, personality profiles, or IQ tests or anything?”

Bob laughed again, which started making Johnny wonder if he was the fool for believing he deserved such a sweet
deal, or if the fool was sitting across from him.

“To answer your question Johnny, one of our subsidiaries does a little bit more intensive screening process for job
applicants, but it’s pretty much a company-wide practice here at Husband Incorporated to hire on someone so long
as they have a nice personality, and are a relatively attractive individual.”

Johnny crossed his arms and pressed again for more details. “Your job listing in the paper was kind of vague, so
exactly what am I going to be doing if you hire me?”

For the third time, Bob let out a laugh. “Johnny, Johnny,” he said, sighing as if Johnny was a rookie who just didn’t
understand the industry, “Listen, you don’t have to worry about what your job duties are, because as soon as you
complete orientation, you don’t actually have to do anything at all. In fact, if you want to come to the office dressed
like a slob, throw temper tantrums, annoy your coworkers, refuse to answer phone calls and let unanswered emails
pile up, that’s fine by me. It looks like you’re a fit guy now, and as I said, we only hire attractive people around here,
but you can stop working out and start eating ham hocks and cupcakes, as soon as you’re hired. So long as you stick
with us for about seven years, we’ll pay you half your salary for the rest of your life, and you can keep the clothes,
the office and everything in it.”

“With all due respect sir, that just doesn’t make sense,” Johnny replied, still crossing his arms like he was being
roped into a scam. “Relax John, you look really concerned, but let me assuage your worries.” Bob clicked his pen
and then pulled out a thick packet of papers, dropped it on the desk, and then leaned back and gazed out the window
like he didn’t have a care in the world.

“You know what that is John?”

“Well, it says it’s an Employment Contract.”

“That’s right Johnny boy,” Bob replied, “Like I said, here at Husband Incorporated we base everything off of
marriage and divorce. Does a wife have to maintain her appearance or lift a finger around the house?” Before
Johnny could reply, Bob burst out, “No, of course, she doesn’t.”

“This here Employment Contract guarantees everything I’m promising you, and then some. In fact, if you want to
review our company’s legal history, you’re welcome to it. What you’ll find is that we lose almost 100% of our court
cases anytime we go up against a former employee who doesn’t feel they got exactly what they were entitled to.”

Johnny finally unfolded his arms as something began to click in his mind. Having known guys who were taken
through the ringer in divorce court, perhaps if there are men who are dumb enough to keep getting married, maybe
there could actually be an entire corporation that was silly enough emulate the institution of marriage.

“Okay,” Johnny chimed in, “What happens if I get fired before the seven-year mark? I mean you’re promising half
my salary will be paid to me for life, if I work here for seven years, but what’s stopping you from kicking me out the
door before that?”

Bob clicked his pen again, tucked it into his inside jacket pocket and turned to face Johnny. He lowered his voice
and spoke very seriously, “I understand your concerns. The best thing to do is just to convince us to hire some of
your friends. If we end up firing you, we’ll pay you a minimum of $500 a month for every friend you recruit into our
workforce, and we’ll keep up those payments for 18 years. You can even have your buddies leave with you the day
you get fired, and we’ll still keep up the payments.”

Johnny interrupted, “That’s sort of like child support, right?”

“Yeah John, but I want to back up because you said something earlier that kind of concerns me.”

“Okay.”

“Well…it’s nothing to worry about, but I just want to be real clear on this, so we know we’re on the same page.”



“Okay, what’s that,” Johnny said, for the first time feeling he might not get the job.

“Johnny, a few moments ago you said the words “work here.” When you come on board with Husband
Incorporated, we work for you—and I mean that. For instance, if you need your office remolded or rearranged, we’ll
do all the heavy lifting. We’re hiring you to do some menial tasks, no more difficult than cooking a simple meal or
cleaning your house, but if you just want to lay around all day and watch television, that’s fine too. We’ll do the
work for you. We’re here for your pleasure John. In fact, you can come and go as you please. We will, of course,
draw up a schedule for you, but you can spend your time working for someone else during the hours you’re
supposed to be here.”

Bob winked with a sly grin, “Might I suggest you spend some of the hours—that you’re scheduled to be here in your
office at Husband Incorporated—over at Infidelity LLC instead. They’re located right across the street. Granted,
they don’t pay as well, but the girls over there will pay for any dates you go on, and give you all the sex you ever
wanted. The only downside is the gals at Infidelity love to trash talk Husband Incorporated, so you’ll have to put up
with that.”

Johnny was about to ask what kind of ladies worked over at Infidelity, but he figured it would make him sound
uncommitted to Husband Incorporated, so he remained quiet.

“Just to finish up John, I want to return to our version of the child support system. Our way of symbolically
representing that you’ve brought a child into this marriage is if you recruit a friend to come on board with us. Once
again, if you get fired before the seven years are up, we’ll pay you a minimum of $500 every month, for 18 years,
for each friend you bring into the company. The best part is that the more money our company makes, the more
money you’ll get for each one of your pals you recruited.”

Bob paused for a second as if he missed an important detail.

“Come to think of it Johnny, maybe that isn’t the best part. You see, we’ll actually help you bring your friends into
the firm, and even if we don’t like the idea, you’ll have the power to demand that they work here. Moreover,
although it is true that we could fire you, we absolutely positively have no authority to terminate the employment of
your buddies. If you want a friend to come work for us, we’re stuck with him unless you say otherwise.”

“So that’s sort of like how guys have no legal authority to force their wife to have an abortion, and a woman can
also easily get pregnant by lying about being on birth control. Is that correct?”

“Exactly John…and just a little nudge-nudge-wink-wink, if you make friends with someone over at Infidelity, we’re
more than happy to hire them, so long as they don’t actually say they used to work for Infidelity. Hey, what we don’t
know won’t hurt us right?”

“I guess so Bob,” Johnny replied.

“You know, I was reading the other day John, that there are around 300,000 paternity tests performed in the United
States every year, and about 1/3rd end up proving that the man the woman claimed was the father, isn’t actually the
biological father. If the guys around here have really stuck to our mission to emulate marriage and divorce, I’m
willing to bet that about a third of the employees we’re paying here actually came over from Infidelity.”

— — —

Admittedly, that short story is pretty silly, because no corporation would ever agree to those terms. A company that
would reward employees for leaving, and have no means of enforcing a work ethic, would go bankrupt. If a
company didn’t thoroughly screen applicants, yet gave them sign-on bonuses, threw parties for new hires and gave
them all expenses paid vacations the day after they’re hired, their stocks would plummet. Every business magazine
in the world would be calling them incompetent, while the editors and journalists would be secretly sending in their
resumes. It makes me wonder then, how men can continue to get married when women are rewarded for getting
divorced. I sense that this foolishness primarily comes from men thinking that the female across from them
genuinely loves them. Men also have the ego to believe that they are such a great catch as a husband, that their wife
would not leave them. The divorce rates say otherwise.

Reason #9 - False Domestic Violence Allegations



A law enforcement officer friend of mine once told me how his wife almost succeeded in having him arrested on a
false charge of domestic violence. George was standing around in the living room when his wife suddenly rushed
out from the kitchen, knife-in-hand, and knocking him off-balance with a back-hand, he flipped over the couch. His
wife then proceeded to straddle him and started trying to cut his shirt off with the kitchen knife, but accidentally cut
both the fabric and his flesh. His children quickly called the police. When a patrol car pulled into his driveway,
George stumbled out the door with blood all over his sliced up shirt. Despite his wife showing no signs of abuse, she
took flight outside and simply said, “He did it.”

His fellow officers then immediately handcuffed him and were about to put him in the patrol car if it were not for the
children running out to the policemen, and telling them what had transpired. When I asked George what instigated
her attack, and why she wanted to cut him, he insisted that he sincerely believed she had no intention of cutting him
with the knife, but for some unknown reason wanted to slice up his shirt. George was at a complete loss for words as
to why she flew into a rage and stated that it was completely unforeseen. For the record, George was the pastor of
his church and was loved and respected by his community.

The United States is not the only country suffering from women being given the power to charge men with domestic
violence without evidence. Russia Today, a news outlet uploaded a mini-documentary to YouTube on February 10,
2016, titled “No Woman, No Crime: Israeli Men, Legally Harassed by Women.” The documentary shows to what
lengths feminist-empowered Jewish women will go to get what they want from men. Jewish girls in Israel have
carte blanche to bring charges of rape and domestic violence against men without presenting a shred of evidence
and often do so if a man refuses to marry them, or a husband or boyfriend doesn’t do what they want.

In my life, I once dated a girl who later proved to be completely off her rocker. One night she refused to leave my
house, so I went into the bedroom, pushed her back so she couldn’t get in and quickly locked the door, thinking that
she would eventually leave. In the morning I found her sleeping on my couch, and demanded again that she leave.
She told me that she wasn’t going to leave, and instead was going to call the police and say that I abused her if she
didn’t get her way. I secretly dialed 9-1-1, held the phone behind my back and loudly said, “So, you’re going to lie
to the police and say that I physically abused you, just because you’re upset with me,” to which she responded in the
affirmative. I then put the phone to my head and told the emergency operator, “You just heard this woman admit
that she’s going to fabricate a story of domestic violence. Please send over a patrol car to remove this psychotic
woman from my house.” The crazy lying bitch then screamed, “I can’t believe you would do this me,” and stormed
out of my house in a huff.

A false domestic violence charge is just one of many strategies women can use to control their husbands. If a man
accuses another man of having struck him, law enforcement will require evidence. If a creature has a sausage-wallet,
it is automatically assumed that whatever man she accuses of having hit her must be guilty, regardless if there is no
evidence.

Reason #10 - False Rape Allegations

Various sources have claimed that false rape allegations account for only 3 – 4% of reports of rape, but I genuinely
believe they pulled those numbers right out of thin air. Philip Rumney published his study “False Allegations of
Rape” in The Cambridge Law Journal in March of 2006. He found that false rape accusations accounted for 10 –
50% of reported rape incidents. In 1994 Eugene Kanin of Purdue University published the results of his
investigation into false rape allegations. Eugene chose a small community of 70,000 people because, unlike in many
larger jurisdictions, the police department had the resources to "seriously record and pursue to closure all rape
complaints, regardless of their merits.” He also stated that their investigation "always involves a serious offer to
polygraph the complainants and the suspects" and "the complainant must admit that no rape had occurred. She is the
sole agent who can say that the rape charge is false.” His findings? Out of 109 complaints filed between 1978 to
1987, police concluded that 45, or 41%, were utterly false.

Feminists try to explode these findings by essentially claiming that police officers are too incompetent to tell
whether or not a woman is lying or not. A police officer writing for ReturnofKings.com said the following in his
article “A Police Officer Shares His Personal Experiences With False Rape Claims,” posted December 16, 2014:

“In my experience, I have investigated many different rape cases that ultimately turned out to be false, with some
common reasons behind the initial claim.  I have seen multiple instances of a girl claiming rape after she was caught,
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or about to be caught, cheating on a boyfriend. I have seen a girl cry rape to avoid getting in trouble for being out
past her curfew, which would have violated her probation. I have seen a girl from a religious ethnicity claim rape
after getting pregnant through consensual sex, in an attempt to avoid the stigma of an out-of-wedlock pregnancy. I
have investigated the rape claim of a girl at a house party, which ultimately turned out to be nothing more than
regrettable drunken party sex. And finally, I have seen multiple examples of false claims stemming from mental
illness, psychosis, and delusions on the part of the woman, with various motivations behind such claims.”

After one particular incident where a girl admitted she was lying about being raped—because she didn’t want her
boyfriend to find out she was cheating on him—the officer stated that his fellow officers got into a conversation in
which they tried to recall a single incident where a grown woman had inarguably been raped. He stated, “…all of us
were racking our brains trying to think of one incident that we could recall of an adult rape claim being real. This
was a combined total of roughly 50 years of law enforcement experience, both patrol and investigations, and
between us we could only think of one example involving adults off the top of our heads.”

Despite the efforts of law enforcement officers to sniff out liars, many men are still sitting in prison because of a
woman’s lies.

In 1988, Dion Harrell was sentenced to eight years in state prison for the rape of a teenager in Long Branch. Dion
served four years before DNA tests proved beyond a shadow of a doubt that he was innocent.

William Barnhouse served 25 years in prison for rape before DNA tests confirmed the woman had made up the
whole story.

Cornelius Dupree Jr. spent 30 years in prison for rape before DNA tests proved his innocence.

Danny Kay spent three years in prison over in England until his sister-in-law happened upon some deleted Facebook
posts that proved his innocence.

Thomas Webb III spent 13 years in prison for rape before DNA evidence proved the woman who had twice picked
him out of a lineup of other black men, had chosen the wrong guy.

On the surface, false rape allegations wouldn’t seem to be a concern in marriage, but with the institution of marital
rape laws, women have been granted an additional means to punish a husband who does not do as she sees fit. For
instance, one man shared with me that in the last year of his marriage, his wife told him that if he tried to touch her
sexually, she would call the police and cry rape.

Reason #11 - Her Real Husband is the State

When a man signs a marriage license, he is creating a legal corporation wherein he, his wife and the government are
now legally bound together. Black’s Law Dictionary defines a license as something that grants "permission by
competent authority to do an act which without such permission, would be illegal." In effect, the government is
saying that it is illegal for a man and woman to vow an oath of marriage without the consent of the state. No man
regards the state as having the authority to declare with whom he may swear an oath of loyalty, but that is exactly
what every man is admitting by signing a marriage license.

Women intuit precisely who has the real power in the marriage, for it is the entity that supposedly has the ability to
say whether or not the marriage exists. No matter how much a woman reminds her man that he is her husband, it is a
complete illusion. The real husband of every woman, no matter whether they are married or not, is the government.
If a woman doesn’t like how her live-in husband behaves, she can merely threaten the force of law to adjust his
behavior. Financial divorce rape, alimony, custody of the children, false allegations of domestic violence, fabricated
stories of child abuse or marital rape, are all at a woman’s disposal through her real husband, the state.



Chapter 3 - Meet Your New Wife
 

"Women are directly adapted to act as the nurses and educators of our early childhood, for the simple reason that
they themselves are childish, foolish, and short-sighted—in a word, are big children all their lives, something
intermediate between the child and the man, who is a man in the strict sense of the word. Consider how a young girl
will toy day after day with a child, dance with it and sing to it; and then consider what a man, with the very best
intentions in the world, could do in her place.” - Arthur Schopenhauer, 19th-century philosopher

 

Reason #12 - Living With a Child

Some guys say that it is hard to determine what a woman really wants, and numerous books and articles have been
written to help men figure out what makes women tick. The only men who find women’s thinking to be mysterious
are those who try to assess them according to male standards of thought. The myth of equality has clouded men’s
ability to see that women are very different creatures than them.

The female mind is not too dissimilar to that of a child. Children do not concern themselves with the aftermath of
their actions, as they are interested in their immediate gratification. If he is allowed, a child will gobble up fistfuls of
sweets and consume nothing but sugary beverages all day long, regardless of whatever health warnings he’s been
given. The child is after how things make him feel. Grown women are also interested in how things make them feel,
which is evidenced by, among other things, their spending habits. A wedding dress she’ll only wear once, a diamond
ring that lost half its value as soon as it left the store, and a $30,000 wedding ceremony are all complete wastes of
money but cherished by women because of how these things make them feel. The fact that women initiate over 80%
of divorces, and a parade of single mothers can be found on dating sites everywhere, speaks to their poor judgment,
indecision, and inability to weigh the long-term ramifications of their actions.

Just like a fat kid who will consume as many donuts as his parents will give him, women are also more likely to be
obese than men. A higher likelihood of weight gain in females is partly due to genetics and an instinct to pack on
pounds for the purpose of survival, but the more gynocentric a society is, the fatter it becomes. A child cannot be
held responsible for the food he is provided, in what portion it is given to him, nor held to account for his parents not
requiring him to play outside and exercise. It is then unfair to hold a child responsible for his weight. Here too,
women demonstrate that they want to be treated like children. “Fat acceptance” is the push by women to shame men
into accepting their obesity rather than taking responsibility for their own actions. Social networking websites are
littered with images of fat models, accompanied with captions saying how women who are grossly overweight are
just as beautiful as girls who are fit and healthy.

Adulthood is categorized by independent decision making, personal responsibility and financial independence.
Regarding independent thinking—despite feminism attempting to convince women that they should be rulers of
their own destiny—various surveys have shown that women want a man to be the decision maker in a relationship.
As for personal responsibility, virtually every real or imagined adverse condition that women are in, or have
experienced, is blamed on men. For example, the claim that women earn $0.70 for every $1.00 a man earns is an
often repeated myth by feminists. In the book Why Men Earn More: The Startling Truth Behind the Pay Gap and
What Women Can Do About It by Dr. Warren Farrell, the author shows that women earn less than men because they
choose jobs that don’t pay as well.  In college, men prefer to major in studies that will help them secure a place in a
high paying occupation, but the majority of female students do not. Somehow, even though women are making these
choices, it’s still the fault of men.

As for financial independence, a woman’s biological imperative is to seek out a male who has access to the
resources she desires. Feminism has only succeeded in making it easier for women to make bad decisions without
having to take on the responsibility of acquiring resources with their own two hands. A woman who reproduces with
a man that she later claims isn’t a suitable mate, is rewarded for her poor decision making through child support.
The courts almost universally awarding women majority custody of the child is an additional pat on the back.

The vast majority of pregnancies are unplanned and were unwanted by the male, yet despite women having ready
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access to birth control, somehow these supposedly adult creatures keep getting pregnant. In 2014, an estimated
926,240 abortions were performed, which represented 19% of all pregnancies for that year. If a man offers his buddy
a peanut butter and jelly sandwich, but his friend is allergic to peanuts, whose fault is it if he eats it? Unless a
woman was raped, or for some reason, the birth control honestly didn’t work, the onus is always 100% on the
woman if she gets pregnant. She’s the one with the womb, easy access to affordable and effective birth control, and
men cannot get pregnant.

There are very few instances of a pregnancy being the result of rape, and most abortions are done for unmarried
women in their 20s, according to the Center for Disease Control. The need for an abortion means that there was lack
of good judgment on the part of the woman, yet a gynocentric society would have us feel sorry for these women
who failed to use birth control and failed to act responsibly. Single mothers are applauded for having made a poor
choice in a mate and having abandoned the father of their children. Despite the fact that study after study shows that
raising a child in a mother-only home is one of the worst things you can do to your offspring, we’re supposed to
cheer on single mothers as excellent examples of strong and independent women.

A woman who files for divorce is rewarded through divorce settlements and alimony, and will usually gain
ownership of the house her ex-husband worked his ass off to pay for. This is like rewarding a child with a lifetime
supply of ice cream after she throws her ice cream cone on the ground and screams that it wasn’t the flavor she
really wanted.

The idea that a man can take advantage of a woman who is intoxicated and find himself locked up in prison for date
rape, even if he and the woman were both under the influence of alcohol when they had sex, also speaks to the fact
that women think like children. If two men go out for drinks and one guy says, “Why don’t you drive us over to
another bar, because this place sucks,” and they get into an accident, whose fault is it? The drunk driver who
operated the vehicle is at fault and will be tried as an adult who decided to make an irresponsible decision. Even if a
man is so drunk that he can hardly walk, if he has sex with a woman who had a glass of wine, she can easily argue
that she was date raped and likely win her case in a court of law. Why? Because even the law seems to know that
women are essentially children, and feminism wants to keep it that way.

Reason #13 – Women Love to Play Games

Pick-up artists (PUAs) refer to a man’s toolbox of seduction techniques as “game,” and for good reason. Seducing a
woman is very much like playing a game in which the man must press a series of buttons in the right combination to
gain access to her penis-garage. The mission of the PUA is to take note of the game a particular woman wants to
play, but skillfully move her onto his own game board where he makes the rules.

Women love to play games and do so in such subtle ways that many men don’t detect it. The most popular female
game is the shit-test, in which a woman will say or do things to determine how much a guy will put up with her shit.
Depending upon his score at the end of each shit-test round, she’ll be able to ascertain whether she’s dealing with an
alpha male, a beta male suitable for extracting resources, or if the man’s alpha male status has fallen. A girl who
shows up late could be testing your reaction. Will you tolerate her disregarding the importance of the plans you
made for the evening? Do you consider access to Miss Flappy—her asshole’s fishy neighbor—to be more valuable
than your own time? If she decides to put less thought into her appearance, will you complain or keep your mouth
shut because you don’t want to ruin the chance of getting a blowjob? Cheating, or suggesting that she be allowed to
see other people, is the ultimate shit test. Are you dumb enough to keep providing this whore resources even though
she’s been getting railed by Chad?

If a man takes a girl out on a nice date but she doesn’t give him sex, yet says she’s looking forward to another date,
she’s playing a game. The purpose of this game is to convince the male that she is a prize worth chasing and to
assess just how much value he places on her fish-mitten. After a few dates, it will give her some sense of just how
many resources she can extract out of him. If the amount is sufficient, she will sleep with him, and thus—very much
like training an animal—subconsciously link in the man’s mind that providing her resources equals his sexual
gratification. A woman who spent her college years riding Chad-cock can also appear to be a modest girl by
withholding sex on the first few dates, even though she’s been ran-through more than an offensive line.

A girl who gets engaged is likely to throw out a few random shit-tests to glean some prediction of how married life
will be with her new fiancé; so too, will a girl who is actively on the prowl for a boyfriend that meets her standards
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for “husband material.” Females are instinctively attracted to confident and capable leaders so any man who is
willing to put up with their shit cannot be the pinnacle of alpha male leadership. This is why women are attracted to
bad boys that don’t appear to care about them and refuse to put up with their shit. However, women are often forced
to decide between the alpha male who has valuable genetic material in his ball-sack, and the provider-male who has
valuable resources in his bank account. She wants to know which one you are so she can figure out her next move.
A provider-male will be at the top of the list, after she’s ridden enough Chad-cock to turn her vagina into a pound of
meat loaf, and realizes that her beauty is fading and her fertility window is closing.

Having secured a robot in the form of a husband, a wife will increase her shit-tests, to ensure that the resources he
accrues through his hard work will be used to appease her, and her alone. Like a girl warming up to a horse, so she
can ride it, the question is, “Just how much weight can I get this stronger animal to carry for me?” Are you willing to
do some of her household chores, even though you’re working 60 hours this week? Exactly how much does your
wife really need to spread her legs to keep you handing over your resources, but at the same time, prevent you from
walking out the door? 

This is why women are such terrible communicators. Their goal is not to communicate the truth but to gauge
reactions. Therein is the unfortunate reality to the joke, “No means no…except when it means yes.” How many guys
rolled their girlfriend over and pounded her pussy into the mattress after she said “no” to sex, only to be told after
the money-shot, “I really love how you just took charge?” On the other hand, how many men are sitting in prison
because a woman said yes to sex, but regretted it the next day and called in a false rape allegation so the cum-slut
wouldn’t have to admit to herself how slutty she acted?

A wife might see if she can get you to cancel your trip to the gun range with your best mate, just to see if your balls
are still in her purse. A wife might say, “I just want to be left alone,” and then get angrier when her husband
complies and drives off to the bar, only to tell him later, “I really wanted you to hold me.” Do you really want to
spend your life playing stupid games and guessing whether or not what your wife said to you is just another one of
her shit-tests?

Reason #14 – Women Live for Drama

Men use their strength and their knowledge of how objects work to get the resources they need. As women are the
weaker sex, they must rely on a variety of other strategies to attain resources and social power. Women love drama
and gossip because they generally lack the inherent attributes to amass a lot of resources through other means, and
are typically not interested in other avenues.

Drama is used both as a method to control men, but also as a means to feel alive. A man feels alive and
accomplished through the strain of his mind and muscles, interaction with the objective world and what can be
logically concluded by observation. Women experience the vibrancy of life through emotion. Whenever emotion
stagnates, a woman becomes deadened to the pulse of existence like someone cut off from sensation in a sensory-
deprivation tank. In the desperate desire to feel alive again, she creates drama, and in so doing, emotions well up in
her like a heartbeat kick-started again on an EKG machine. Much like a bat using sonar to navigate at night, the
pushing and pulling of her drama creates an emotional tension that she then uses to verify her existence.

In Te-Erika Patterson’s article “Why Women Crave Drama,” posted to EliteDaily.com on November 15, 2013, she
wrote, “Women crave drama because we need to experience the exhilaration of uncertainty, the excitement of
having to exercise our creative powers to transform a situation or tame the wild beast.” She also stated, “We are
addicted to the pride that comes from the challenge of overcoming. When there’s no drama eagerly popping up in
our lives, we get lost in soap operas, reality shows and celebrity gossip. We want that "OMG" factor and we want it
every day because without it, we would be numb.”

When a woman creates drama in her relationship, it is a kind of shit-test, in which she feels disappointment when
her man gets upset and marches off, but exhilaration when he returns and they come back together again. If she can
get him to kiss-and-make-up, she validates the value of her cock-sock and receives an emotional high. As Patterson
admits in her article, women are in effect emotional addicts.

Reason #15 – A Nagging Wife Can Literally Kill You



Nagging is defined as constantly verbally harassing someone in an attempt to get them to do what you want them to.
If you tell some beta male cuckold that an essential ingredient for happiness in a relationship with a woman is for
her to keep her mouth shut, he’d likely get his panties in a bunch and say something about equality, or regurgitate
some other feminist twaddle. The “happy wife, happy life” mantra is little more than an anecdote for castrated men
who try to make light of why their testicles are in their wife’s purse. There is some truth to the saying, but not as
most might imagine.

As journalist Francine Russo points out in her article “Here is the Secret to Marriage Happiness,” citing research by
the University of California Berkeley and Northwestern University, the faster a wife backs off and calms down, the
happier the marriage. Researchers also discovered that the length at which a husband remains angry and refuses to
back down had little effect on marital happiness. In other words, the less a woman nags, the happier her husband
will be, and the happier she will be—but the ball is in her court, not his.

The anecdote women should be saying is, “A happy husband will make me a happy wife,” but trying to put the onus
on women is like trying to nail a custard pie to a wall. Women are not creatures of responsibility, as is evidenced by
the fact that they so often claim that everything is the fault of men. 

In a 2014 article entitled “Nagging could cost the lives of hundreds of men” by Rebecca Smith, the medical editor at
The Telegraph in the UK, presents the dark outcome of living with a bitch. Rebecca combed over research published
in The Journal of Epidemiology & Community Health which showed that husbands who live with a nagging wife are
2.5 times more likely to die in the next 10 years than men in less stressful relationships. A woman with an abrasive
attitude has the power to drive a man right into an early grave, yet how many of them are willing to admit it, or are
even conscious of the fact, that they drove their husband to his deathbed? There is no way to ensure that a girl is not
going to turn into a nagging bitch after marriage or pregnancy, but there is one way to find out.

Reason #16 – You Will Lose Every Argument

 Men generally argue for no other reason than to prove they are right or enter into debates to explore the soundness
of their beliefs or theories or even those of someone else. When a woman argues she is playing an emotional game.
What she says is intended to elicit a response. It has nothing to do with facts or logic. This is why you hear women
say things like, “I find that really offensive.” Think of all the guys you know that can be categorized as “manly
men.” Have you ever heard any of them ever say some shit like, “I find that really offensive”?

Women care about how the conversation is making them feel, rather than the soundness of what has been stated. No
amount of evidence can ever win an argument with a woman because it is impossible to argue with feelings.

Before a man opens his mouth to make a point in front of other men, he must be confident that what he is about to
say is built on solid ground and will not make him look like a fool. A man might choose to remain silent until he has
completed necessary research to speak intelligently on the subject. As natural liars, women have no such obligation,
as they are used to winning people over through a display of beauty or an outburst of emotions. I use the seemingly
harsh term “natural liars” because girls learn early on how to exaggerate their emotions, alter their appearance or
feign interest to get what they want. In the school of life, girls come to understand that getting their way has more to
do with how they look and act, rather than what they know. Acting more upset than you really are, in the hopes of
getting your way, is lying. When a woman stuffs her bra, wears a wig, or puts on a girdle to hide her fat, she is lying.
When a woman gets cosmetic surgery, dyes the gray out of her hair and claims she’s ten years younger than she
really is, she is lying.

Dr. Ned Holstein, from the National Parents Organization (formerly known as Fathers & Families), discovered that
“women who fail to pay all of their child support are incarcerated only one-eighth as often as men with similar
violations.” Sonja Starr, an assistant law professor at the University of Michigan, found that men are given sentences
that are 63 percent longer, on average, than those received by women for the same crime. The point is that women
are not used to even having to argue to receive a pass.

As for a passing grade, being an attractive female is also beneficial in the classroom. As Christina Peters and Rey
Hernandez-Julian from the Metropolitan States University of Denver put it, "More attractive students earn higher
grades when they are seen than when they are not seen. In a June 20, 2017 article published in Pacific Standard,
titled “Attractive Students Get Higher Grades,” the two economists noted that a student getting a higher grade for



physical appearance was often “driven mainly by courses taught by male instructors.” On the television show Shark
Tank, in which entrepreneurs have to convince investors to invest in their businesses, female business owners often
burst into tears as a last-ditch effort to get the money they’re seeking—and they often succeed.

If a woman cries, then you’ve already lost the argument, no matter how many facts you’ve laid on the table. Pressing
the issue to make your point to a woman always risks such an emotional outburst. The guy who starts prattling off
facts or pulls out his smartphone to search out a study he knows will win the debate, has missed the point: he has
only proven his willingness to ignore the feelings of the woman he is arguing with. Obviously it is shameful in our
society for some man to overlook the duress of some poor helpless girl in tears, so the apparent brute has lost the
argument.

Do you really want to live with a creature that doesn’t even know how to formulate a reasonable argument?

Reason #17 – Dr. Jekyll & Mr. Hyde’s Menstrual Cycle

While an unmarried man can merely avoid his girlfriend when she’s on her period, or break up with her if she steps
out of line, a married man has years of menstrual cycles to deal with. A woman can become an emotional wreck
when she’s on her period, and many women will become full-blown bitches. Most women don’t like to have sex
when they’re menstruating, so whereas a single man always has options, a married man faces the strong possibility
of going without sex for 4 – 7 days every month and dealing with a bitchy attitude.

A claim that she is having menstrual cramps, whether real or fabricated, will also mean her unwillingness to attend
to her chores, such as washing the dishes or making dinner. An old-timer told me that when he was a Hospital
Corpsman in the Navy, he had to start keeping track of the menstrual cycles of all the female sailors he was in
charge of at the medical facility. He said they would often use menstrual cramps as an excuse to get out of duty.
Apparently, they would enter requests for days off work so often they must have had menstrual cycles that latest
thirty days out of every month. As I said before, women are natural liars.

Reason #18 - Women Can Be Physically Abusive

As little boys, most of us heard the nursery rhyme that says little girls are made of sugar and spice and everything
nice. As for boys, according to the rhyme we’re made out of “snips and snails and puppy-dogs’ tails.” Nothing
negative is being said about boys, but girls are elevated above males by claiming that they’re made out of
“everything nice.” Too many men grow up believing this, so it comes as a shocker when a woman does something
cold and heartless to them.

When we observe a male animal in the wild tearing apart prey we do not think that such aggression is limited only to
the males of the species. Female wolves, snakes, lions, alligators, and sharks can be just as deadly as their male
counterparts. Why is it then that men largely delude themselves into thinking that women are much less likely to
engage in domestic violence?

According to the National Intimate Partner and Sexual Violence Survey of 2010 published by the CDC, 1 in 3
women and 1 in 4 men have been victims of physical violence by an intimate partner and 1 in 7 men have been
victims of severe physical abuse. In their report “Domestic Violence: The Male Perspective,” the men’s rights group
Parity uses statistics from government sources to show that 40% of the victims of domestic violence are men.

Men are three times more likely than women to keep abuse a secret, and there’s good reason. When a man shared his
stories of how his girlfriend abused him on the Jeremy Kyle talk show in Britain, the women in the audience erupted
in laughter, and Jeremy had to rebuke them for their hypocrisy. An abused man can speak out, leave the relationship,
try to defend himself, or refuse to cohabitate with women, or he can avoid relationships with them altogether. If a
man speaks out, he’s likely to be laughed at or ignored, and police are often quick to arrest a male victim rather the
female victimizer.

An increasing number of heterosexual men—calling themselves MGTOW (Men Going Their Way)—are insisting
that refusal to cohabitate is the only safe option.

Many men have regretted trying to defend themselves against an enraged girlfriend or wife, as they found
themselves in jail or prison. It should not be shocking that law enforcement and the judiciary favor women. As I

https://www.youtube.com/watch?v=lyzdpJVA_nQ


mentioned earlier, a study by Sonja Starr, an assistant law professor at the University of Michigan, found that men
are punished with sentences that are 63 percent longer than women convicted of the same crimes in a federal court.
Women are treated like defenseless children that are virtually incapable of lying, while men are treated like brutish
savages capable of the most heinous crimes imaginable.

A wife can kick her husband in the nuts, slap him, spit on him, claw his face and punch him, and law enforcement
will most likely haul him off to jail if he so much as pushes her away in self-defense. Men have been issued prison
sentences of several years just for restraining their wife in such way as to prevent her from continuing to hit them.

Men often don’t tell anyone that they’ve been physically abused by a woman, namely because we like to think that
we’re tough, and we should just suck-it-up “like a man,” but also because it can be embarrassing to admit it. For
these reasons, the number of domestic violence crimes against men from women is likely grossly misrepresented
and is probably much higher.

It should not come as a shock that women strike men so much, as countless movies and television shows have
scenes where an actress slaps a man across the face. Comedies also often feature men getting kicked in the testicles,
or hit in the groin by some object—as if hurting the male genitalia is hilarious. The television show America’s
Funniest Home Videos periodically features videos of men and boys taking a painful hit to the groin. On the
women’s TV show The Talk, Sharon Osbourne cackled uncontrollably like a wrinkled old demon-possessed hag as
she talked about the true story of a man getting his penis cut off and thrown in a garbage disposal. Sharon Osbourne
had the audience, and her round-table of female co-hosts, erupting into sardonic laughter as she said of the man’s
incised genitals, “I think it’s quite fabulous; I mean, can you just imagine that thing whizzing around the disposal—
it’s like hysterical!”

The message is evident throughout the entertainment industry: hitting males is okay, and directing violence at their
genitals is good for a laugh. BreakingTheSilence.org notes that 71 percent of children killed by one of their parents
are murdered by their mother, and 60 percent of the victims are boys. One wonders how much the way males are
portrayed by the media has contributed to the deaths of little boys at the hands of the enraged mothers.

I have a few stories to tell about abusive women that I’m not ashamed to admit, as they have been great eye-openers
for what women are capable of.

When I tried to leave Melissa, and attempted to open our apartment door to walk out, she charged at me and clawed
my face from beneath my right eye, all the way down my cheek. I pushed her back and walked out, dripping blood
from the skin torn on my face. She could have blinded me with her long fingernails. I had never laid a hand on
Melissa until that day I pushed her back in self-defense.

Susan was another interesting case of realizing how little I was valued in the eyes of a woman I treated so well. One
night she went into an epileptic seizure, so I called for an ambulance. Almost as the paramedics came into the house,
Susan’s seizure ended. She signed a waiver agreeing to turn-down medical attention. As soon as the paramedics left
the apartment, she turned to me and began hammering me in the face with her fists. On another occasion where I
was intent on leaving her, I walked out of her place and made my way down the road. She charged after me, and as I
turned to face her, she pummeled me in the face with her fists.

One of the most telling experiences of abuse was that of Angela who clawed my face right outside of a restaurant in
full view of a police officer. I pushed her back in self-defense. It literally seemed like she purposefully fell to the
ground to exaggerate the amount of force I used to defend myself. I proceeded to enter the establishment as we were
there to meet some friends. Angela followed me and sat down beside me. The officer who witnessed the incident
came in, and though she had torn my skin and a trickle of blood was making its way down my cheek, the policeman
merely took her aside, scolded her and walked off.

I never foresaw that any of these women would physically abuse me, but thankfully they were only girlfriends.
Married men who find themselves in an abusive relationship aren’t so lucky. It is not so easy to get rid of a wife, as
divorce comes with the threat of losing a significant portion of one’s assets to a divorce settlement, alimony and
child support. Moreover, cohabitating with a woman can overcomplicate making a safe escape, and there are
virtually no shelters for battered men. Furthermore, law enforcement is more likely to arrest an abused husband
rather than the abusive wife, because having a vagina assumes innocence, and judges will often scoff at a man’s



stories of being beaten by a woman, especially if the judge is female.

The Harvard Business School conducted a study of 11,000 men and women concerning domestic violence. They
published their findings in the May 2007 issue of The American Journal of Public Health under the title
“Differences in Frequency of Violence and Reported Injury between Relationships and Nonreciprocal Intimate
Partner Violence.” They discovered that 50% of relationship violence was reciprocal, but when both parties admitted
to hitting each other, both men and women also admitted that the woman in the relationship was the one who was
most likely to strike first. The Harvard Business School also found that when relationship violence was one-sided,
women were the perpetrators 70% of the time.

The only sure way to avoid being locked in an abusive relationship—or being locked up in prison for defending
yourself against a violent wife—is to not get married.

Reason #19 - Women Can Be Emotionally Abusive

Domestic violence can also come in the form of verbal abuse, and it is often the preferred way that a woman chooses
to hurt her husband. One woman I knew would poke fun at the size of her husband’s penis in front of friends
whenever she was upset with him.

When I was rolling around in bed with one live-in girlfriend, and let her know that I really wanted her to give me
fellatio, she snapped at me and said that I smelled. I had just gotten out of the shower moments ago, and never,
under any circumstances will I have ever let a woman go down on me if I’m not clean—even if the woman is a
prostitute. She made the comment to wound me. I would later find out that she was cheating on me with an ex-
boyfriend, who she admitted treated her like garbage. She was obsessively writing about him in a diary she kept in a
lockbox beneath my bed; the same bed she would tell me she loved me in.

Women say things to get emotional reactions. The outcome is justifiable so long as it returns a desirable feeling.

Reason #20 – Having a Conversation With a Turnip

When you think of a good intellectually stimulating conversation, do you picture talking with one of your pals, or a
male mentor like a father, your pastor or the old-timer that lives next door? While there are women who are well
read, most of the deep-thinkers I know are men.

If someone asks you to think of some famous deep-thinkers, perhaps the names of a few philosophers might come
up. In terms of length alone, the list of female philosophers is actually quite impressive, but can you name even one?
Can you name even one woman who contributed to theology, or whose sermons are cherished by millions the world
over? The subjects of politics, philosophy, theology, economics, history, sociology, business, warfare and
technology are all chiefly the domain of men. These are the things intellectual men are generally interested in talking
about, yet they are not in the interest of most women. By comparison to the depth of conversation one can have with
a fellow man, to get married is to condemn oneself to conversations that amount to little more than the babble of
infants.

Reason #21 - Religious Differences

If being with someone who shares your faith, or lack of faith, is important to you, getting married can be one of the
worst mistakes you’ll ever make. If your wife decides to convert to a different religion, abandons her faith, or goes
from an atheist to a fundamentalist bible-thumper, there’s nothing you can do about it. There a wide variety of books
and videos, hosted at video sharing websites, of people giving the reasons why they lost their religion, or why they
converted to another one. It is foolish then for a man to think that the woman he marries will retain her belief, or
lack thereof, “till death do us part.”

Naomi Schaefer Riley, the author of Til Faith Do Us Part: How Interfaith Marriage Is Transforming America,
commissioned a study of 2,450 Americans through the polling firm YouGov in 2010. In her April 5, 2013 article
“Interfaith Unions: A Mixed Blessing” published in The New York Times, Naomi stated, “While roughly a third of
all evangelicals’ marriages end in divorce, that figure climbs to nearly half for marriages between evangelicals and
non-evangelicals.”

The Barna Research Group’s 1999 study of intra-faith divorce rates discovered that born-again Christians had the



highest marital failure rate out of other Christian faith groups at 27 percent. Jews were the most likely to divorce,
while atheists and agnostics were the least likely at 21 percent.

A 1993 study by Evelyn Lehrer of the University of Illinois at Chicago, found that at the five-year mark 20% of
such marriages between mainline denominations end in divorce, to say nothing of what the future holds in ten or
twenty years. Evelyn also discovered that 33% of marriages between an evangelical and a Catholic, and 40% of
marriages between a Christian and a Jew ended in divorce in five years.

If a couple that shares the exact same belief are not equally committed or equally lax about their religion, it can
become a significant determinant for predicting marital stability. From the earlier findings of the Barna Research
Group, an atheist or agnostic couple might think they have cause for celebration with a divorce rate of 21%, but not
only have divorce rates increased since their 1999 study, but there is also no assurance that a wife will remain a non-
believer. The introduction of children into a marriage, a death in the family, illness of a loved one, or surviving a
near-fatal accident, can all impact a person’s spiritual beliefs. A wife who is an atheist might suddenly return to
church after her father dies. By the same token, a wife might completely dissolve her faith in God after her favorite
nephew dies in a horrible car accident, or her best friend calls her with the sad news that she has cancer.

 

Reason #22 – Her Politics Are Not Your Politics

I will say upfront that I am an absolute monarchist, who believes in the age-old system of the rule of kings, so I do
not favor either the Republican or Democratic parties. However, I think it can be soundly argued that the Democratic
Party is closer to the aims of feminism than the Republican Party. Within that sentence lies the issue of politics and
marriage. I will unapologetically say that male readers who are democrats are more likely to be able to engage me in
an intellectually stimulating and civil debate in defense their politics, than most any woman I have ever met.

The point is that men generally give at least some thought to their politics. Women, on the other hand, are mere
conformists who vie for whatever system would seem to provide them with the most rewards, and the least
responsibilities.

According to the article “Wide Gender Gap, Growing Educational Divide in Voters’ Party Identification” published
by the Pew Research Center on March 20, 2018, “56% majority of women identify as Democrats or lean
Democratic.” It’s telling to note that if a woman is married to a wealthy man, she’s more likely to vote Republican.
The thought process is that her husband’s wealth is also hers, so she votes to protect the resources she has acquired
through marriage. A female’s biological imperative to obtain resources from males translates to the increasing
tendency of women to favor policies that afford them ease of access to the wealth of men.

Men who pride themselves on their patriotism must understand that a woman’s other biological imperative to
reproduce with the best alpha male they can find, precludes them from being patriots. To put it bluntly: women will
spread their legs for the conquerors. When an invading force succeeds in capturing a land, the male soldiers have
demonstrated their superior alpha status. Even if men put up a strong defense against an opposing army, if local
women see greater alpha characteristics in a soldier of the opposing force, their sexual desires will be ignited. It is
essential to understand that pointing this out is not an affront to women. Nature requires that women breed with the
best men they can find to ensure that the species continues to be strengthened. In all, the takeaway point is that a
woman’s political views are illusory.

The other issue at hand is that most women do not have a keen interest in politics. Females are more likely to latch
on to political causes because of how they make them feel, rather than seeking a real understanding of the workings
of government and politics. The study of political science remains a majority-male discipline, yet Shauna Shames
wrote in “Political Science’s Gender Problem” that “women now represent about 25% of tenured political science
professors, up from about 5% in 1980.” In 2016 about 1 in every 5 members of Congress were women. What we
have is a growing trend of women entering into positions of political power and influence, and an increasing number
of women moving over to the Democratic Party.

In a side-by-side comparison of how the Republican and Democratic parties weigh-in on significant issues, it is easy
to see which one caters more to the empowerment of women to the detriment of men, the family unit and the future



of American children. In his “Men in America” report, Tucker Carlson, a news reporter for Fox News, said that exit
polls showed that 74% of single mothers had voted for Democratic Party presidential candidate Barack Obama in
2008. In 2012, 75% of single mothers voted for Obama.

In June 2013, Psychological Science published a peer-reviewed article titled "The Fluctuating Female Vote: Politics,
Religion and the Ovulatory Cycle.” The lead-author, Kristina Durante, an assistant professor of marketing at the
University of Texas at San Antonio, found that ovulation affected women’s preferences for presidential candidates.
CNN cited the research in their article "The Fluctuating Female Vote," but quickly deleted it after a feminist-led
witch hunt ensued.

Taking on a wife can mean cohabiting with someone whose politics are entirely at odds with your own. If your
political enemies offer more cheese in their mousetrap, that’s where you’ll find your wife’s vote. If political enemies
invade your nation and beat your countrymen back, expect your wife to be dreaming of the hard chiseled bodies of
foreign invaders, and fantasizing about their alpha male semen.



Chapter 4 - The Married Sex Life
 

"What's my secret? Drinking martinis, smoking cigars, going out with young girls and eating everything you want to
eat providing you don't have to cut it with a knife." - George Burns

 

Reason #23 – Married Men Have Less Sex

When men daydream about how their married sex life will be, they imagine that they’ll be having tons of sex with
their future wife every chance they get. Some articles even perpetuate the idea that married men have more sex than
single men. Such polls are skewed by the fact that not all single men are created equally, nor have the same goals in
mind.

If we ask one-hundred single men, who are skilled in picking up women, how much sex they’ve had in the past year,
the results will be significantly different from asking a random group. One might argue that a random selection of
men is necessary for a fair and scientific study, but the focus should be on what the average single man is capable of
achieving with some training in the art of seduction. In other words, an honest study would attempt to show what the
best possibilities are for the ordinary bachelor if he is given the best shot at picking up girls.

Since many men have been raised by single mothers and have no formal training in pick-up artistry, the promise that
more sex is virtually guaranteed if a man gets married seems enticing. The methods to seduce Western women have
also changed due to feminism, yet many men haven’t learned or adapted to a new environment filled with feminist-
influenced bitches.

Yet another factor at play is that while almost all single men think about sex multiple times a day, their goals aren’t
the same. For instance, I might go several months without sleeping with any women, just because I’m focused on a
project and don’t want to deal with the distraction. Since I took the time to study various courses by leading pick-up
artists, and I’m an advocate of prostitution, any long dry periods in my life are entirely intentional. The same cannot
be said for men who foolishly signed the marriage contract. Unless a man is willing to cheat on his wife, and can do
so often, the amount of sex he is getting is laughable compared to what a mediocre looking guy whose polished his
seduction skills can do. A guy that has accumulated an enviable amount of money—or can sufficiently convince
women that he is wealthy—is also likely to get more poon than a married man.

If you seek out the confessions of married men online or talk to them privately in person, you’ll find that married
couples have sex once a week, once a month or once a year. The amount of sex a married man gets is directly
proportional to how many years he’s been married. Couples that have been married for five years or more often
report having sex 1 – 3 times per month, and after ten years it drops as low as 1 – 2 times per year.

The guys that are having the most sex are men who focus on keeping a girlfriend no longer than 3 – 6 months;
essentially dumping her the moment sex slows down or she becomes a pest. Since virtually all girls want to bag a
husband, women who think they’ve found a good catch will put out more in the first few months of dating in an
attempt to show their boyfriend a supposed preview of things to come if he’s stupid enough to marry her. Since a
wife is not required to have sex with her husband, and since alimony and child support financially punish the man
who leaves a sexually frigid wife, women have no reason to please their husbands.

Women are driven by two vital biological imperatives: the desire to reproduce with the best possible male they can
find; and, the need to be provided for and protected in a stable environment. A man who secures a girlfriend has
done so because she believes he is an alpha male or possesses alpha characteristics. The female has determined that
he is the best male specimen that she is currently capable of reproducing with; or, she sees him as a beta male
provider who can be manipulated to give her his resources (i.e., money).

It is natural that a female will be turned on by an alpha male, as God or nature has programmed her to be in order so
the species is increasingly strengthened by the genetics of the best males continuing on into the next generation. I
must again insist upon the understanding that I do not hold anything against women for being women, any more



than I hold anything against a dog licking his own ass. If women ignored their biological imperatives, our species
would have died out thousands of years ago.

One critical problem with tying-the-knot is that marriage clouds a woman’s perception of her husband, such that no
matter how much of an alpha male he is, the very act of signing the marriage contract reduces him to a beta male
provider. In the advent of laws that give women tremendous power over their husbands—both in the event of a
divorce and also in the married home—it is impossible for a man to convincingly retain a dominant position.
Women are turned on by men with power, yet marriage strips a man of all his power—thus her natural arousal
response is nullified.

Furthermore, for various reasons married men can lose respect and decline in the pecking order of their friends. The
single guy she once observed happily joking around with his friends, who was always getting looks from the ladies,
and who she assumed was the leader of the pack, has faded away. A married man is no longer desired by most
women because of the ring on his finger, and thus his alpha status has diminished. Under the threat of divorce or
sleeping on the couch, a married man undoubtedly can’t be the leader of his own tribe of friends because his balls
are in his wife’s purse. Marriage laws turn the most alpha men into powerless beta male providers, unfit to excite the
instinctual desires of their wives. If you don’t want to have less sex, don’t get married.

Reason #24 – Say Goodbye to Regularly Scheduled Blowjobs

When it comes to sex, it is more work to please someone than it is to lay there and be pleased. According to a 2015
survey of 2,827 women conducted by Skyn Condoms, over 50% of women enjoy the missionary position or doggy-
style, and around 80% of women prefer a position that doesn’t require any real work on their part. Since women
inherently want to be dominated it also makes sense that they would prefer positions in which the man is in a
position of dominance and control. When a woman is giving a blowjob, she is in a submissive position. It would
make sense that women would enjoy giving head, but the problem with fellatio is the marriage dynamic.  The great
joke about married women and blowjobs is that the reason why women smile when they’re walking down the
wedding aisle is that they’re happy they’ve finally given their last blowjob.

For a woman, getting married means she has secured her workhorse; a woman’s husband is her servant. It is the man
that gets down on his knees to propose, not the woman. The man is symbolically saying that he is finally willing to
submit and be the servant and protector of a woman, just as a knight kneels before his queen. It, therefore, flies in
the face of what has been symbolically agreed upon—and what she envisions marriage to be—for her husband to be
the object of service, rather than the one who serves.

The fact is that giving head is a real workout. Women are not creatures of responsibility, duty or hard work. A
woman burns about 100 calories for every 30 minutes of giving oral sex. A thirty-minute blowjob is equivalent to
going on a 23-minute bike ride. Mere observation, along with weight loss solutions advertised on the covers of
women’s magazines, tells us that women are more apt to choose dieting rather than exercise to solve a weight
problem. Dieting is the path of least resistance, just as a woman lying on her back or bending over is the choice that
requires less effort on her part.

Men delude themselves into thinking that marrying their girlfriend will mean decades of amazing blowjobs, but the
reason unmarried women give great head, and give it often, is because they’re trying to secure a husband. Once the
marriage contract is signed, there is absolutely no reason for a woman to give her husband regular blowjobs. There
is also no reason for her to be as enthusiastic whenever she decides to treat her husband—once a month, or once a
year—with a blowjob, for he is the servant, and she is the mistress. The old adage that fat women and girls that
aren’t that pretty give the best head echoes this reasoning. The more desperate a woman is to secure a servant, by
way of a marriage contract, the more eager she is to please.

Lack of sex and blowjobs in a marriage is nothing but a bait and switch used by virtually every married woman. If
this were not true, there wouldn’t be so many testimonials and studies confirming that sex declines with every year
of marriage. If a woman gave her man head several times a week then he should rightfully expect the same sexual
behavior into their 15th or 30th year of marriage, but this isn’t the case; it’s nothing but a bait and switch. It is
doubtful that out of one-hundred married men there is even one who can honestly say that blowjobs increased after
he got married. If you like blowjobs, don’t get married.



Reason #25 – Throw Your Kinky Fantasies Out the Window

Not only does the frequency of sex decrease upon getting married but there’s a whole host of fantasies that you can
throw right out the window. Most married women are not going to be okay with bringing another woman into the
bedroom, dressing up like a maid or a nurse, or giving you anal sex when you want it. You can also forget about any
fantasy of sleeping with a mother and her adult daughter.

Just as in the case of unmarried women giving frequent and enthusiastic blowjobs, a wife is more likely to be less
kinky than a girlfriend, a friend-with-benefits, a one-night stand or a prostitute. Once a man has bent the knee and
shackled himself with a marriage contract, there is no reason for his wife to be kinky.

Keep a girlfriend long enough, and the frequency and creative variety in your sex life is sure to decrease. This
usually happens after three months, but is sure to plummet at the moment she decides that you aren’t going to marry
her or she no longer believes you are the most ideal candidate for a husband. An unforeseen downturn in finances, or
your girlfriend suddenly catching the eye of a man who appears to have more alpha male traits or money than you
do, all can cause a quick drop in her libido and performance. Even repeatedly demonstrating characteristics that she
finds difficult or impossible to tame out of you can have the effect of her spunk-bucket drying up.

The foolish man is the one whose sex-life with his girlfriend has stagnated but believes marrying her will somehow
make things different. While it is true that proposing to a girl can ignite the bed sheets again, this is only because she
now believes that she’s betting on a sure-thing. The girl that can now proudly call herself a man’s fiancée, knows
that she only has to keep her man enticed until the day he signs the life-long service agreement to her. If you like
kinky sex, don’t get married.

Reason #26 – Say Goodbye to Candy & Bambi’s Sweet Young Ass

While some men have very strict tastes, there is still variety among the specific types of women that excite him. For
years my favorite make and model has been Ford’s Lincoln Town Car. If the next iteration of the Town Car
somehow fails to meet my standards, I am not required by any contract to purchase it. I not only have the freedom to
choose a different make and model, but I can also buy as many vehicles as my budget will allow. Marriage, on the
other hand, is an agreement to never so much as test drive another model, or even look at one with desire in your
eyes.

Whoever says, “Variety is the spice of life,” gives one of the most cogent arguments against marriage. Although my
taste in women has remained relatively the same, as a single man I’m able to change things up whenever I desire. I
can enjoy a skinny gal with tiny breasts on Monday, a thicker girl with massive tits on Tuesday, and spend the rest
of the week going through different skin complexions, heights, and ages. The married man has agreed to throw the
spice of life right out the window.

When a single man achieves a laudable degree of success, he can then enjoy women all over the world, but a
married man only increases the number of things his wife is going to ask him to purchase. Moreover, with men
refining the art of seduction, a man needn’t wait to achieve even a modicum of wealth to seduce gorgeous women
into bed, for the poorest of men can transform themselves into pick-up artists. On the one hand, you have married
men slaving away to financially appease their wife. On the other hand, there are single men, who don’t have to work
any harder than their meager living expenses require, and they can enjoy as many different women as they want. If
you like having sex with a variety of different women, don’t get married.

Reason #27 – Women Use Vagina Access to Control You

Marriage vows typically include the words “to have and to hold.” For centuries this has been interpreted to mean
that your wife agrees that you get to embrace her sexually whenever you like. In the days before feminism, this was
called “a wife’s duty to her husband.”

A marriage ceremony is, in fact, a transfer of ownership, though it is not, and never was popularly intended to be a
form of slavery. Whereas a sex slave is forced to please a man against her will, a marriage ceremony means she has
willfully agreed to pleasure her husband when he desires. An additional significant difference between sex slavery
and “a wife’s duty to her husband” should be apparent. It goes without saying that a woman that is enslaved will not
be lovingly provided for by her owner, but a husband agrees to invest some amount of the fruits of his labor, and his



time, to provide a safe and pleasant life for his wife. The husband serves, and the wife is supposed to serve in return,
yet this is not how modern marriages work out.

Regarding marriage as a kind of ownership, note that women do not actually have a last name. A woman’s surname
is her father’s name, and thus it symbolically represents that she belongs to him and is cared for by him, should she
need him even in her adulthood. The symbolic transfer of ownership is completed when the father gives his daughter
away in the wedding ceremony, and the bride takes up the surname of her husband. The woman’s new husband is
now charged with being the go-to-guy for her care and protection, rather than her father.

In a collection of anonymous testimonies from married men entitled “Comments from Married Men,” found at
MGTOW.com, some of the most frequent complaints are that sex with their wives is few and far between. Since
women have garnered so much legal power through feminism, wives are fully aware that in signing the marriage
contract they now hold all the cards in the relationship. With divorce settlements, alimony, child support or even the
ability to deploy a false rape or false domestic violence accusation against their husband, there is no reason for
wives to please their husbands on demand. It is her vagina, and she will decide when you get access to it.

Vagina access is lorded over the heads of husbands all over the world. Instead of husbands only needing to provide
for their wives in a financially sound and practical manner, they are able to puppeteer their husbands into doing
whatever they wish by punishing them by withholding sex.

Before feminism, a man could demand sex from his wife, and if she refused, he could just get on top of her and hold
her to their marriage agreement. She keeps up her end of the bargain, just as he has kept his end of the bargain by
paying the bills, keeping food in her stomach and a roof over her head. Since the 1970s, in the United States, a man
who tries to hold his wife to her wedding vows is criminalized as “marital rape.” Make no mistake, a man does not
get regular sex because his wife promised to let him “have and hold” her, but because she is pleased with the
behavior of her slave.

Having a wife is like having a mommy, except where your mom may have placed you in time-out or withheld your
favorite cookies because you did something bad, a wife will withhold sex if she’s unhappy with your behavior. A
girlfriend does not place a man in this mother-son dynamic because if she refuses to have sex, you can laugh in her
face and easily replace her. A wife cannot be easily replaced, and there’s a hefty price to pay in alimony and child
support if you get tired of her controlling your sex life and decide to file for divorce.

If you do not want to guarantee that someone else will have full control of when and with whom you get to have sex,
do not get married.

Reason #28 - Sleeping With a Cock Tease

Having to adjust to how a woman sleeps may be an unforeseen issue in a marriage. If a wife likes to sleep with a fan
or television on, or if she snores, and you need pristine quiet, it’s going to cause problems. On the other hand, if a
man snores so loud that his wife can’t sleep, he can expect that he’ll be the one that will have to sleep on the couch.

The real problem of sleeping next to a beautiful woman is that we men get 3 – 5 erections per night, so we’ll often
want to have sex in the middle of the night, or at least before going to sleep. A wife that doesn’t put out makes the
situation worse because getting turned down by the woman that you’ve spent so much money to court, marry and
take over, causes frustration, anger, depression, and resentment. My points about sexual frustration in the middle of
the night aside, a survey by AmeriSleep found that single people get the most sleep at 7.13 hours a night. Guys in a
relationship get 7.07 hours of sleep, while married couples are getting an average of 6.71 hours.

During the day men will have as many as 10 erections. Until a wife becomes a beached whale that no longer turns
her husband on, he’ll have to deal with seeing the beautiful girl he married walk around in her underwear, bending
over to pick something up, or getting dolled up for work or a night out. It is inevitable that a wife won’t put out as
often as a short-term girlfriend, so many men resign themselves to porn and the five-knuckle-shuffle.

In private or at work, it’s easy to deal with the random erections that we get throughout the day, even without
pornography or masturbation. If a man doesn’t let his thoughts drift far into sex, a simple shift in thinking can solve
an unwanted hard-on. A married man has to deal with seeing his wife sitting next to him with her hard nipples, or
having her soft ass pressed up against him while he’s trying to sleep. Expect to look over at your wife while she’s
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watching some stupid TV show, and see her bare tittie hanging out of her silky robe, but if you’ve been married
more than a few years, also expect to be cranking one off in the shower.



Chapter 5 - Suzy Homemaker? Not a chance!
 

"Marriage is about the most expensive way for the average man to get laundry done." - Burt Reynolds

 

Reason #29 – She Won’t Cook…and She Doesn’t Know How Anyway

One woman, I was briefly interested in, blurted out that she would never “do kitchen,” as if to say that she would
never reduce herself to being the slave of some man. I told her, “Don’t you realize that men find it attractive when
women ‘do kitchen’ and bring them something nice to eat?”

Men interpret their girlfriend or wife bringing them food as an act of love. A woman serving dinner symbolically
says that she wants to nourish us, make sure we are healthy, and also acknowledges our contribution to the
relationship. For almost all of us men, we were fed by a woman in our infancy and childhood, so females being
associated with the ones who feed us goes without saying, but the pleasant experience of being nourished by a
woman is also wired in our psyche.

According to The Smell and Taste Treatment and Research Foundation, the top six smells that arouse men are all the
scents of food. Despite men being turned on by perfumes that smell like food, or the thought an attractive woman
bringing us something to eat, modern wives are loath to consistently cook for their husbands. A married man can
slave away on a construction site, spend a fourteen-hour shift in a police patrol car, or put up with obnoxious
business clients all day, and still get an “I’m too tired to cook tonight” response from his wife when he comes home.

There is simply no reason why a wife should cook for her husband, considering that a man has no recourse if she
doesn’t. Married women are free to contribute little or nothing to the relationship because even if their husbands
demand a divorce, they win through alimony, child support, child custody and transfer of property ownership.

While the average wedding ceremony costs tens-of-thousands of dollars, a man can take a week of cooking lessons
for as little as $1,000 or less, and be skilled enough to impress his friends and any future girlfriends. Instead of
putting up with a wife that doesn’t cook, and the looming threat of financial ruin after divorce, it’s a safer bet to
identify great restaurants that have beautiful waitresses. You can also hire an attractive female chef to come cook for
you, or you and your buddies, for $150 - $300 for 4 or 5 hours. A professional chef’s food is almost guaranteed to be
delicious, and she can pack your refrigerator with several dishes that can be reheated or eaten cold.

You can even make arrangements with a neighbor or a roommate, where you agree to cover the brunt of the grocery
bill if they do the cooking. If you don’t like your neighbors, you can move. If a friendship with a roommate goes
sour, you can get him out, without handing over the deed to your house. I don’t, of course, recommend having a
female roommate, so that doesn’t satisfy the desire to have a pretty lady serving up breakfast, lunch, and dinner, but
having a buddy do the cooking sure beats the risks of marriage. Furthermore, you’ll almost always be served with a
smile from a gorgeous waitress, and if the service is terrible there’s plenty of others to choose from. If your favorite
waitress balloons out like a whale, you can always find a new favorite, but a wife who doesn’t cook for you but
stuffs her face all day isn’t so easy to get rid of.

Since marriage far from guarantees you’ll be served meals by a beautiful girl with a smile, don’t get married.

Reason #30 – It’s Cheaper to Get a Maid

On April 21, 2014, Tara Carr published an article at Examiner.com titled “8 Things women just don't do anymore—
that they should!” Tara states, “Back in the day, every woman had to take home economics. It was mandatory. It
pretty much taught you how to be a wife. You learned how to cook, clean, sew, polish silver, host a dinner party,
and help your man get a promotion!” She encouraged women to cook, clean, fix their husband’s dinner plate, watch
their language, compliment their man, stay fit, dress up for dates and anticipate the needs of their spouse. Naturally,
Tara was stormed by feminists who lambasted her for daring to suggest that women should appease their husbands
like the supposedly enslaved housewives of the 1950s. In response to Tara’s advice, other girls presented a laundry
list of excuses for why they simply couldn’t keep up with housework or were too tired to dress sexy, or to get their



fat ass on a treadmill.

The most brutal slaying came in the form of a longwinded feminist diatribe at the blog Fit to Be Queen, in which 
the author claims Tara’s article is “riddled with a-woman-is-meant-to-serve-a-man-stink.” This queen bitch tells of
how disgusted she was seeing her mother serve her father in a traditional capacity as a housewife, yet she also had
the audacity to admit that her mother didn’t work, and her father supported the household. The queen bitch goes on
to suggest that husbands should participate in the household chores, but if a man is the sole bread-winner, then why
should he? Amazingly, a man supporting a woman’s lifestyle, and providing for the well-being of her children, isn’t
enough to warrant his wife bringing him something from the refrigerator as he kicks back to relax after a hard day’s
work.

The queen really is a cunt in the truest sense of the word, for C.U.N.T. stands for “Can’t Understand Normal
Thinking.”

These idiotic modern women are so appallingly dim that they equate doing things for a man as slavery, but working
for a male boss in the workforce as freedom. As one man going by the pseudonym Jean Valjean pointed out, “If
she's “fit to be a queen” then why is she going to be the one slaving away in the workplace, rather than sitting home
and letting a man do the hard work, while she alleviates her boredom with some tasks around the house, and gives
him a few gestures of admiration and appreciation?”

The queen feminist also said in her attack on Tara Carr, “I need a man who recognizes that I am just as smart,
capable, and worthy as he.” This is really the crux of the matter: contemporary women believe they are strong,
independent and fully capable of anything a man can do. If that’s the case, then they can go earn all the money for
the household, while husband’s watch sports games all day, occasionally push a vacuum around and throw food on a
plate when the “strong independent woman” gets home from a 14-hour shift.

On June 9, 2016, Steve Doughty, writing for The Daily Mail, reported that a survey of 3,000 women found that girls
that listed “housewife” as their occupation were the happiest. In another study that I find epically hilarious,
economists Betsey Stevenson and Justin Wolfers discovered that the increase in women’s rights alongside the
feminist war against the traditional housewife has taken a toll on women’s happiness. In their May 2009 report “The
Paradox of Declining Female Happiness” Stevenson and Wolfers note that surveys of women’s happiness show a
decline since the 1970s.

Keep in mind that the 70s saw women supposedly making great strides for the empowerment of women. Roe vs
Wade decriminalized abortion in 1973, allowing women to legally destroy the offspring of their husband. No-fault
divorce was rolled out in California in 1970, allowing women to completely ignore their vows and acquire
significant portions of their husband’s assets in divorce court. Marital rape laws were instituted in the 1970s as well,
dissolving any notion that a man has a right to sleep with his wife when he wants to.

Despite these supposed victories for women, their happiness has declined. The fact remains that trying to figure out
what women want is futile, as they have no idea what they want, nor do they possess the brains to foresee the
ramifications of their demands.

Modern women are nothing like the housewives of the 30s, and they roll their eyes at the thought of cleaning up
after their husband or “doing kitchen.” A woman’s bedroom at her mother’s house, or the way she keeps her
apartment before she gets married, is an indication of what your place will look like if you marry her. Many women
are slobs, but even the tidiest women are likely to throw in the towel after a few years of marriage, as girls are
inundated with articles from feminists deriding “women’s work.”

Since married women can steal a man’s house, half his wealth, and receive alimony and child support payments,
there’s just no reason any woman should tolerate cleaning up after some man. Your wife can take your money and
just hire a maid. Which is precisely what you should do. There’s a lot of girls that need a job too. All these gals with
worthless degrees in the Art & Science of Lesbian Basket Weaving, Gender Studies, or other useless liberal
nonsense, would appreciate a few bucks for cleaning your house. No one wants to take care of a tattooed 30-year-old
who spent the best years of her beauty riding the cock-carousel, or that has three kids by three different men, so
these girls need a job.



Why throw away your freedom, risk losing much of your savings account, your house, and your earnings, just to
have a wife who will dust, vacuum and fold your laundry? Especially when there’s no guarantee that she’ll keep at
for years to come. For much less than most men spend on a nice date with a woman, you can have a maid clean your
place twice a month. For $150 - $200 you can have a topless maid clean your house. Do you really think you can get
your wife to clean your house naked or in lingerie, even if you took her to the best restaurant in town and bought her
a $500 designer purse? You might be able to convince her once in a blue moon, but a professional housekeeper or
sexy maid service will do the job every time.

Reason #31 – It’s Your Turn to Wash the Dishes

Before I exorcised the beta male right out of me, I twice found myself being the one who always washed the dishes
while I had a live-in girlfriend. Today I have such a severe allergy to washing dishes that I just have a maid do it.
Some guys think it’s good practice to do a little “women’s work,” because it supposedly earns points with their
ladies. Basically, these guys have failed one of the most basic shit-tests of them all, and unbeknownst to them, their
vaginal behavior is taking a toll on their sex life.

The American Sociological Review published a study in 2013 called “Egalitarianism, Housework and Sexual
Frequency in Marriage,” that showed that women are less attracted to men who do chores that are traditionally
associated with the duty of wives. The more a man cooks, cleans, folds laundry, mops or vacuums, the less attractive
he appears to his wife. Husbands who only did masculine chores, like mowing the lawn, taking out the trash or
wrenching on the car, had sex 1.5 times more than beta male husbands who engaged in feminine chores. Not only
that, but the more traditional the division of household chores was, the more sexual satisfaction women said they
were receiving from their husbands.

This research flies in the face of feminist nonsense, and the opinions of liberal marriage counselors, that says that
husbands should help their wife with her traditional female household duties. If a man doesn’t want to have less sex
and wants to keep his wife sexually satisfied, he shouldn’t ever touch a mop, vacuum or a dish. Stay clear of the
washer and dryer machines too, unless you need to fix them.

The problem is that women are fed feminist propaganda from every angle that equates a woman’s housework with
slavery, and articles in women’s magazines that claim a happy marriage entails men helping out with cooking and
cleaning. It’s difficult for men to put their foot down and refuse to do women’s labor when their wives are made to
feel like they’re being mistreated. It speaks to female intelligence, and their ability to be influenced that feminists
have been able to convince women that housework is slavery. If a woman lives by herself as a single woman, she’ll
have to cook, clean and do the laundry. The presence of a man in her household only marginally increases the
number of chores she already had to do.

Feminists never factor in the benefits of what a woman receives in marriage, and pretend instead that husbands are
receiving the great benefit of a female slave. The truth is that wives receive the resources of their husbands, typically
get a more spacious house to live in, and are afforded the option to work fewer hours or stay at home. Married
women have someone to care for them when they’re sick, and protect them against predatory animals and criminals.
Wives also have a creature that is stronger than them, in the form of a husband, so they can move heavy objects by
merely pointing at them, as opposed to getting off the couch and breaking a nail. Men who are remotely handy also
serve as the go-to handyman for their wives.

The males of our species have endeavored to ease the labor of women in every possible way, from dishwashing and
laundry machines, vacuums, microwaves and stoves. Our reward for making housework easy has been a rising
divorce rate and a parade of feminists chanting, “We’re not your slaves!”

Thoughtful men looked upon the difficulties of women’s work and took the initiative to use their creative minds to
ease their labor. What has been our reward?

Alva J. Fisher invented the washing machine. J. Ross Moore invented the automatic clothes dryer. William Cullen
and Oliver Evans invented the refrigerator. Percy Spencer invented the microwave. Willis Carrier invented air
conditioning. John Logie Baird is the father of television, and Guillermo González Camarena from Mexico
improved the invention by bringing us color-TV in 1941. The powered vacuum cleaner was invented independently
by British engineer Hubert Cecil Booth and American inventor David T. Kenney. Antonio Santi Giuseppe Meucci



invented the telephone just a few years before Alexander Graham Bell created his version of the device.

In the days of hunters and gatherers, a wife would be busy beating the dirty laundry with a bat down by the river, or
collecting firewood to make dinner when her husband gets home from hunting. She could also busy herself
collecting fruits and vegetables. She could either sit in the shack her husband built, or sit outside to do her work. The
hut is a pinch cooler than sitting out in the scorching sun, but there’s no lighting. Her primitive dishes and pots don’t
amount to much, and there’s no refrigerator, so gathering food is a daily chore. She has hardly any clothes to speak
of. She might miss her friends, but they’re miles away. Her husband arrived from another tribe and took her away
from the people she knew. It would be nice to talk to someone she is familiar with, to keep her mind off morbid
thoughts that her husband might get killed on the hunt. If her husband dies, how will she survive? Some bloodthirsty
warband might also one day come through their village and murder her husband—and what will they do to her?
Batting away a small swarm of gnats, she walks into the one-room hut, picks a pot up off the compacted dirt floor,
and decides to go fetch some water.

Today, a woman can sit around in her multi-roomed air-conditioned house her husband purchased for her. She can
watch her favorite television show on the giant color TV her husband also bought her, while the laundry is getting
done virtually hands-free. When she flips through the channels she’ll ignore the news broadcast about some foreign
politician threatening to declare war on her country. She doesn’t know much about the military, but she does know
there’s millions of men in her nation’s armed forces who will defend their people. She’ll also ignore the report about
a burglary, because last week her husband paid a man to install a home alarm system. Besides, she lives in a quiet
neighborhood, and policemen have done well to keep the riff-raff at bay. When her husband gets home, she can
reach into the refrigerator, and toss some leftovers into the microwave, or just have some chicken and mashed
potatoes delivered. She can pull out the vacuum cleaner to suck up any dirt that comes in off her husband’s boots,
and then sit back down on the couch to contemplate exactly how much money she’ll be able to squeeze out of her
husband in divorce court. When her husband retires to his man cave in the garage, she can load the dishwasher, flop
back on the couch again, pick up the telephone, and call her best friend. While she sips on a glass of chilled Pinot
Grigio, she can yap about how much she feels like she’s enslaved, while she messages her ex-boyfriend on her
smartphone.

For the record, it is true that Josephine Cochrane is credited with inventing the dishwasher, yet she was assisted by
George Butters, a mechanic. Also, keep in mind that it is chiefly male truck drivers—doing a job that is statistically
more dangerous than that of a police officer—who haul dishwashers to warehouses. It is primarily men who
improved upon the original invention, who put them together on the assembly line, who deliver them to homes, and
who repair them when they break. Men have worked their asses off to build a world where being a housewife is one
of the easiest jobs a woman can do.

Many men spend their whole lives looking forward to retirement and daydreaming with their buddies about what
they’ll do when they no longer have to work. Even though women live longer, in 2018 their retirement age is 63,
while the pension age of men is 65. The average age of retirement for men was 66 in 2018. According to the Centers
for Disease Control and Prevention's National Center for Health Statistics, the life expectancy of American men was
76.4 years in 2012 and 81.2 years for females. This means men typically “enjoy” 10 years of retirement before they
die, and who knows how many will never realize their retirement dreams because years of job stress and a nagging
bitch of a wife robbed them of their health.

It takes a pretty stupid creature to equate household chores with slavery while thinking that working a job is
freedom, but feminists have somehow managed to convince women that is the case. With divorce settlements,
alimony and child support in reach of any married woman—and feminists claiming that housewives are slaves—
beta male husbands all over the world are now washing the dishes to keep themselves out of divorce court, while
their wife’s vagina dries up at the sight of a weak, pathetic, broken man.

Reason #32 – Her Most Esteemed Advisor is a Television

While most people are familiar with the word misogyny—which is contempt for, or prejudice against women—few
know the opposite term is “misandry.” Misandry is, of course, a dislike of, or prejudice against men.

Movies, television commercials, women’s magazines, and fiction books, are all peppered with misandry and
feminism. Virtually all commercials that are intended to be humorous, and that feature a man and woman, will
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portray men as gullible, inept, slovenly, weak, immature or stupid. Men are often portrayed as objects to be laughed
at, rather than respected. Television shows like The Simpsons and Family Guy are typical examples of the idiotic
father. Tim in The Office is an idiot. Joey on the TV show Friends and Charlie in Two and a Half Men are sex-
crazed buffoons. The exaggerated masculinity of Tim Taylor, played by comedian Tim Allen, in the sitcom Home
Improvement, is intended to make manliness the butt of all jokes.

Take careful note of the trend in Hollywood movies wherein the hero does not rescue the damsel in distress but is
often incapable of defeating the bag guys without her. Increasingly, male characters are kicked around like ragdolls
by female assassins, superheroes and soldiers. In the movie Justice League, starring Ben Affleck as Batman and Gal
Gadot as Wonder Woman, there is a scene where Wonder Woman gets upset at Batman’s comments. With her
superhuman strength, Wonder Woman strikes Batman, because apparently, it’s okay for a woman to hit a male if
she’s upset with him.

In the film industry, women aren’t just capable of doing anything a man can do, they can do it better. Even little
boys are portrayed as vastly inferior in their abilities and conduct to little girls. In the HBO series Game of Thrones,
Meera Reed is a warrior badass, but her brother Jojen is a pathetic weakling. In the very first episode of Game of
Thrones, Arya Stark effortless hits a bulls-eye on an archery target after her brother Bran completely misses it like a
pitiful twerp. Entertainment geared toward male audiences is no different. In The Punisher mini-series produced by
Marvel Television for Netflix, take note that the hero and his assistant both have a daughter and son. Frank Castle’s
son is the problem child, not his daughter, and the same is true for Micro’s son.

From every angle, women are programmed to believe that men are inferior to women. It is utterly foolish to think
that such programming has no effect on the way wives treat their husbands. How can one expect to be respected as a
capable father when dads are portrayed as incapable idiots?

In the area of romance novels and female-centered movies and television programs, infidelity is glorified, and
divorce is normal. How can anyone expect to have a faithful wife when entertainment makes cheating out to be
normal and exciting?

I encourage men to watch romance movies to get a sense of how women define romance. At the end of an action
movie the guy gets the girl because he proved himself, and to men this makes sense: if you are the alpha male, you
deserve the girl. Whereas in romance movies like Fifty Shades of Grey, Anastasia doesn’t have to do anything to
catch the handsome billionaire Christian Grey. This is compounded by the fact that the actress Dakota Johnson is a
6.5 at best on a scale of 1 – 10. Thus the message to the female audience is that any mediocre woman has the chance
to marry a hot young stud whose among the wealthiest men in the world. The Shape of Water is even worse, where
Elisa Esposito shows us, that without her makeup, she’s a 4 on the beauty scale, yet she somehow manages to
seduce a demi-god.

Browsing through the romance category of books shows that women hunger for men with chiseled bodies who are
billionaires, famous football players, rich mobsters or wealthy nobles. Sure, there are male characters who don’t
have a mountain of cash, but the message remains the same throughout all advertisements and entertainment
targeted toward females: you deserve anything and everything you want because you have a vagina.

With books, movies, magazines, advertisements, and television shows elevating the value of a woman’s vagina to
the heights of the stars, it is impossible to ever satisfy their delusional sense of self-worth. Contrast this with
repeated reminders that men are idiots and you have a recipe for relationship disaster.

If you’re delusional enough to think you can prevent your woman from being brainwashed by nearly every form of
entertainment she engages in, don’t get married. Your traditional marriage pipe-dream is likely to change because of
such influences. Misandry is par for the course.

 

Reason #33 - She Isn’t Wife Material

There are tons of lists from average guys to relationship experts, advising on how to determine whether or not a
woman is wife material. No one is perfect, but once you review even a few of the wife material requirements, most
men will agree that the quality of women has sharply declined since feminism.



I mentioned to an old-timer that I find tattoos on a woman unattractive; his response was, “Back in my day, not even
the whores had tattoos.” Another man made a case to me about how much women need men and said, “If these girls
today had to go survive out in the woods they’d die. These girls can’t even sew two pieces of fabric together to make
a tent.” His comment reminded me of The Island with Bear Grylls, a British reality television show wherein men
and women who have no formal survival training are dropped onto a tropical island for a month to see how average
people fair in a real survival scenario. The women notoriously do terribly without the aid of men. The message is
quite clear: women need men for their survival, but men don’t need women.

In the household, it’s no different. Modern women often don’t bring any real traditional wife skills to the table.
Married men have to work an average of 400 hours more each year than single men, but what are they getting out of
it? If a man goes to work every day without fail to support his household, but his wife doesn’t have dinner ready
every afternoon, doesn’t give him sex when he wants it, and he has to split the chores—on top of working more
hours—then what’s the point of having a wife?

There’s more to it than the traditional wife skills of cooking and cleaning or providing a great sex life. To be a wife
is to be a man’s assistant, companion, and friend. Husbands should receive praise and compliments from their wives
and should celebrate his successes, for she will surely reap the benefits of his achievements.

As men should be the leaders of their house, a wife should have good followership. One characteristic of a good
follower is that she will know her leader better than she knows herself, and be capable of anticipating his needs. A
police officer friend of mine asked if it was really too much to ask his wife to give him a back rub, foot massage or a
blowjob when he gets home each day from work. For many contemporary women, “yes” it is too much to ask. A
wife should uplift her man, and ease the stress of his life. A good wife should be considerate, kind and thoughtful.
She’s low maintenance but goes out of her way to make herself pretty for the pleasure of her husband.

One guy I knew told me that his wife went out to the library and got a stack of books on NASCAR so she could
learn about her husband’s favorite sport. There were some severe issues in their relationship that excluded her from
the “wife material” category, but taking the time to educate herself on her husband’s interests was a top-notch
gesture most women today wouldn’t even think about.

I’m not a bible-thumper, but when a Christian friend of mine shared with me the Bible’s guide to finding a woman
who is wife material, we both agreed that such women are all but extinct. The Bible speaks of a woman who is of
noble character, wise, trustworthy and kind; she takes care of her house and is satisfied being at home, rather than
always wanting to go out at night. The ideal wife is not wicked or scandalous, and would not harm anyone. Contrast
this with data compiled by the Department of Health and Human Services in the UK showing that 70.6 percent of
children who were abused by a parent between 2001 and 2006, were abused by their mother. The lack of the modern
woman’s noble character is reflected throughout the multiple studies presented in this book. As for wisdom, women
read books and magazines that are shallow and devoid of substance.

Wife material also extends into assessing how much of a slut a woman is, to estimate the likelihood that she’ll cheat.
Since the Women’s Liberation Movement of the 1960s and 70s, women have gotten increasingly promiscuous.
Today many women are tattooed, cigarette smoking, bubblegum-chewing harlots who drown themselves in alcohol,
spend the best years of their youthful beauty riding the cock-carousel, and then complain that there’s a shortage of
good men that are husband material. The truth is that good men are everywhere, but they’re just not interested in
washed-up sluts who are over 30 and don’t have any wife skills to speak of.

According to the Pew Research Center, only half of Americans older than 18 were married in 2014. That means that
since 1960—which was the dawn of Women’s Liberation—marriage has dropped 72 percent. Once again, we find
that women have shot themselves in the foot.

Men are wising up to the gynocentric system that treats men less than second class citizens. It is not only that
women don’t know how to be good wives, but the system has been reconstructed by feminism in such way that a
man can’t put his foot down and maintain leadership of his household. On the off-chance that a man believes he’s
found a real unicorn, there’s nothing to stop a wife from transforming into a sexually-frigid nagging banshee that
refuses to do housework, belittles her husband in public, and consumes more calories than a full-grown elephant.

 



Chapter 6 - She’s in Control
 

“Marrying means to halve one’s rights and double one’s duties.” – Arthur Schopenhauer, 19th-century philosopher

Reason #34 – A Husband is a Woman’s Servant

The famous painting The Accolade by Edmund Leighton depicts a man bowing before a queen as she rests a sword
on his shoulder to dub him a knight of her realm. As the knight swears his oath of service and fealty, the sword
symbolizes the understanding that the queen possesses the power to have his head cut from his neck should he
disregard his vows. Similarly, when a man proposes to a woman, he kneels before her in a position of submission, as
he is symbolically offering her his eternal service and loyalty. The ring he offers symbolizes the ouroboros, or the
snake eating its tail; it is the alpha and omega, a representation of eternity. The overall value of the ring represents a
mere preview of the amount of resources the man is willing to provide his wife-to-be. Taking all this symbolism into
account, the unspoken words of a marriage proposal are: I will serve you if you will serve me.

Proposing to a woman immediately lowers a man’s perceived alpha status as he is placing himself in an inferior
position of supplication, and servitude symbolism, on the part of the man, is echoed throughout marital courtship.

Some believe that carrying the bride over the threshold is thought to have originated from a superstition that demons
would follow her into her home if she walked in the first time. Others have said it is because tradition holds that a
woman should modestly appear unwilling to give herself up to husband on their wedding night. Although the origins
of picking the bride up and carrying her over the threshold have been variously argued, I find some Freudian
symbolism in the practice. In his infancy, the groom was carried by his mother, but now he has the strength to care
for a female. He can now be in service to the female, rather than she being in service to him. Regardless of how I see
it, there are no symbolic acts in contemporary weddings of Western culture that place the bride in a position of
service, apart from reciting her vows. But as we have already covered, vows are meaningless.

A woman does not place the blade of a sword to the neck of a man who proposes to her, nor in the wedding
ceremony, but she doesn’t need to. In place of an instrument of death, the woman has been provided the threat of
alimony, child support and a divorce settlement that will see his house given over to his ex-wife, his wealth
plundered and other possessions granted to her. Should an ex-husband refuse to comply, a woman’s real husband
(i.e., the government) will send men with firearms and handcuffs to force him to.

To marry a woman is to appoint her as your queen while removing your crown from your head.

Reason #35 - Marriage is Not a Partnership

The marriage contract forms a legal corporation with the state and creates a needlessly complex merger in which
there are joint tax filings and joint bank accounts. It is essential to understand that a marriage is by a law a maritime
corporation, but it is unlike any kind of business partnership.

If a man partners with his friend in a business venture he can later sell his share of the company and possibly make
much more money than he initially invested. A man who wishes to dissolve a marriage does not gain money but
takes a loss in the form of the money he spent on courting the woman, the engagement ring, wedding ceremony,
honeymoon, the larger house his wife wanted, and countless other expenses. This is to say nothing of child support
and alimony, nor of intangible losses such as missed opportunities with his friends, or having to spend time doing
things for his wife’s enjoyment rather than his own. Understand then that taking on a wife represents a series of
irrecoverable losses even if a man is lucky enough to never have to pay alimony or child support, and ends up
retaining his and all his possessions upon divorce.

While Christians quote Ephesians 5:22 - 23, which reads, “Wives, submit yourselves unto your own husbands, as
unto the Lord. For the husband is the head of the wife, even as Christ is the head of the church: and he is the savior
of the body,” it is vainly stated. Marriages no longer function as monarchies, in which the husband is effectively the
king of his household. All Christians are monarchists in that they hope for the return of their messiah, who is
foretold in Revelation to establish an absolute theocratic monarchy. The supreme authority of Jesus as the King of



Kings is echoed in Ephesians in the relationship between a husband and wife. It is therefore contradictory for any
Christian to quote Ephesians 5:22 - 23 and then call a marriage an equal partnership, and say that it requires
compromise. Marriage, according to Ephesians, should function as a monarchy. Not even the queen has the right to
veto the rulings of an absolute monarch, and to submit to one’s husband is to be in at least a secondary position, not
one that is equal.

Outside of religion, the military provides the principle of Unity of Command, which states that no subordinate
should report to more than one superior and that a single commander must have authority to direct all forces under
his command. To abandon this hierarchal pillar is to open oneself up to internal conflict, chaos and the failure of the
mission. So too then, are marriages almost certainly doomed to failure if neither the husband nor the wife has
absolute authority on matters both trivial and important. While decision making can be divided up in a marriage, it
can have unforeseen consequences that erupt into arguments and resentment.

Reason #36 – Your Opinions Mean Nothing

According to TheRedPins.com 2015 survey, 97% of respondents said that women get what they want in home
purchases. After looking at a wide variety of other sources, the findings were similar in many different countries.

In terms of buying a home, where to go on a date, who does the housework, what color a room should be painted,
how much time should be spent with friends, etc., a wife has become the decision maker in the marriage.

A study funded by the National Institute of Mental Health and Iowa State University, published in the April 2007
issue of The Journal of Counseling Psychology, concludes that wives are more demanding than ever, and more
likely to get their way than their husbands. This was regardless of whether or not the so-called “man of the house” is
the one who brought the issue up.

Despite how feminists continue to portray marriage as an institution of slavery, women exert incredible power in a
marriage. With the instatement of no-fault divorce, beginning in California in 1970, marital rape laws in the mid-
70s, alimony and child support, wives have absolutely no obligation to satisfy their husbands sexually or take his
opinions seriously.

Reason #37 - You Will Be Tamed

A horse can carry more weight than a man, it can run up to 15 miles before requiring an extended period of rest, and
can travel about 30 miles per day. A mounted soldier can push a sturdy warhorse to travel as much as 60 miles in a
day.

A comparison between horses and husbands is apt, as men are on average stronger, faster, more resilient, more
intelligent and more capable than women. Girls that are obsessed with horses are among the worst kinds of girls to
date as they try to educate themselves in how to get a powerful beast to do their bidding. Horseback riding is almost
exclusively a female sport, and girls make up the brunt of clients for horseback riding lessons. The way that girls
interact with a horse—speaking to it softly, petting it and feeding it treats—is reflective of how a wife uses her
feminine skills of manipulation to get her husband to do what he wants. A 2015 article written by Hannah Hickok at
RedBookMag.com is unashamedly titled “6 Sneaky Ways to Train Your Husband,” and such guides are littered
throughout other women’s magazines. Although there are gals with serious brains and business savvy, most women
only have their looks and their vagina to get what they want.

Except in the case of gracefulness, such as in ballet, and the ability to carry a child in her womb, the truth is that men
can do anything a woman can, and do it better. Men only need women for sex and reproduction, nothing more. If sex
and the use of her womb are not enough, the only other things she can really offer are the fringe benefits of pleasant
companionship, someone to cook, clean and care for the children. Her end goal is to convince the much more
capable male to use his strength, mind, stamina and accumulated resources to her benefit. Since a man can easily
have sex without getting married, it is critical to understand that women need you, you don’t need women—unless
you want to have children. Women already stupidly devalued themselves with the sexual liberation movement
brought on by feminism. As the saying goes, “Why buy the cow if the milk’s still free?” Once human beings achieve
artificial womb technology, the value of women will be reduced even further.

Men have somewhat reduced their value as well, with the entrance of women into the workforce, as any woman is



free to earn her own income and leave her parents’ nest without need of a husband. However, women loathe hard
work and are less capable of it, so it is much more appealing to have a tamed animal working for them. Divorce
settlements, alimony and child support furthermore allow a woman to gain the resources of the much more capable
animal without having to do any more work at all.

Being tamed by a woman does not just mean being used, but can also be defined as domesticating a man and making
him easier to control. A wife might use nagging or other forms of persuasion to influence her husband to dress more
professionally, stop hanging out with buddies who are always in and out of jail or convince him to quit the rock
band and instead spend his time learning new skills so he can get a better job. One guy I met happily said he was
glad his wife didn’t tolerate his drinking because he felt he was a better person without alcohol. Perhaps some men
might believe the influence of good woman can help them become the best version of themselves, but there is a
severe problem with that line of thinking.

A wife doesn’t make a man a better person, he makes himself a better person; no one changes anyone, people decide
for themselves to change. Real manhood requires an examination of oneself, accepting responsibility for one’s
actions and condition, and taking the initiative to make appropriate changes. To rely on someone else to change you
is not only to succumb to a fallacy of how inner-evolution is accomplished but to think that a woman is required for
such change is to reduce one’s alpha status by holding onto a crutch offered by mommy.

Reason #38 - Compromising Means You Always Lose

When single men argue about how much marriage requires appeasing a woman, marriage advocates attempt to
defend it by saying that marriage requires compromise. “Happy wife, happy life” is a favorite anecdote of beta males
who have traded their alpha status for a marriage contract, or were never alpha males to begin with.

When you compromise you always lose. A man who gets married is agreeing to never get 100% of what he wants.
As an example, if a man comprises by saying that he’ll do the dishes if he can watch an extra hour of sports, and in
exchange, his wife will do the dishes next time and get to watch whatever she wants, he has accepted a loss. Had he
never married the nagging cow, he could watch as much sports as he wants and do the dishes whenever he sees fit,
or just hire a maid.

Comprising can be likened to checking account and ATM fees, with a savings account interest rate that hardly
accounts for inflation. Like credit cards with terrible interest rates, the expense of using a greedy bank outweigh the
convenience of its services, especially in light of other options.

If having a wife meant that a man would get sex on demand, a lifetime of eager blowjobs, dinner when he gets home
from work, a clean house, and a woman who will try to maintain her appearance as close to the day her husband
proposed to her, then compromising wouldn’t be a lose/lose situation.

The fact is, that just by getting married a man has already made an enormous compromise. In light of a man’s
marriage vows, he has agreed to never have sex with any other woman, even when his wife’s beauty fades away.
While his wife ages, he has agreed to pass up sleeping with beautiful young women and completely shut down any
possibility of a relationship with a woman that is more suitable to his physical tastes and interests. A husband has
vowed to financially support his wife, protect her and care for her when she’s sick. In consideration of the enormous
burden and sexual restraints a married man has agreed to take on, he should not have to make any additional
comprises, not even so much as washing a single dish in exchange for being allowed to go to poker night with his
buddies.

Compromising is said to be a necessity in marriage because the vows and services provided to women by their
husbands is grossly undervalued, while the choirs of a housewife and access to her vagina are monstrously
overvalued.

Reason #39 - It’s Not You & Her Against the World

A painting of a happy couple embracing each other on a beach is only true-to-life if the woman in the illustration is
just the man’s girlfriend, and they’re stranded on an island.

The reality is a wife’s parents, and friends will advise her on how her husband should treat her, how he should



behave, and even suggest methods to manipulate him to get what she wants. The picture of a married couple happily
in love is a farce, as it doesn’t include the influence of society, television programming, marital counselors, fiction
writers, the books of self-appointed relationship experts, your wife’s new psychiatrist or even random strangers
putting forth their opinion of what a marriage entails. Most importantly, it leaves out the view of the government and
the courts on what it means to be a husband, father, mother or wife.

If you get married, it will not be “you and her against the world” but you against everyone else’s opinion of who you
should be as a husband, and what your wife should and should not be willing to do. While a wife’s demands may be
deemed unreasonable by her husband, it has very little meaning when her mother, psychiatrist, friends or favorite
women’s talk show disagrees.



Chapter 7 - Your Money is Her Money
 

“It is an amazing thing to see in our city the wife of a shoemaker, or a butcher, or a porter dressed in silk with chains
of gold at the throat, with pearls and rings of good value…and then in contrast to see her husband cutting the meat,
all smeared with cow’s blood, poorly dressed…but whosoever considers this carefully will find it reasonable
because it is necessary that the lady, even if low born and humble, be draped with such clothes for her natural
excellence and dignity, and the man less adorned as if a slave, or a little ass, born to her service.” – Lucrezia
Marinella, 16th-century feminist

Reason #40 - She’ll Spend Your Money Like Water

It is not just that women are more materialistic than men, or that marriage will dramatically increase your monthly
expenditures, but a wife will spend your money like it grows on trees. The reason for this is simple: she didn’t work
hard to earn the money. Whereas you might have had to do backbreaking labor or spend extra hours at the office,
and therefore you are careful not to spend money on frivolous nonsense, she didn’t have to do anything for it. In
fact, a wife feels she has a right to your money. The life experience of a beautiful woman amounts to men trampling
all over themselves to gain her attention, and lining up to spend money on her. From her vantage point, that is what
life is.

Males are typically raised to understand that the world is harsh and they need to be tough to overcome life’s
challenges. Keep in mind that women were raised to rely on others for their care. One study found that parents will
respond much more quickly to a baby girl crying than a baby boy. Although several psychologists and neurologists
have warned against toughening up boys so early in life, parents tend to treat male infants differently than females.
Parents want their boys to be strong enough to face the world, and do it alone if they have to, so they are not as
quick to rush to the crib of a crying baby boy as they are for a girl.

Almost from birth, females are taught that other people exist to bend over backward for them. A beautiful girl
doesn’t have to do anything at all to earn the service, adoration, and protection of men. Girls also learn that
exaggerating their emotions is an easy way to get what they want. If a little girl is denied a toy, she’ll experiment
with crying, screaming, pouting or even sweeten her voice and act extra nice. By high school age, girls have
developed a whole battery of methods to persuade people to get what they want, and with hormones raging in male
students, and their bodies taking shape, it becomes even easier.

Imagine a father who, after a night of trick-or-treating, places the majority of the Halloween candy up in the highest
cupboard above the refrigerator. If a boy wants access to the candy jar, he’ll have to devise a plan to sneak into the
kitchen and construct himself some means of climbing up to get it. His other option is to ask his father for more
treats, but that will likely result in flat-out denial, or being told to do chores. Thus the boy learns the lesson that you
either can’t always get what you want or that great rewards are reaped for hard work. A man’s daughter is more
likely to receive extra candy just by pouting, crying, or the skillful use of her voice. Again, girls learn the lesson that
people exist for their pleasure.

With the debit card of the couple’s shared bank account in hand, a wife can ring up bags full of clothes, shoes,
makeup, trinkets and assorted retail crap without a second a thought.

Reason #41 - Less Money for Your Hobbies

In all the expenditures that marriage requires, it inevitably means you’ll have less money to spend on things you
enjoy. Since alimony, child support, sleeping on the couch, or the threat of your wife cheating on you looms over
your head, it becomes easy for her to coerce you into spending your money on whatever she wants. Your fishing
gear, golf clubs, firearm collection, high-end gaming computer or sports memorabilia are all going to take a back
seat to your wife’s hair, makeup, shoes, clothes and never-ending home decorations. You’ll have to have to pass up
a great deal on front-row tickets at the basketball game because she wants new curtains to match the new living
room paint job or because she needs help paying off her credit cards.

Terrence Popp from Redonkulas.com points out in his video “The Cost to Be the Boss,” precisely what it takes to

https://www.youtube.com/user/redonkulaspopp
http://www.redonkulas.com/
https://www.youtube.com/watch?v=xVHIGYgDvsI


live well as a single man versus living well if you’re married. After thoroughly researching average costs to have
dental, medical, a decent car, place to live, food, money for vacation and holiday gifts, Terrence determined that a
single man needs a minimum salary of $23,204. To live well if you’re married requires a minimum salary of
$74,942. Keep in mind that Terrence was throwing out averages and minimums. Living well in Los Angeles or New
York is going to be much more expensive than San Antonio, Texas. The point is that sustaining a nice lifestyle as a
married man is three times more costly than remaining single, which is why married men have to work longer and
harder than single guys.

Getting married is a great way to reduce the amount of money you’ll have to do things you enjoy.

Reason #42 – You Will Have to Work Harder

A wife’s lifestyle demands and spending habits invariably mean that her husband must work harder than when he
was single or dating. A report by the American Enterprise Institute (AEI) and Institute for Family Studies titled “For
Richer, For Poorer: How Family Structures Economic Success in America” reveals that married men work an
average of 400 hours more than single men with similar job experience. The reason for husbands having to work so
hard is simple: having a wife is expensive.

In 2015 an article in The Washington Post tried to entice men into marriage with the headline “Don’t be a bachelor:
Why married men work harder, smarter and make more money.” The author of the article, William Bradford
Wilcox, mentions a Harvard study that found that married men are much less likely to quit their job before lining up
a new one, than single men. He also noted that married men make more money than their single counterparts. What
Wilcox conveniently fails to point out is that married men have to work harder because of the spending habits of
their wives, increased holiday expenses, increased utility, and grocery bills. Not to mention credit card debt and a
mortgage payment on a large house they wouldn’t have needed if they had just remained single.

A single man can work as much or as little as he wants, and is free to change his place of employment or even take
extended time away from work. A husband doesn’t have such a luxury and must keep grinding away unless he can
find another job with equal or better pay. Most married men will not be allowed to take a few months off of work to
finish writing a novel, nor have the liberty to switch to part-time hours so they can try their hand at opening a
business. A single man can quit his job whenever he wants to and use some of his savings to travel around the
world, or he can cut back his hours and choose to live a frugal minimalist lifestyle. Married men have to work harder
when they don’t want to because a wife is a financial burden.

The practice of a wife bringing a dowry into the marriage is an indication that it has been known throughout the
centuries that women are a liability, not an asset. In the days before women entered the workforce en masse, there
were few options for a young lady to earn a living, and thus she would be a strain on her parent’s budget. To help
sweeten the deal, a bride would bring property or money to her husband on their wedding day that she usually had
acquired from her father. Women also used to accumulate linen, clothing, and other items useful for a married life in
a hope chest, but that practice has all but ceased in favor of family and friends giving gifts on the wedding day.

If you don’t want to work harder, just to support someone else’s existence, don’t get married.

Reason #43 – Women Love to Shop…With Your Money

In 2009, The Harvard Business Review reported that women worldwide represented $20 trillion in annual consumer
spending, which is the entire gross domestic product of the United States in 2017. Women’s spending worldwide is
quadruple the 2018 GDP of Japan, and “represents a growth market bigger than China and India combined,”
according to the article titled “The Female Economy” published in The Harvard Business Review. A 2014 report
from Simple Relevance, an email marketing firm, states that women either make or influence the purchasing
decision in 85% of all retail transactions. Women buy a lot of retail crap.

On May 25, 2012, TakePart.com reported that the Puente Hills landfill in Los Angeles was taking in 12,000 tons of
garbage daily and sat at an astounding 3.7 million tons of trash. The reality is that 70 – 80% of the retail garbage
found in a landfill is the product of women’s spending habits. It’s funny how many women can be seen in
photographs of environmentalist protests considering the appalling size of their collective waste footprint upon the
Earth.



Daniel Kruger, an evolutionary psychologist at the University of Michigan, told ABC News in the 2009 article “Why
Women Love to Shop,” that it could be due to hunter-gatherer evolution. Kruger theorizes that men evolved to have
a “get in, get out” approach because they often hunted their food, but since women gathered their food and spent
time examining it, they adapted to enjoying a leisurely time searching for the best deal. Kruger might be on to
something, but in terms of a marriage, a wife enjoys shopping more than her husband because she didn’t have to
bust her ass to earn the money.

It’s not easy for a man to part with his money, not just because he worked hard for it, but also because he’s too tired
to waste time methodically scanning through each aisle of retail crap. Moreover, men make purchases according to
what the product or service can do, and assess its utility and durability, while women are more likely to buy
something because of how it will make them feel. Do you want your finances to be directed by logic or some
woman’s emotions?



Chapter 8 - The Married Lifestyle
 

“By the age of twelve at the latest, most women have decided to become prostitutes. Or, to put it another way they
have planned a future for themselves which consists of choosing a man and letting him do all the work.” – Esther
Vilar, author of The Manipulated Man

 

Reason #44 - Dates You Don’t Want To Go On

Whereas when we hang out with the boys, we are satisfied with each other’s company no matter the surroundings,
women demand to be entertained and treated to the best experience that your wallet can afford. When male friends
meet at the bar or café, go fishing together, or take a road trip, they needn’t even say much to each other to enjoy
one another’s company. Women need constant reassurance of the value of their vagina. To this end, a seedy dive-
bar, or floating around in an old fishing canoe, won’t do.

A woman’s requirement for validation that she is still beautiful and desirable demands that she is seen—that she
catches the attention of males other than her husband. The expenditure of the date provides creditability to whatever
price she puts on her vagina. Whereas a man can validate his self-worth by the respect he receives from other men, a
woman only validates her worth by the number of men who thirst after her, the amount of money spent on her, and
the number of women who envy her. This translates to a husband having to spend his time and money taking his
wife to places that he does not necessarily enjoy, and funding how she will appear in front of others. A wife’s dress,
jewelry, and makeup have absolutely nothing to do with her husband but are only a means of advertising to the
world the minimum appraisal of her stinky-pinky.

After waiting an hour or two for a woman to get ready, a man will say, “You look beautiful.” Such compliments are
not celebrated as an indication that her husband will be satisfied but are a reassurance that other men, and women,
will validate that she is a prize. Naturally, a woman’s inherent psychological need to be validated by others requires
that she will want her husband to take her places where she will be seen. Romance for a man can be laying under the
stars in the middle of the woods, but for a woman, it is typically going to some socialite event where the eyes of
others will be on her. Whereas a man might envision walking with his bikini-clad lady down a beach while a gentle
breeze blows through her sarong, her vision is likely to take place on the beaches of Hawaii, France or some other
exotic place—so she can boast to her girlfriends about where her husband took her. A woman’s romance is then in
the validation of her beauty, by way of how much money was spent on her.

Reason #45 - Celebrate Holidays on Her Terms

I don’t celebrate any holidays apart from buying a few loved ones gifts on Christmas or the occasional birthday
present. Women live for holidays so they must be factored in as an extra expense of your money and time.

Married men have to deal with Valentine’s Day, their wife’s birthday and their wedding anniversary. They’ll need to
endure in-laws on Thanksgiving, Christmas or Hanukkah, and perhaps suffer through an Independence Day
barbecue at her annoying brother’s house. The gift-giving season will no longer mean a few affordable but
thoughtful items for mom and a few loved ones, as wives expect a husband who earns an average wage to spend at
least a few hundred dollars on their gift alone. This is to say nothing of food, beverages, decorations, travel and
lodging expenses. You can always spot the homes of married couples during the holidays because they’re adorned
with the most decorations.

It is also worth mentioning that a married man will be dragged into a wide variety of family functions and minor
celebrations. A wife comes with a whole set of nieces, nephews, brothers, sisters, and other in-laws, to say nothing
of friends’ families. A married man without kids will soon realize there’s no shortage of baptisms, kids birthday
parties, bar mitzvahs, soccer games, weddings, dinner parties and other functions he’ll be expected to attend and
throw money at if necessary. To not do so means he’ll find himself sleeping on the couch, or getting an earful from
his bloated nagging bitch of a wife for the next week—and he can bet money she’ll bring up his rude absentee
behavior every time he wants to do something of his choosing.

https://www.amazon.com/Manipulated-Man-Esther-Vilar/dp/1905177178/ref=asap_bc?ie=UTF8


Reason #46 – A Husband’s Work is Never Done

Married men on average work more hours than single men, so a husband’s day off is something to be savored. The
problem is that a wife can introduce a never-ending list of chores and errands for her pack-mule of a husband to do.

The presence of a man in the house means that a woman can accomplish a lot of things she would not otherwise be
able to do, due to her lack of strength or knowledge. Moving all the furniture in and out of the living room so you
can paint it the color of her choice might be on her “ Honey Do List” for your next day off. After she buys a bed
more suitable to her tastes, maybe you’ll need to haul your old mattress and bed frame down the stairs. When the
headboard slips out of your hands and knocks a hole in the wall, you’ll be fixing that too, and while you’re at it, you
might as well fix the creaky stairs and stain the banister to match the dining room table. If you could run down to the
home improvement store and buy ten 50 pound bags of topsoil, and then haul them to the backyard so your wife can
start an organic vegetable garden—even though she doesn’t hardly ever cook—that would be great too. Don’t expect
a blowjob afterward, and you probably won’t get a back massage either.

Ex-wives and ex-girlfriends somehow seem to dictate the free-time of the men they abandoned. A truck driver told
me that almost all his fellow over-the-road truck drivers were guys paying child support or alimony. They had often
chosen the career because a semi-truck that’s built for traveling all over the United States comes with a sleeper berth
in the cab of the tractor. It’s an affordable way to have a roof over their head instead of a house or apartment they
can’t afford due to payments to an ex-wife or ex-girlfriend. Truckers work up to 70 hours per week keeping the
economy moving, and while they are granted 48 hours of federally mandated downtime, their days off are often
spent at a truckstop or a Wal-Mart parking lot.

If you get married, you can basically kiss your days-off goodbye.

Reason #47 – TV Shows & Movies You Have No Interest In

A wife’s tastes in entertainment can be drastically different than her husband’s. A girlfriend might put up with your
taste in war movies, gangster flicks, but a wife has no reason to. Expect to be dragged to the cinema to watch
whatever romantic trash Hollywood has pumped out this week. If you’re not willing to be emasculated as you step
into the theater for A Walk to Remember or Beauty and the Beast, not to worry; your wife will have taken over the
living room and your prized 80-inch television screen and $2000 sound system you put together for sporting events.
You’ll be regulated to watching your favorite shows on your 17-inch laptop on an old couch in the basement.

As a bachelor, I don’t have to spend a single minute watching anything I have no interest in. I don’t have to subject
myself to hearing poorly written romantic dialog from the latest pseudo-alpha male character blaring from the next
room while my wife and her fat ass friends pass around a tub of cookie-dough ice cream.

Reason #48 - Women Want to Control Your Time

A wife will want her husband spending his time with her or doing something that benefits her. The mommy dynamic
resurfaces here because a wife will want to know what you’re doing at all times. How many times have you heard a
married man say that he has to check in with his wife, or call her to let her know when he’s coming home? This is
exactly what little boys have to do to keep their mother’s happy. The comparison of wives to mothers is apt, as a
study by Tamas Bereczkei at the University of Pécs in Hungary discovered that men end up marrying women that
have a bone structure that resembles their mother.

Men want sex from women, but women want the resources and services of men. Divorced women often claim that
their ex-husbands didn’t serve their emotional needs. The translation is that out of the 24 hours each man is given in
a day, not enough hours were spent trying to make the woman happy.

Reason #49 – Dealing With In-laws

Whereas a man has no obligation to spend time with a girlfriend’s in-laws, it is expected that he does so if he is
foolish enough to marry her. It is not just a matter of dealing with in-laws that are an annoyance but also having to
deal with their meddling into your marriage and the possibility of giving some of them financial assistance. You
might need to shell out money to help your sister-in-law, or to bail your wife’s idiot brother out of jail. Even things
as small as purchasing candy or cookies from a niece or nephew for a school fundraising project should be factored



in. You might also have to babysit for your in-laws or attend school plays or sporting events that you have no
interest in. Keep in mind that these are not children that you raised, and with an increasingly liberal approach to
parenting, you could find yourself stuck with a pack of brats running amuck in your house for the next five hours
while your sister-in-law goes on a date with another jobless loser.

You may somehow weasel your way out of funding your sister-in-law’s relationship, but your wife might throw a fit
if you don’t let her and her idiot husband stay in your basement for a few months until he finds new employment. A
father-in-law might need you to help paint his house, while next week your brother-in-law pulls his rusty truck into
your driveway because he knows you know a thing or two about fixing vehicles.

Getting married opens up a whole new group of people that you just might not want to deal with.

Reason #50 - Her Friends

The names of a woman’s relatives should be written all over her wedding dress alongside her friends as a reminder
that they’re part of the whole package. A husband will be forced to deal with his wife’s friends even if he moves far
away from them.

Women love yapping on the telephone, and the internet opens up a whole new means of staying in communication
and making a never-ending assortment of new friends through social networking websites. You can pick your
friends, but you can’t pick your wife’s friends. The influence of a woman’s friends will always hang over the head
of your marriage, and if you live in proximity to them, your wife will want to spend time with them.

Influence does not have to mean something overtly negative, such as her best friend running you down behind your
back, or enticing your wife with stories about how nice it is to be riding some other man’s cock while her husband is
away at work. A woman’s friends can sway her buying decisions, and create feelings of resentment and envy as they
share stories of how much money the men in their lives are willing to spend on them. Friends can have an impact of
your wife’s diet, appearance, vices, spending habits, politics, the location she wants to live, and they’ll weigh in on
how they think you should be behaving as a husband.

Your wife’s guy friends are the worst, as any male friend of hers will sleep with her given a chance, and perhaps the
right amount of alcohol. Again, with ready access to a whole host of social networking websites, there’s plenty of
guys she can “make friends with” and monkey branch around. A survey of 1,000 women by OnePoll.com in 2014
found that 50 percent of women have a “Plan B” backup plan in the form of man they know, should they found
themselves unhappy with their current relationship. A wife is more likely to have a backup suitor than a girlfriend,
and her chosen Plan B is usually someone she has known for around seven years. As noted in an article citing the
poll at DailyMail.co.uk on September 25, 2014, “With sites like Facebook and Twitter, it's easier than ever to stay in
touch with an old flame.”

I can only imagine how many women are telling their husbands “I love you” or “I love you with all my heart,” and
yet are keeping another man’s phone number handy just in case things don’t work out.

Reason #51 - Her Pets & Your Pets

Another unforeseen potential restriction upon a married man’s life may be the kind of pets he can have, or the pets
he must tolerate. An unwanted pet can represent extra expenses you don’t want. A single dog or cat can cost around
$1000 for the first year, and an additional $500 for every year thereafter.

Maybe your wife wants an annoying parakeet, or a couple of ferrets running amuck in the house, or perhaps you do,
but she doesn’t. Comedian Dane Cook jokes that every guy wants a monkey. Marriage limits the freedom to have
such exotic pets, as well as common domesticated animals, but all pets are an additional expense. They can also
become a source of resentment. Are you annoyed by your wife’s pets? Does she treat the dog or cat better than you?
Does your wife think you pay more attention to the dog than you give to her?

In the book Leader of the Pack: How a Single Dad of Five Led His Kids, His Business and Himself from Disaster to
Success by Matt Sweetwood, the author shares a story about his family dog Max. Matt got roped into marrying his
girlfriend Charlotte after she announced she was pregnant—which was also after she claimed that the doctors said
she couldn’t get pregnant. Matt got a dog to complete the picture of marriage normalcy. As the months of his wife’s

https://www.amazon.com/Matt-Sweetwood/e/B079WSC788/ref=dp_byline_cont_ebooks_1


pregnancy ticked by, Matt noticed she got colder toward him and the dog. On the day he brought his newborn
daughter home, he said Charlotte barged into the house, kicked the dog and retreated to the baby’s room. A woman
who loves your pets one day may not tomorrow.

Reason #52 – You Will Never Have Peace of Mind

If there’s one thing that marriage is guaranteed to do, it will destroy your peace of mind. I sense this plays into why
married guys get less sleep than bachelors. The questions that will float around in your mind are endless.

If your wife shows any indication that she’s unhappy, but doesn’t tell you—keeping in mind that women loathe
speaking truthfully—you’ll be wondering what you did to upset her. Did you say something wrong? Is she happy
enough?

When she takes a phone call, you’ll wonder who she’s talking to. Is she talking to that idiot friend of hers, or is she
talking to her mother, who blames her failed marriage on your father-in-law?

After reading about a celebrity divorce settlement in some Hollywood gossip magazine, has she done the math on
how much she can extort from you in divorce court?

Exactly who is she texting on all the time?

When you went with her to buy her a new cellphone, didn’t it seem like she lit up a little too much as the handsome
salesmen walked her through all the service plan options?

If you can’t spend enough money on her birthday present as her friend’s husband spent on his wife’s present, is she
really going to be happy?

She’s been packing on a lot of pounds lately, so does this mean you’re going to be stuck with a woman who’s intent
on becoming her own landmass?

If a mountain lion jumps out of a tree while you’re hiking, will you be able to protect her?

If you don’t close the deal on this big account, how dissatisfied will she be if you have to scale back your vacation
plans?

Did she catch you glancing at the young barmaid’s delicious titties, and are you going to have to hear about it
tonight if she did? How much has she had to drink tonight anyway?

Does she regret marrying you after seeing how great her ex-boyfriend is doing at the high school reunion?

Is she really okay with you spending a weekend at your buddy’s hunting cabin to console him while he’s going
through a divorce?

If you didn’t marry her, what would your life be like? Who could you have become? How many of your dreams
could you have materialized?

…and who is it that she keeps texting all the time?

 



Chapter 9 - Cutting Your Balls Off
 

“We’re a generation of men raised by women. I’m wondering if another woman is really the answer we need.” –
Tyler Durden, a character from the book Fight Club by Chuck Palahniuk

Reason #53 – Say Goodbye to Your Dream Car

One easy way to tell if a guy is married, or if he has kids and is paying child support, is the kind of car he’s driving.
Most married men can no longer afford the car they really want to drive, and instead, opt for a cheaper model, or just
keep driving the same old rag-trapper until the engine falls out. Even if you can afford a fully-loaded luxury pickup
truck or sedan, or badass sports car that’s guaranteed to turn heads, there are steep obstacles and severe penalties to
pay if you make the purchase.

Since women are petty creatures more obsessed with appearances than men are, she’ll also be requesting a new car
that’s comparable to yours. After all, she needs to flaunt to her friends and neighbors how much her husband spent
on her so she can validate the price of her vagina. If you can’t afford your dream car—because of legitimate bills, or
her irrational spending habits—she’ll be sure to remind you. Meanwhile, you’ll be wondering why you’re still
making payments on the $3000 treadmill her fat ass stopped using a week after she ordered it.

Your dream car is never going to divorce you. It is never going to cheat on you, prevent you from spending your
free-time how you want to spend it, or hit you up for child support while telling your kids what a deadbeat you are.

Reason #54 - Firearms & Motorcycles

Some very few women enjoy going out to the shooting range, riding on the back of their man’s motorcycle or doing
other activities that are traditionally masculine, or might otherwise be viewed as dangerous.

Getting married increases a woman’s desire to feel safe and secure, as her husband is perceived as her safety net.
Having children, or merely getting pregnant, compounds a wife’s need to be reassured that she is in a stable and safe
environment. A woman’s desire for security and stability translates to a disagreeable attitude when it comes to
various manly activities. To take on a wife may mean that a man may have to forgo participating or investing in
things which his wife deems dangerous or of no value to her needs.

A random news report on a terrible motorcycle accident can give way to a wife demanding her husband sell his
prized bike, and the same can be said for a speedboat, dune-buggy or other unconventional vehicles. Once she views
the receipts, a man’s firearm collection, or the joy of amassing more tools, will take a back seat to his wife’s need
for designer clothes, home decorations, new furniture, an exotic vacation, or some useless trash that caught her eye
on a home shopping television show.

Reason #55 – “Will you please stop leaving the toilet seat up!”

It may sound silly, but I quite enjoy that I can skip a shower, leave the place a complete mess, let the dishes pile up
for days, or fart up the whole house if I want to. I can drink right out the of the milk jug, have the same meal
delivered to my place five days in a row, or chain-smoke two packs of cigarettes in my bedroom while I get sauced
on booze. I can play video games all day or watch the entire Die Hard film franchise in one sitting. I can make my
bed or leave it a complete mess while I sit around in my underwear with my feet kicked up on the coffee table,
trying to see if I can burp loud enough to wake the neighbors. I’m not saying I do any of this stuff, but the point that
I’m making is that I have the freedom to do as I please in and out of my own home.

If you don’t get married, you’ll never have anyone nag you that you need to stop leaving the toilet seat up, or
threatening to throw your clothes away if you don’t stop leaving them in a heap on the floor. Heck, my friend’s toilet
bowl hasn’t been cleaned in so long it looks like you still need to flush it, even after you’ve already flushed it.

Reason #56 - Your Vices

She might tolerate your love of cigars or pipe tobacco now but that can all change.



When Melissa moved in with me and brought in some of her furniture and decorations, I reluctantly agreed that I
would no longer smoke in my house. Plenty of guys choose not to smoke in their home, but as the king of their
castle, it’s their choice to have a smoke free environment. Cohabiting with a woman can change that, and control
over the household is never equal. This is especially the case since women have spent their childhood playing house,
and believe themselves to be rightfully in control of the home—despite however much they object to the traditional
duties of a housewife. Ken Roberts, who made his fortune trading and teaching people how to trade commodities,
said in one book that he had a separate house built on his property so he could enjoy smoking cigars without hearing
his wife complain about the odor.

To be fair, the positive aspect of a woman putting her foot down against smoking, gambling, drinking, or other
vices, is that it can be good for your health and your wallet. In my beta male days, I once told an alpha male friend
that I liked the idea of a good woman who would help keep me in line and control my spending. He was shocked at
my vaginal comment and retorted, “We are not those kind of men. If we have a weakness, we do not seek a crutch
from a woman or anyone else. We look within ourselves, and we change it.” I scolded myself for being so weak, for
I had read the works of Anthony Robbins, Napolean Hill, Robert Greene, and many others, but failed to apply what
they were teaching.

If you have an addiction that you recognize impedes you from being the best version of yourself that you can be, it’s
up to you to take steps to change it or seek professional help. It is not up to a mommy that comes in the form of a
wife. If, on the other hand, you don’t see your vices as harmful, or believe the tradeoff is worth it, marriage gambles
your chances of being able to enjoy what you like, when, where and how much you like.

Reason #57 – Marriage Takes the Fun Out of Nightlife

Going to a dance club with your buddies, or taking a girlfriend or a wife, are three very different experiences.

As a single man, the dance club is a buffet of gorgeous girls shaking their ass, trying to attract the attention of alpha
males. The presence of a girlfriend shuts down the opportunity to thoroughly enjoy the eye-candy, but it’s a joy to
see a girlfriend dress up for the night, and if the relationship is fresh you’ll still find some electricity between you.
Bringing a woman to a dance club, however, also comes with having to watch over her, and fending off any would-
be suitors. You’ve basically just stepped into a mating competition where the men have dressed their best, inflate
their chests or show off their muscles in the hopes of proving that it is they who deserve vagina access.

A friend of mine said that he hated going to the dance club with his girlfriend because it meant that he had to deflect
an onslaught of flirtatious attempts by other men to sleep with his girlfriend. Add alcohol to a gathering that includes
200 – 800 males trying to assert their dominance and impress females, and now you have to play bodyguard in the
event that some drunken hooligans start exchanging blows too close to your gal. If someone insults you in front of
your lady, you’re forced with the difficult decision of ignoring it like a weakling, or trying your best to pummel the
guy, so you don’t lose face.

If you don’t like to dance, your choice is to let her pull you to the dance floor—where you’ll shuffle around like a
half-retarded ape—or you can sit on the sidelines keeping an eye out for the next guy who's going to cop a feel or
rub his pecker against your girl’s silky ass.

If your wife has one too many drinks, you’ll have the added bonus of playing babysitter to a drunk, and while it
might ignite the bed sheets, it could also mean she’ll be going off on a drunken tirade that uncorks all her criticisms
of you that she’s collected over the past few years.

Finally, in light of the almost inevitable weight-gain that marriage brings, as proven by numerous studies, husbands
have to keep their eyes off of all the pert breasts of scantily clad young ladies while their fat-ass aging wives
shimmy up to the bar for another overpriced cosmopolitan.

Reason #58 - Having to Hide Guys’ Night Out

Adam White of the University of Bedfordshire in Britain assisted in a study to find out how much men valued close
heterosexual relationships with other men compared to having a girlfriend. Their survey discovered that men found
their friendships much more fulfilling than tolerating a girlfriend. White told Joseph Brean from The National Post,
“What happens in 50 years, say, if these bromantic relationships really take off and men decide, ‘Hang on, we really



enjoy these. These are much better. We can gain more emotionality from it. We’re less regulated, we’re less policed,
and therefore women actually just become the sexual fulfillers of men and nothing else. That’s the worrying aspect.”

I think I just figured out the true identity of the comic book superhero Captain Save-a-Hoe.

White is worried that men will realize that if they don’t succumb to the trap of long-term relationships with women
—because men know they’re just going to be “regulated” and “policed”—we’ll only value women for what’s
between their legs. In other words, White is concerned that men will actually wake up!

Apparently, it’s a bad thing if men realize they’ve been suckered into giving up their freedoms for vagina access
when they can easily have sex with women without sacrificing any of their freedom.

The fact is, heterosexual men prefer the company of other men over women. In fact, men can enjoy the company of
a best friend without hardly saying a word, whereas girls like to talk and talk, require fistfuls of our money, and
make all sorts of incessant demands. A guy can sit quietly in a fishing boat with his buddy, or hardly exchange a
word as they watch Tiger Woods dominate the golf course, and have the time of his life for the price of a few beers.

Upon getting married a man automatically decreases the chance to spend quality time with friends. A wife inevitably
places restrictions on how often her husband can go to poker night, Monday night football, and what he’ll be doing
some fishing and hunting season. Strip clubs are almost always out the question, and you can forget about planning a
men’s only trip to Las Vegas, Thailand or the Philippines. The amount of time a guy can spend at the Freemasonic
lodge, Elks’ lodge, or other fraternity can also be restricted by a wife.

As a single man, I can hang out with the boys as often as I want.

Reason #59 – Say Goodbye to Eye-Candy…and Candy & Bambi’s Sweet Young Ass

One of the great things about going out to the bar, coffee shop, beach, or any number of public places, is that you
can enjoy the scenery of beautiful women. A married man can still scope out the ladies, but only when he’s not with
his wife—unless he wants to risk stealing a glance when she isn’t looking.

I often take walks to a local restaurant, barbershop or grocery store because they’re so close to where I live. I’ll
usually spot at least a couple of hot girls in the few short blocks that I walk. Even the girl that cuts my hair is a hot-
piece, but if I had a wife who found out where I get my hair cut, I’d likely have to deal with her jealousy—and for
what? Why would I want to voluntarily limit how much enjoyment I get from eye-candy? As a single man, I’m not
just a window shopper either; I can try my hand at seducing any girl I see. The married man can look but isn’t
supposed to touch, so he’s willing turned himself into a cock-tease.

Reason #60 – The Boys are NOT Back in Town

A study conducted by Bella dePaulo at the University of California at Santa Barbara found that single people have
more fulfilling social lives than married couples. After dePaulo reviewed 814 studies, she determined that staying
single meant a greater connection to family and friends. Marriage often results in an insular lifestyle.

Not much more needs to be said here. Women want to dominate your time, and a wife inevitably decreases the
amount of quality time you can spend with friends and family. A wife will also attempt to remove any friends from
your life that she feels might pull you away from the direction she wants you to go in life. Moreover, women are
jealous creatures who feel alive by emotional interactions, so to step in the door laughing and smiling after hanging
out with the guys, is just another reason for a woman to lash out in envy.

Reason #61 – She Wants Brand New Everything

There is truth in the old joke that men are content to wear underwear that has holes in it. Men are more likely to
appreciate the function of things, whereas women value the appearance of things. Women also concern themselves
with whether or not what they own elicits a response of praise or envy in others.

When a man foolishly spends money, it is often to prove his alpha status to draw the attention of females or to
garner the respect of other men. We also blow money on our hobbies and addictions, if we have any. However, we
are still more likely to reuse, repair or recycle. For instance, a man can be satisfied with a leather jacket that’s a bit



worn or a pair of boots that have taken a beating because it makes him look rugged and tough, but a woman wants
her clothes and shoes to be new and pristine. Most women don’t even know how to sew anymore, so a dress that’s
coming apart at the seams or a missing button on a blouse will soon be chucked in the trash.

While a man is content to drive a used car, because he’s confident he can fix any problems, has a buddy whose a
grease-monkey, or knows an affordable shop, a woman wants a new car. She not only wants a new vehicle so she
can actualize the value of her vagina and flaunt how much her husband spent on her, but also because women want
safety and reliability. A man will purchase a fixer-upper house because it’s dirt cheap, and he knows he can fix it, or
have his friends help out for the low price of a case of beer. A woman wants a new and spacious house in the best
neighborhood her husband can afford because it’s a matter of status, a feeling of security, and, once again,
demonstrating the value of her vagina.

I’ve known plenty of men who admit that their wrist watch is broken or they haven’t bothered to replace the battery,
including myself, because we understand it still retains its function. The purpose of a nice watch is merely to display
status, and make the man look like a refined and successful gentleman of good taste; therefore, who cares if it stops
working? Besides, if you really need to know the time you can look on your cellphone or simply ask somebody.

While the status artifacts of men are usually few in number, women want to adorn themselves in expensive jewelry.
The book The Millionaire Next Door by Cotter Smith and Dr. Thomas J. Stanley speaks to the true purchase habits
of the rich, and it is no mistake why men form the majority of the affluent. Most millionaires drive used cars, wear
inexpensive suits, live in middle-class and upper-middle-class neighborhoods, and if they drink, they don’t reach for
expensive wine or high-priced scotch. After I read The Millionaire Next Door and had a few high-end suit salesmen
affirm that most people can’t tell whether or not a suit was an expensive designer brand or not, I never purchased a
$1,000 suit ever again. Again, it is a matter of function: if a well-tailored suit at a discount men’s clothing store can
do the job of a name brand suit, what’s the point of blowing the money? Women do not see it this way, and instead
reach for name brands and fantasize about wearing the most expensive clothing money can buy.

If you don’t want to throw practical spending right out the window, don’t get married.

Reason #62 – No One Respects a Pussy-Whipped Man

Guys who let their woman drive the car while they sit in the passenger seat should really know how pussified they
look. Perhaps it’s more honest for a married man to let his wife drive, because after all, in today’s society the
husband is not at the wheel of the marriage.

When a friend or acquaintance announces his engagement to a woman, the wiser among us immediately think, “This
guy’s a damn fool.” Some men can remember the specific instance in their youth when they realized their mother
treating them like a fragile little boy affected how other boys saw him. When little boys challenge each other to a
dangerously steep downhill bicycle ride, or jumping the cemetery fence to take a shortcut at night, the boy who
responds, “My mother would get mad if she found out,” loses status in the male pecking order. It is no different
when a grown man says he has to check in with his wife, or cut-short his time with the guys because some woman—
whose lifestyle he supports with his hard work—will be upset if he doesn’t get home. Nobody really says anything,
but we men see it all the time: broken men whose wives sapped the life out of them.

Allowing a female to dominate or control your life is called “simping” or being a simp. Probably the greatest expert
on simping behavior is Darius, a US Navy Veteran who created a YouTube channel called MGTOW Knowledge to
educate men on how to stop being simps and manginas. Before taking the metaphorical “red pill” that woke him up
to the power that women can exert on a man’s life through her real husband, the government, Darius admits he was
one of the biggest simps of all time. In one video, Darius shares a story of how he was dating a woman who always
wanted to know where he was. It was so bad, he said, that he would take a picture of himself with the location he
was at clearly in the background. So imagine Darius, a grown man whose pumping iron at the gym, but asking his
buddy to stand in a picture with him so he can prove to some woman that he’s not out cheating on her.

Getting married means losing your dignity—you become a simp.

https://www.amazon.com/Millionaire-Next-Door-Thomas-Stanley/dp/0671015206/ref=sr_1_3?s=books&ie=UTF8&qid=1527212482&sr=1-3
https://www.youtube.com/user/lastsecshot


Chapter 10 - It’s Not Your Castle
 

“Instead of getting married again, I’m going to find a woman I don’t like and give her a house.” — Lewis Grizzard,
20-century American writer and humorist

Reason #63 – Buying a House You Don’t Need

According to the US Census Bureau’s “2015 Characteristics of New Housing” report, the average size of a house
has increased by 1,000 square feet since 1973 to an average of 2,687 square feet. Interestingly, the number of
household occupants declined from 3.01 persons in 1973 to 2.54 persons in 2015. The birthrate in the United States
has plummeted from 3.65 in 1960 to a mere 1.84 in 2015 and is continuing to drop like a rock. A birthrate below 2
means replacement levels are not being reached, and the population is shrinking. The curious thing is that homes
have gotten bigger and more expensive, yet the number of household occupants has decreased, and women are
having fewer children.

An article published by Bloomberg on January 31, 2017, says it all in the title, “Why Single Women Are Buying
Homes at Twice the Rate of Single Men.” The author notes that only 7 percent of homes are purchased by single
men, while single women make up 17 percent of home buyers, and married couples make up most of the rest. A
2017 article by Inc. magazine entitled “Data Shows Millennial Women Are Dominating the Current Job Market”
notes that women are getting higher paying jobs than men, so home purchases by single women make sense. All this
data also reveals that single men either cannot afford to purchase a home or aren’t interested in being homeowners.

With the brunt of home purchases being made by single women and married couples, it goes without saying that
marrying a woman will mean having to purchase a house. As any real estate agent will tell you, and redundant polls
show, women are the chief decision makers when a couple goes to buy a home. Marriage means buying a house that
you didn’t need if you remained single, that was picked out by your wife, and that will most likely be given to her—
along with many of your other belongings that you paid for—whenever she decides to divorce your sorry ass.

According to RCLCO (formerly known as Robert Charles Lesser & Co.), the average size of apartments built
between 2000 – 2009 was 988 square feet, and decreased in size to 917 square feet between 2010 – 2016. Contrast
this with an average house size of 2,687 square feet, and you’ll realize that getting married virtually requires a space
three times the size of what a single man needs. So while fewer people are getting married, and apartments are
shrinking, women are demanding larger and more expensive homes.

Getting married is a great way to spend your money buying a house that you don’t need, can’t afford and that you
didn’t even pick out.

Reason #64 – Moving to 2432 Mangina Lane

Since men are more independent, they are less likely to have qualms about moving away from friends and family to
their dream location. Men who are intent on saving money for a business venture, or other purposes, can also be
satisfied living in an affordable home in a rough neighborhood. Despite the stigma of living in a trailer park, if
finances or savings goals require it, a man is more often willing to suck-it-up and live below his means than a
woman.

Men are long-term thinkers whereas women look at what will satisfy them immediately. Women also have a greater
need for safety, social interaction, and stability, and must validate the value of their vagina to others. Due to her
comfort in consistency and social needs, a wife is less likely to condone moving away from her friends and family
than a man. Whereas a man will just sleep with a pistol in his nightstand drawer and get a concealed carry weapons
permit, a woman needs to feel safe so she’ll want to live in a neighborhood that has a low crime rate. Because she
must advertise to the world that her yeast-factory is prize-worthy, a wife will also want to live in the most expensive
neighborhood her husband can afford.

A single man can live on a boat, travel around in an RV, move off-grid to a cabin in the woods, or even take a year
to hitchhike around the country sleeping wherever he decides to lay his head. There are indeed some women who



are okay with living in a 35-foot boat or an RV, and there’s a small handful who’ll run off with a mountain man to
live in the woods, but marriage significantly decreases your options for where and how you’ll live.

Reason #65 - Your House Becomes Her House

When men think about getting married, they inevitably envision the kind of home they’ll share with their wife.
Unless a man already lives in a sizeable house, he’s likely to picture eventually moving into a larger home with his
wife. He might daydream about kicking his feet up in a spacious living room, with his sexy wife serving dinner right
at the coffee table so they can cuddle up, enjoy a meal together and watch the latest action flick with Gerald Butler,
Denzel Washington or Mel Gibson.

Having provided his wife a dream home, and a kitchen that would make Chef Ramsey blush, it’s only natural to
think that somewhere in the midst of watching the movie, his deliciously hot wife will reach over to start massaging
his groin. Before he closes eyes, as he tilts his head back—and she tries to swallow all of his manhood—he can
envision how the expansive living room is decorated to his liking. His great grandfather’s old rifle from the war
hangs above the fireplace, the colors in the room are manly and subdued, and the art and furniture speak to his good
taste.

After a good hour or two of sex, he imagines he’ll fall asleep and wake up to his beautiful wife sound asleep in her
silky negligée, or maybe she’ll rouse him with a morning blowjob and breakfast in bed. Yes indeed, he thinks, “This
is my castle, and I am the master of my domain.”

The problem with this picture is that it amounts to pure fantasy. When a man purchases a home, he is genuinely
buying it for his wife—not for him, or the both of them—it is bought for her. A married man is quickly resigned to
spend his days in a space allotted by his wife. Usually, this is the basement, garage or a shed in the backyard. This is
where the term “man-cave” comes in, for whatever place his wife decides he is free to decorate as he pleases, it is
likely to be a single room much colder and darker than the rest of the house. While a stark difference in the actual
lighting and temperature may exist between the rest of the home and the man-cave, it is cold and dark insofar as its
separation from the warm light and love he thought he secured when he married his wife.

When I was a child, while the boys were throwing snowballs and making snowmen on the playground, the girls
would make crude outlines of the floor plan of a house in the snow. Even if a married woman never had a dollhouse
as a little girl, she certainly fantasized about how she would decorate her home. The colors, smells, decorations, and
furniture were always picked out by her in her mind.

A married man does not rule over his castle but works to provide his wife whatever palace she desires, just as the
sweat of his labor exists to expand her freedom to decorate the place as she sees fit. Any seasoned real estate agent
will tell you that 70-80% of home purchase decisions are made by the wife; if the woman likes the home, the man
will buy it. It is her home, not yours. This is further proven to be the case in the fact that divorce settlements often
end in the ex-wife keeping the house which the man purchased with his hard-earned money.

If you do not want to be in the business of buying homes for women, do not get married.

Reason #66 – Your Clubhouse is a Shack

When I was a boy, my friends and brothers would build tree houses or even dig large holes and cover them with
wood to create an underground hideout. In adulthood, having our own space to shoot the breeze with our buddies
and just be men can take the form of a few comfy seats in the garage and a kegerator (i.e., a refrigerator that holds a
keg of beer). We might envision a basement with a pool table, dart board and a foosball table, or a loft over a four-
car garage that’s made to look and function like a speakeasy of the 1920s. Tech-savvy gamers might dream of a
game room outfitted with a half-dozen PCs, or two aircraft or race car simulators, along with a wall of classic arcade
games and pinball machines. Canadian Dungeons & Dragons aficionado, Robert Wardhaugh, has been running a
table-top role-playing game for over 30 years with his buddies. Even guys that aren’t into pen-and-paper games are
likely to get jealous over his sprawling setup.

The fact is that getting married reduces the amount of space, money and time one can allot to a private clubhouse.
Women tie-the-knot to secure a man’s time and resources. Long gone are the days when men were truly the kings of
their own castle. A wife might argue that her husband is spending too much money on his man-cave, or deny him



the space altogether. Instead of creating the clubhouse of their dreams, many men are reduced to sipping beers with
their buddies out by the toolshed just out of earshot of their wives. Sailors and fishermen have had to abandon the
idea of hanging out with their best buds on their dream yacht for a tiny fishing boat with hardly any room to move.

If you don’t want to see your dream of the ultimate hangout going up in flames, do not get married.



Chapter 11 - Cheating
 

“The fundamental defect of the female character is a lack of a sense of justice. This originates first and foremost in
their want of rationality and capacity for reflection but it is strengthened by the fact that, as the weaker sex, they are
driven to rely not on force but on cunning: hence their instinctive subtlety and their ineradicable tendency to tell lies:
for as nature has equipped the lion with claws and teeth, the elephant with tusks, the wild boar with fangs, the bull
with horns and the cuttlefish with ink, so it has equipped woman with the power of dissimulation as her means of
attack and defense, and has transformed into this gift all the strength it has bestowed on man in the form of physical
strength and the power of reasoning.” – from Arthur Schopenhauer’s essay “On Women” (c.1865)

 

Reason #67 – Hypergamy

Colloquially referred to as “marrying up,” hypergamy is the practice of marrying someone of a higher caste or social
status. Women are hypergamous by nature, as it is their biological imperative to seek out the best male specimen
they can find, and use his resources to create the lifestyle they desire for themselves and their offspring. Men are
more likely to engage in hypogamy—which is the reverse of hypergamy—as our instinct is to plant our seed into as
many women as possible, regardless of whether or not we consciously want children. For men, our unconscious
biological imperative has us valuing a woman’s womb, and a healthy attractive body fit for giving birth to a healthy
child.

In a paper on evolutionary anthropology entitled “Women’s Mating Strategies,” written by Elizabeth Cashdan at the
Department of Anthropology at the University of Utah, she states, “Females in a wide variety of species (insects,
birds, mammals) prefer males with resources, and the same is true for humans.” Cashdan reduces women’s selection
of mates to three factors: attractiveness, resources, and status.

Women ultimately value a healthy and symmetrical appearance because an attractive man is likely to be a better
provider and have genetic traits that can be passed on to her offspring. Attractiveness relates to one’s ability to
provide resources to a woman insofar as it can be an indication of a man’s ability to stand up against harsh
environmental conditions, disease, parasites, and the strength and stamina to work harder and longer. A man’s
resources indicate the degree to which he can ensure a woman’s survival and that of her offspring. A man’s overall
status is indicative of what his offspring might inherit, and the ease of life his children and their mother will enjoy. A
woman who is with a man who others regard as powerful also has the added benefit of not having to deal with a
constant barrage of lowly men, with fewer resources, flirting with her—because they dread disrespecting her
husband.

Because women are hypergamous creatures, a reduction in a man’s social status or resources can quickly see his
wife monkey-branching with the intent of marrying up and out of what has become to her an undesirable condition.
A woman clings to a man like a monkey holds onto a branch, but like a tree that starts to sway too much in the wind,
she will branch off to other men if they offer a sturdier environment or a bigger meal ticket. Having a wife means
that a man must always be aware that the woman who supposedly loves him will swing to another tree if she
believes it’s more promising, and she thinks she can get away with it.

Robert Stephen Briffault, a social anthropologist of the early 20th century, expanded on women’s hypergamy by
codifying what is known as Briffault's Law. The principle, published in the first volume of The Mothers, states:

“The female, not the male, determines all the conditions of the animal family. Where the female can derive no
benefit from association with the male, no such association takes place.”

Dr. Briffault expanded on this law with three undergirding principles.

1. “Even though a woman has accrued past benefits from her relationship with a man, this is no guarantee of her
continuing the relationship with him.”

This is quite simply to say, that no matter how well a man treats his wife, nor how much money he spends on her,

https://www.youtube.com/watch?v=9W6wvHSMmzY


there is no assurance she won’t at some point file for divorce. Guys delude themselves into believing that since they
spent money on a sparkly rock, take their wife on exciting dates, bought her the car and the house she wanted, they
have strengthened the relationship. According to Dr. Briffault, women do not look back upon all the previous things
a man has done for them to determine the value of a relationship. No amount of money can ensure the loyalty of a
wife.

2. “If a woman promises a man to continue her relationship with him in the future in exchange for a benefit received
from him today, her promise becomes null and void as soon as the benefit is rendered.”

To fully grasp this, imagine that a woman is threatening to leave her husband because she’s tired of living in his
small house in a neighborhood she doesn’t like. The man promises he’ll rectify the situation. She promises not to
leave him if he can deliver on his promise to buy her the home she been dreaming of; the one that’s just a stones-
throw away from his annoying mother-in-law. Though her husband delivers on his promise, it would be foolish of
him to ask why she’s filing for divorce two months after he purchased the house. He will say, “Didn’t I purchase the
house you wanted,” because he doesn’t understand that his wife does not see the home as a long-term benefit, but
one that has already come and gone. Technically, in her tiny little mind, she held up her end of the bargain. She
called off the divorce because he purchased the home, but she’s come up with a different reason to divorce him.
Furthermore, she’ll get to take over ownership of the house in the divorce settlement anyway.

3. “A man’s promise of a future benefit has limited ability to secure a continuing relationship with a woman, and his
promise carries weight with her only to the extent that the woman’s wait for the benefit is short and to the extent that
she trusts him to keep his promise.”

If a husband draws up a detailed picture charting his expected financial growth over the next five years, promising
that he’ll be able to provide a better lifestyle for his wife, he doesn’t realize that women are not creatures of long-
term thinking but immediate gratification. After all, why would a woman wait and gamble on her husband becoming
wealthier when she can seize his current earnings through alimony and monkey-branch to exploit a man who is
much more successful than her soon-to-be ex-husband?

Marrying a woman does not magically call a ceasefire to all other male competition because women are
hypergamous by nature. She is always going to be looking for an opportunity to monkey-branch and acquire more
resources from a superior provider-male or spread her legs for genetic material in the ballsack of another alpha male.

Reason #68 - She’ll Cheat on You

I’ve caught several girlfriends cheating on me or about to cheat. The girls always try to make it seem like they’ve
been the victim of unethical surveillance. Meanwhile, white nights and other beta male cuckolds, who haven’t the
first clue about women and know nothing of the details of my relationships, will make spurious judgments that I
must have deserved to be cheated on. Other equally delusion men might argue that I just chose the wrong gal—
believing there is some magical checklist that significantly decreases the chance of dating or marrying a cheater. The
real lunkheads might think that a woman cheated because her boyfriend or husband didn’t have a big enough John
Thomas, or didn’t pound her Weiner Wagon hard enough with his Bone Ranger.

The theories of why women cheat are endless, but ultimately they do so because females are hypergamous, and they
are also driven by emotions; a woman can be after the emotional exhilaration of the act itself or the emotional high
from the drama of getting revenge.

In the time of my father and his father before him, there were much fewer opportunities for women to cheat, but
with social media and dating apps accessible on every smartphone carried in a woman’s purse, girls have an endless
supply of men to sleep around with. For this reason alone, most women have ridden the cock-carousel before they
tied-the-knot, and can quickly jump right back onto Rumpleforeskin’s merry-go-round anytime the mood strikes
them.

According to a research document by Dr. Lawrence B. Finer titled “Trends in Premarital Sex in the United States,
1954–2003,” the number of women who are still virgins on their wedding day is roughly 3%. The pretty girl-next-
door, that you’ve been sizing up to see if she’s marriage material, has likely been riding so much Chad-cock that her
vagina looks like a heap of roast beef.



Dr. Charles E. Corry from the National Coalition For Men researched the subject of how many men are taking care
of children that they have been duped into believing are their biological offspring. He found some sickening facts.
Dr. Corry noted in 2004 that approximately 300,000 paternity tests are done in the United States for the purposes of
including or excluding a male as the biological father of a child. Out of these tests, about one in three prove that the
man is not the father of the child. Dr. Corry estimates that each year roughly 90,000 men have been wrongly accused
of fathering a child. It also means that with about 4 million children born in the United States each year, there are 1.2
million men that are victims of paternity fraud. By such estimates, there are 21 million men at this very moment who
are financially enslaved in a marriage, or through child support, to take care of a child that is not biologically their
own. For the record, 32.9 billion dollars was owed in child support for the year 2014, yet how many billions of
dollars have cheating women profited—and child support agencies themselves—for suckering men into paying for
children that are not their biological offspring?

The General Social Survey of 2010 to 2016 conducted by The Institute for Family Studies claims that 20% of men
cheat on their spouse but only 11% of women. In light of Dr. Corry’s research concerning paternity fraud, there
seems to be some shenanigans going on with the findings of the General Social Survey. The study did note,
however, that the number of unfaithful women is increasing.

In her book State of Affairs: Rethinking Infidelity, Esther Perel concludes from her research that the number of
women who cheat on their husbands has risen by 40% since 1990. According to Buss and Shackelford’s 1997 paper
“Susceptibility to Infidelity in the First Year of Marriage,” they showed that numerous studies place the likelihood
that a woman will cheat on her spouse between 20 – 50%.

In the article “Why Women May Be Bigger Cheaters Than Men?” published at The Huffington Post on December 6,
2016, Ashley Papa from Fox News was asked why more women are unfaithful today. Ashley responded, “Part of the
reason is access. Women are in the workplace more than ever before. So they have access to men who might be
interesting and available to them. And the Internet and social media has made cheating so much easier to do.
Cheating is basically just a click away now.”

When women defend cheating or relationship experts try to answer what motivates wives to cheat, a whole laundry
list of goofy reasons are presented. When I caught Crystal cheating on me, I was purchasing a house, making more
money than most men in my age bracket, and I would take her on dates, treat her like gold and even bought her a
new wardrobe. After discovering that she was nothing but an unscrupulous whore, I finally cracked open her diary
only to read that she had been obsessed with a guy who she admitted was a complete asshole who treated her as little
more than a receptacle for his semen. All the while she was telling me she loved me, she was making entries in her
diary about some verbally abusive prick she was obsessed with.

After I found out Melody had cheated on me—and called her out on it, by showing her a photograph of her guy
friend with his hands all over her—she cried and talked about how much of a mistake it was. She said that she
regretted having sex with him, and described how fat and repulsive he had become, and how he huffed, wheezed and
sweated like a wild boar when he was on top of her. I decided to forgive Melody, because in those days I was a
typical beta male simp; however, I did install software on her computer that recorded all of her keystrokes. Sure
enough, she had kept in contact with Brett. When I called her on it a second time, she had the gall to tell me how
Brett said that snooping on her was immoral. The same garbage came out of Crystal’s mouth when I caught her. It
never fails to amaze me how a woman who is caught red-handed, believes she can retain her innocence by shaming
someone else, or having some emotional outburst, just like a child.

At the time I caught Bethany cheating I was working at a marketing firm and had received two promotions in the
record span of four months. Even though Bethany was a little chunky, I treated her like a beautiful princess, only to
have her go out with her feminist friends to bang other men. After leaving her while she was out with her mother,
my best mate called me when he was at work, and said Bethany had barged into his house and was begging his
girlfriend to tell her my whereabouts because she desperately wanted me back. She ended up blowing up the phone
at my work so badly that the girl at the front desk had to sternly tell her to stop calling.

Don’t be the fool who believes his wife won’t cheat on him. The best way to avoid ever having to deal with the
heartbreak of a cheating whore of a wife is not to get married—and that’s real peace of mind.

Reason #69 - Women Do Not Love You



Men are the true romantics as we have been created by God, or evolved by nature, to fall in love with women.

In the absence of artificial womb technology, women have been necessary for the species to carry on. When a man
steps up to defend a woman against a predatory animal or another man, or when he allows her to get off a sinking
ship first, his actions are intended to protect the existence of the species. Men do these things regardless of whether
they understand the real purpose of their chivalrous impulses or not. If men did not so easily fall in love with
women, or at least have the instinct to protect females—that they aren’t even interested in—human beings would
have died off long ago. Women being weaker, slower, possessing less endurance and intelligence demands men who
are programmed to love them and keep them out of harm’s way for the sake of their precious wombs.

On the other hand, a woman’s biological imperative is to find and breed with the best male she is capable of
sleeping with to strengthen the species. In the animal kingdom, we observe that females will breed with whichever
male is victorious in a battle of alpha status. Nature cannot have females refusing to reproduce with the best genetic
stock they can find, and thus they cannot have any attachment to any particular male. A woman’s version of love
cannot be so rigid as to prevent her from passing up the sperm of a man who she intuits has far more alpha
characteristics than whatever man she’s been saying “I love you” to for the past few years.

Her other mission in life is to secure a mate who will protect and provide for her. Since women are unable or
unwilling to amass the kind of resources a man can, it is essential for her to capture the attention of a male who can
provide her with the resources she needs for her survival and happiness, and that of her offspring. Women do not get
married because they’re in love, but because marriage is an insurance policy. Men are little more than lifeboats on
the ship of life.

Men are romantic about relationships, but women are pragmatic. A woman loves what a man can provide for her,
but a man loves the woman. Men generally do not care how poor a woman is, but only that she is attractive and
treats us with respect. The movie Pretty Woman, wherein a rich man falls in love with a prostitute and spends gobs
of cash on her, is the classic example of how men fall in love with the person, but women fall in love with a man’s
bank account.

To love someone with all your heart is to be willing to sacrifice for them, and men will sacrifice their time, their
money, and their lives, in the service of the most impoverished woman. Women will sacrifice their marriage on the
altar of divorce if their husband’s earnings no longer satisfy them, if a wealthier man takes an interest in them, or if
they realize alimony and a divorce settlement are a better way to extract his resources.

Despite how many women devoir shelves of romance novels, or the number of romance movies geared toward a
female audience, men are the true romantics. After looking at a stack of studies on which gender is more romantic,
Dr. Gwendolyn Seidman in her article “Who's Really More Romantic, Men or Women?,” published at Psychology
Today, said matter-of-factly“…no study to date has shown women to be more romantic [than men].”

Reason #70 – Dealing With Her Jealousy

Hasse Walum of the Karolinska Institute in Sweden led a study of over 3,000 people to determine whether men or
women are more jealous. Consistent with previous research, Walum found that women are more jealous than men.
My view is that women are more likely to show signs of jealousy, or erupt in a fit of jealous anger because they are
dependent upon the resources of the male. A woman’s failure to control a man by keeping him emotionally and
sexually tied to her spells danger, as he might end up running off to provide his resources to another female.

A woman who is married long enough to receive a sizable divorce settlement, ownership of the house her husband
paid for, and monthly alimony payments, need not worry if her husband becomes infatuated with another woman. A
woman who gets pregnant possesses a degree of financial security even quicker, as it only takes nine months till the
birth of the child to receive child support payments, but can take five years or more to acquire long-term alimony.
Despite a woman having numerous safety nets provided by her real husband, the government, her survival instinct is
to be more jealous than a male and to act on those emotions to ensure the stability of her existence.

A woman’s jealousy often appears irrational to men, and especially to those of us who pride ourselves on loyalty.
The oddity is that a man can throw himself into his wife’s service, shower her with compliments, waste his money
on her, and tell her repeatedly that he loves her, but it will not quell her jealousy. When you discover that a girlfriend



or wife has been sifting through your text messages, or interrogating you to find out every little detail about how you
spent your day, she is operating on instinct to make sure the fruits of your labor will still be hers for the foreseeable
future. Another factor is that women know how easy it is for them to get away with cheating on their husbands, and
as such, their own guilt can project onto their spouse. In my experience, girlfriends who cheated on me often became
more jealous and interested in knowing exactly how I spent my time, and with whom.

When Crystal playfully asked, “Do you want to know what my email password is,” I knew something was amiss. I
responded that I didn’t care, but she insisted that I guess, acting like it was a childish game. Finally, she told me her
password, and knowing that this was her idiotic way of trying to get me to divulge my own email password—
without her appearing that she wanted to police me—I freely told it to her. Within a day she had scoured my emails
in a desperate attempt to find any signs that I was cheating on her. She found nothing, yet brought up some woman’s
name who was merely a client of mine and tried to spin it that I might be involved with her beyond a professional
relationship. Naturally, I became suspicious of Crystal, picked the lock on the tiny safe she hid under our bed, read
her diary and tapped my own phone line with a recording device that would activate whenever the phone was picked
up. It goes without saying that I discovered the jealous whore was cheating on me, all the while I was serving as her
beta male simp who blew money on her and confessed his undying love to her.

In the friendship between two heterosexual men, envy and jealousy serve to encourage one another to excel and
become better men. When a buddy pulls up in his dream car, though we might be jealous of his achievement, we do
not get angry or resentful, nor feel the need to nit-pick into his bank statements to make sure everything was on the
up and up. A best friend who starts to spend more time with another guy does not evoke the kind of irrational
jealousy so common in women. If anything, we might find ourselves having an inner-reflection on how we can be a
more enjoyable friend to hang around. Maybe we should take a little more interest in our best mate’s hobby if
hanging out with him really means that much to us? If our best friend’s new pal is a bad influence, we might show
real concern and express our concerns to him, but he’s a man after all, and he’ll have to make his own decisions.

On the other hand, if a married man spends too much time with a guy like me—who knows that marriage is a shell
game—it becomes an immediate threat to the woman’s ability to control her husband and ensure access to his
resources. A woman isn’t jealous because your buddy Rick drives his $80,000 sports car too fast while you’re riding
shotgun, it’s because your wife doesn’t want you to see how awesome being single can really be. A married man’s
financial priority is his wife, not his own dreams, and interests. When your wife complains that every time you and
the other couples get together for a barbecue, your buddy Jefferson always brings some ditzy girl who doesn’t even
have enough brain cells to talk about the weather, it’s not because she can’t stand their banal conversation. It’s
because he’s demonstrating that a man can enjoy a wide variety of beautiful young women well into his 50s and
beyond, without having to put up with an aging old nag whose ass now requires a “Wide Load” sign.

Reason #71 – Who Does She Keep Texting?

A wise man once said that if you marry a pretty girl, you’ll never sleep at night. By that, he didn’t mean that you’ll
be so turned on by her all the time that your sleep hours will be consumed with sex—because married women don’t
put out as much as girlfriends and random sluts do anyway. What is meant by that, is that you’ll lay around at night
wondering if she’s been fucking someone else.

Since I’m not goofy enough to get married—and I change my girlfriends out as often as I change the oil in my truck
—my thoughts are never preoccupied with whether or not some gal is cheating on me. These women are disposable
to me, just as divorce rates, and 80% of divorces being initiated by women, prove that men are disposable to women.

But who am I kidding? As of late, I’ve opted for prostitutes because it virtually nullifies the chance of false domestic
violence or false rape allegations, or some woman claiming I got her pregnant. Unlike girlfriends, with call girls I
don’t have to deal with drama, nagging, clinginess, or any of the assorted nonsense, nor do I risk becoming so
attached that I start wondering who the girl might be texting.

A married man has to concern himself with cheating for two reasons: first, because he’s in love with the woman, and
he’s deluded himself into believing she loves him; second, if his wife cheats on him, there’s absolutely nothing he
can do about it. A married man who discovers that his wife has been deep-throating his best friend’s pecker every
Monday morning for the past three months, has absolutely no legal recourse. You can barge in on your wife getting
pounded by a guy who's hung like a bull, and she can flat-out say that she plans to take you for everything you’re



worth, scream at you to get out of the house—that you paid for—and she’ll still succeed in getting everything she
wants in divorce court. By the time alimony and child support payments are determined, and the judge has ruled that
your house is now her house, she’ll have convinced everyone that you were a terrible husband.

On the other hand, if you cheat on her, it will only provide her more justification to take you for everything you’ve
got. With tears in her eyes, she’ll convince her friends what a monster you are, and might even cry in your buddy’s
lap, rubbing her cheek against his beef thermometer, with the intention of screwing him for revenge. If she has any
brains at all she might even fabricate a story that you were physically abusive or even a sexual predator, so she can
get full custody of the kids, along with your house, your boat, and motorcycle—in addition to alimony and child
support.

If you don’t get married, you’ll never have to battle your own jealousy, and that’s real peace of mind.

Reason #72 – Ovulation

Ovulation not only heavily determines when a woman is most desirous of sex, but also the kind of male
characteristics she’s attracted to.

Rollo Tomassi, the author of The Rational Male: Positive Masculinity, points out that when a woman is ovulating,
she will be most attracted to men that express strong testosterone-based features. A square jaw, deep voice,
pronounced V-shaped body, broad shoulders, and musculature, are just some visual and auditory cues that a man has
a desirable level of testosterone. In terms of ideal personality traits and interaction with her, she is looking for a
dominant male that displays confidence and assertiveness.

During this period of high fertility, she is looking for a short-term breeding opportunity. In other words, she isn’t
looking for a guy who is interested in becoming her boyfriend or husband; she’s not interested in identifying a
provider-male who will give her some of his resources, but an alpha male who will provide her with his valuable
genetic material in the form of his semen.

When I asked a truck driver how he faired with the ladies, he divulged a strategy that echoes Rollo Tomassi’s
findings. He said that when he was 1 – 3 days away from delivering a load to a city, and knew he would have plenty
of downtime, he would message 10 or 12 of the hottest girls he could find on a popular dating website. He advised
that one should never give any indication that you are boyfriend or husband material. He wouldn’t talk about his
earnings, owning his own home, or anything that would indicate that he was a stable protector and provider, who
was willing to bend the knee in service to a woman. Instead, he would repeatedly use the word “chill,” saying things
like, “We should get together and chill,” or, “I’m thinking we could just go find a cool spot and chill.” He used the
word “chill” in place of the words “have sex.” Since women ovulate for 12 – 48 hours, and he would message as
many as a dozen women, by the time he arrived at a semi-truck dock to deliver his load, the odds are that one of the
girls would want him to deliver the genetic alpha load that he was carrying around in his ballsack.

A study by the University of California Los Angeles, led by Dr. Martie Haselton, sought to determine whether or not
ovulation affected a woman’s fashion sense. The study found that a panel of judges could pick out the exact day a
woman was ovulating 83% of the time by guessing on which day, in a timeline of photographs, she was trying to
appear the most attractive.

Males are not only subconsciously aware of when women are most fertile, as studies have shown that men will tip
ovulating strippers more generously than others, but women strive to make men aware of their window of fertility by
the way they speak, walk and dance. Geoffrey Miller, an associate professor of psychology at the University of New
Mexico found that strippers who were menstruating earned almost twice as much money from men than dancers
who weren’t. In 2007, Bernhard Fink of the University of Göttingen in Germany found that when his test group of
48 women danced for a panel of 200 men, the girls that were ovulating were picked as dancing the most
provocatively. Scientists had formerly believed that women evolved to conceal their window of fertility to promote
monogamy, but researchers have redundantly proven that girls go into heat just like house cats who cry out for the
attention of males. In 2004, researchers at the University of Vienna took saliva samples from 351 women and
digitally analyzed photographs of them at a nightclub. The girls who showed the most skin had higher levels of
estradiol, a female hormone that is elevated when a woman is ovulating.

https://www.amazon.com/Rational-Male-Positive-Masculinity/dp/1548921815/ref=asap_bc?ie=UTF8


The fact is that men find women more attractive in their window of fertility, they will give them more attention, and
women are more likely to cheat during this phase. David Buss, Elizabeth Pillsworth and Martie Haselton, followed
the monthly pattern of women’s sexual desire for someone other than their mate. As stated in the article “That Ex-
Lover Who Keeps Popping Up in Your Dreams” published in Psychology Today on Jan 26, 2011, “These
researchers found that the women who were in longer relationships had an increase in desire for someone other than
their mate as they approached ovulation.”

When a woman is ovulating, she’s looking for alpha male semen, but her interests do a 180° turn once her fertility
window closes. Apart from the short period of ovulation, the majority of the time a woman is attracted to the idea of
catching the attention of a male who will give her his resources. If she’s secured a long-term provider, such as a
husband, she subconsciously intuits that she is in a stable enough environment to give birth to the offspring of the
best alpha male she can find—and that may not be her husband. This is consistent with the findings from the
University of Vienna’s study of women at nightclubs. The women who showed the most skin and danced the most
provocatively—digitally measured by software that analyzes movement—weren’t just the ones who were ovulating.
The girls who were trying to get the most male attention were not only ovulating but also stated that they were in a
committed long-term relationship.

Every month a married man has to face the reality that his wife’s biological imperative, driven by the hormones of
ovulation, will ignite her desire to seek out the best alpha male she can find. It may be a hard pill to swallow, but
there will always be a man who has superior alpha characteristics than you do, at least in one particular area. I have
redundantly stated throughout, marrying a woman can reduce a man’s perceived alpha status in the eyes of his wife
in any number of ways.

It doesn’t make sense to swear an oath of sexual monogamy to a creature that is triggered by biological
programming, every few weeks, to search for sexual opportunities with other men.

Reason #73 – You Can’t Stop Girls’ Night Out

When women go out at night together, there is only one reason: to be gawked at and perhaps fondled by men. This is
again about her need to validate her self-worth, which comes down to whatever price she places on her sperm-
Jacuzzi. Girls’ Night Out is also an opportunity to encounter a male who has more alpha characteristics than the man
she is with. The alpha status of a man automatically decreases from the moment he proposes to a woman and then
plummets to “beta male provider” upon getting married.

The biological imperative of a woman is to reproduce with the greatest alpha male she is capable of sleeping with,
but also to create a safe and secure nest that will ensure her survival and that of the alpha male’s offspring. A
married woman already possesses the latter part of this equation, as her beta male husband has provided her with a
nest to raise children, and will ensure she is well fed and protected during her pregnancy.

A marriage contract utterly nullifies a man’s power, so his wife is free to go out with her friends to hunt for the
semen of an alpha male, or at least receive the emotional and sexual excitement of being ogled and fondled by other
men.

If you get married and deny your wife Girls’ Night Out, expect her to scream that you’re not the boss of her, say that
you’re too controlling, and then walk out the door dressed like a whore so she can go get pounded by some other
man’s Mr. Potato Head.

Reason #74 - Every Alpha Male Becomes a Threat

Men are naturally competitive, and more so in the presence of women. When an attractive woman is around a group
of men, each will try to send her signals that he is an alpha male. Some men might choose not to enter into the
unspoken competition because they are loyal to another woman, they are a beta male, or they are conscious of the
stupidity of the ritual and don’t want to be bothered.

Since a man turns himself into a beta male by the very act of signing a marriage contract, nearly all other men who
possess alpha characteristics become a threat. Even a married man’s friends become strong candidates for men that
his wife might sleep with if she decides that she can get away with cheating on him.



In my old circle of friends, I never saw myself as the leader of the pack. Despite thinking that women found many of
my friends more attractive than me, I’ve had the opportunity to sleep with almost all of my friends’ wives or
girlfriends.

Soon after Stewart married his trophy wife Margaret, she was flirting with me at the dance club. Stewart was a hard-
charging salesman extraordinaire who was climbing the corporate ladder like a boss and always exuded confidence.
Despite this, his wife made it clear she was in heat and her eyes were on me for the night. Margaret later got a job at
a restaurant and confided in my girlfriend that she didn’t know how she was going to contain herself because one of
her coworkers was an old flame. Everyone thought Stewart and Marg’s marriage was picturesque, but my cheating-
whore-of-a-girlfriend laughed and scolded me for buying into that foolishness.

When my buddy David was out of town, and his girlfriend called me to come take a look at her car, I obliged. I
don’t like entering a place when the man of the house isn’t home, but this was before the age of smartphones, and I
needed to look something up on the internet. I poked around on her computer for the make and model, and the parts
I needed while she took a morning shower. She came out of the shower in a bra and see-through panties, jumped in
lap, wiggled her ass around trying to get my purple-headed warrior to stand-at-attention, and asked me if I thought
David would like her new underwear. I kept my hands to myself and completely ignored her. 

Given women’s hypergamous nature and biological drive to reproduce with the best alpha males they can find, your
wife might just pivot over to your best friend.

 

Reason #75 - Your Options are Nullified

There’s one way to ensure that you’ll have to cheat or pass up the opportunity to spend time with a woman who is
much more compatible and attractive to you than any woman you’ve ever met, and that’s to get married.

Since the frequency of sex and blowjobs decreases over time in a marriage, married men are virtually guaranteed to
either cheat or resign themselves to a life of sexual misery, tied to a nagging aging fat-ass heifer who no longer takes
an interest in her husband’s pursuits. Just as men who are serious about sobriety aren’t going to be found in bars,
men who pride themselves on their honesty and proudly say that their word is their bond should reconsider any
thoughts of marriage. Due to the vow to sleep with only one woman for the rest of your life, getting married is a
great way to turn an honest man into a liar, or increase a life of sexual frustration.

To defend human beings maintaining monogamous relationships, some people argue that 3% of mammals are
classified as monogamous, and 90% of birds. The problem is that there is a difference between sexual monogamy
and social monogamy. Additionally, monogamous relations are separated into serial monogamy and long-term
monogamy. There are virtually no animals that practice long-term monogamy, and those who are serial
monogamists—maintaining a relationship until their offspring are old enough to fend for themselves—are not
sexually monogamous.

With the advent of DNA tests, hidden cameras and tracking devices, scientists have discovered that supposedly
sexually monogamous female animals often sneak off to copulate with many different males. The Dunnock, a small
bird, found in Europe and Asia, was once thought to practice sexual exclusivity, but upon closer observation
ornithologists realized that the female Dunnock would sneak off to have sex with dozens of mates unbeknownst to
her partner. If her partner suspected her of infidelity, he would peck near her vagina to encourage her to expel the
semen of other males. Paternity tests have since proven that bird fathers who help feed their partner’s hatchlings are
often taking care of another male bird’s offspring. In fact, a nest of six eggs can have six different fathers, all the
while the unsuspecting male—who might not be the father of any of them—is sitting on the eggs to assist in keeping
them warm.

One can’t help be reminded of Dr. Corry’s research that estimates that 1/3rd of men have been conned into taking
care of children that aren’t their biological offspring.

With a nest to build, eggs that need to be incubated, hatchlings that need to be fed and taught how to fly, and
predators to fend off, raising a little bird family is quite the challenge. It is for this reason that most birds are socially
monogamous, yet there is no reason why females should be sexually exclusive. The biological imperative of the



female is to reproduce with the most magnificent alpha males she can find, and securing a mate who will help raise
the children does not somehow prevent her from continuing that mission.

Monogamy can be advantageous to human beings, especially in light of how difficult it is to raise a human child. It
takes 10 – 15 years before a human being can become self-sufficient enough to survive in the wild without his
parents. As countless studies have shown, the chances of a child doing better in life, than his parents, heavily
depends on having had his biological father—or assumed biological father—in the household. Female humans
stayed socially monogamous with our grandfathers and their fathers before them, because it ensured their survival
and that of their children. Although access to other men was much more limited in centuries past, paternity tests now
prove that human females have not all practiced sexual monogamy. Short of a DNA test, you never really know who
your real great-great-grandfather was; especially if he was a soldier, a sailor, or took up residence in an emerging
metropolis.

Men are not sexually monogamous by nature either. As pointed out in Why Men Don't Listen and Women Can't
Read Maps: How We're Different and What to Do About It by Allan and Barbara Pease, out of the characteristics of
polygamous animals, the human male shares many of them. For instance, males from polygamous species are
considerably larger than their female counterparts, and this is the case with humans. Men are usually 15 – 20%
larger than women. The males of polygamous species also have large genitals compared to their overall body mass,
and this is also the case with the human male sex organ.

Female animals will usually only engage in sex if they believe a male is an alpha, perhaps by witnessing him defeat
all other male contenders in battle. Male animals, on the other hand, are often always ready to go whenever they
encounter a female. Note that a dog will get an erection as soon as a new female comes into close proximity to him.
Human males are also easily aroused by merely seeing the female body and are wired to become less excitable
overtime with the same woman. As Allan Pease points out, you cannot get a bull to have intercourse with the same
cow repeatedly, but if you introduce a new cow, he’s ready to go again.

In an effort to subdue their polygamous urges, men all over the world buy their women lingerie or role-playing
outfits, such as a maid, nurse, or another sexy uniform. Many men even encourage their women to change the color
or style of their hair. Unlike a dog or a bull, who cannot be tricked into having intercourse with the same female
repeatedly in one afternoon, no matter how much you change her appearance, men can fool themselves into thinking
they’re with a completely different woman. If a woman really wants to keep her husband sexually monogamous, she
should periodically change her appearance and the manner in which she speaks and performs in the bedroom. The
problem is that women have no incentive to do this, as thoroughly covered throughout this book. Moreover, women
age poorly and hit the wall of their beauty usually in their 30s, so their ability to contend with younger females
quickly fades away.

A married man who says he doesn’t fantasize about other women, or claims he doesn’t get aroused when seeing a
beautiful naked woman, is a liar. To vow to sleep with only one woman for your rest of your life, is to agree to force
yourself to deny your nature. It has only been about 60 years since Western civilization began to control men by
shaming them into practicing sexual exclusivity with their wives. Before feminists deemed masculinity to be toxic
and dangerous, it was common practice for married men to keep a mistress or occasionally visit a brothel.

The sexual satisfaction our grandfathers enjoyed through extra-marital affairs was beneficial to their wives, because
it eased a life of social monogamy. The Old Testament is filled with stories of men who had multiple wives, and are
regarded as the noblest, pious and wise of biblical figures. King Solomon is said to have 700 wives and 300
concubines in his harem. Some Christians have written at great length defending the practice, and argue that Jesus
did not abolish polygamy. I invite believers to search out these arguments rather than dissolving this book into a
religious debate.

It was not until the 1860s that polygamy became illegal in the United States. Over 50 sovereign nations, out of 195
countries, permit polygamy, and for good reason: sexual monogamy defies the nature of men and turns them into
liars.

With the illegality of polygamy, men in long-term relationships often turn to pornography and are shamed by their
girlfriends, wives, manginas and feminist society. Men’s sexuality is increasingly being vilified, and the recent anti-
masturbation movement called “No Fap” is an indication that it’s still on the rise. Backed by little more than pseudo-



scientific nonsense, claiming that masturbation decreases a man’s ability to focus and succeed, No Fap advocates
encourage men to retain their semen. Are we supposed to believe that a billionaire alpha male, or a muscular mixed-
martial arts fighter, who bangs several women every week, is somehow sabotaging their potential greatness by
ejaculating so much?

One Christian man who married a Christian girl, who was a virgin on their wedding night, confided in me how
shameful he felt that he would look at pornography. A high school friend told me of the great lengths he went
through to hide his viewing time from his girlfriend, and how she couldn’t understand its importance. These men
loved the women they were with but were driven by their natural biological imperative to spread their seed into the
wombs of as many women as possible. Had it not been taboo and illegal for such men to have multiple wives,
perhaps they never would have indulged so much in pornography. Arguments have also been made that the forced
celibacy of certain religious orders, only increases the chances of the psyche succumbing to sexual perversions due
to suppressing man’s natural sexual appetites.

The vow to only sleep with one woman remains a great way to almost certainly condemn oneself to a life of sexual
frustration. This is especially true for alpha males, as being among the most confident and masculine of leaders
usually entails having a high sex drive, as well as an unending surplus of beautiful women who will try to take a ride
on his pocket rocket.

If you do not want to willfully remove your options, and stifle the very nature of who you are as a man, do not get
married.



Chapter 12 - Children
 

“In fact, our director would say regularly, “We aren’t the friend of the family, we’re the friend of the court.”” –
Carol Rhodes, former Child Support Enforcement Agency employee, and author of Friend of the Court, Enemy of
the Family: Surviving the Child Support System and Divorce Racket

 

Reason #76 - Your Sons Will Be Victims, Your Daughters Victimizers

As Western societies become increasingly more gynocentric, it inevitably means that current and future generations
of boys are doomed to become victims of feminist-influenced women empowered by the government. Having sons
today means a father needs to warn his boys about the dangers of any kind of relationship with a female, beyond
merely having a conversation about safe sex.

In an age far out of sight of where we are today, a father would only have to concern himself with his sons’
education and made sure to raise them with good values so they wouldn’t wind up in jail. In the 21st century fathers’
are now seeing their sons financially ruined by alimony and divorce settlements, and many young men have taken
their life because the burden of child support payments and custody battles was just too much to bear. Fathers’ see
their boys carted off to jail on false charges of rape or domestic violence. When a teenage boy’s hormones are
raging, it’s almost impossible to communicate how dangerous it can be to sleep with a woman. In addition to
warning a son about sexually transmitted diseases, and encouraging contraception, dads now have to tell stories of
young men who have been thrown in prison because a vindictive girl cried crocodile tears to a feminist judge.

Because liberal degenerates believe gender is only a state of mind, children’s movies and television shows featuring
androcentric content increasingly replace a male protagonist with a little girl. In children’s entertainment girls are
shown outshining little boys in every way imaginable. Meanwhile, elementary school curriculums and teaching
styles are reimagined with female students in mind. College courses are increasingly taught with a feminist slant,
women are more likely to earn degrees than men, and women are outpacing men in securing high-paying
employment. It doesn’t take a genius to understand why so many little boys are having problems paying attention in
school, alongside other behavioral issues, when their education takes a backseat to educating a female mind.

Raising a little girl in this society is even worse, as feminism is prepared to wage an unrelenting war on any father’s
attempt to instill traditional feminine values. The odds that your little girl is going to grow up to be a loving and
caring wife, who dresses modestly, and takes care of her house and children, are slim to none. Riding the cock-
carousel from high school to her college graduation has become a rite of passage for modern girls. The only good
news is that rates of teenage pregnancy are on the decline in the United States, but so are marriages.

Teenage pregnancies haven’t decreased because girls are becoming less promiscuous. Multiple studies show that
national birthrates drop like a rock any time women are provided voting rights and increased opportunities for higher
education. Moreover, young girls have ready access to birth control and abortion clinics.

With the introduction of gynocentric laws, young men are wising up that modern women make terrible wives, and
there are absolutely zero benefits, and a mountain of risks, to getting married. That said, the likelihood that your
little girl will find some handsome, hardworking man to wed is shrinking by the day. If your daughter does get
married, there’s a strong possibility she’ll be ruining the life of some other guy’s son, by way of the divorce court
and child support.

Some men hold onto the fantasy that they’ll be able to raise their children however they see fit, but the data doesn’t
show that. Given rates of divorce, and the relatively insignificant amount of time fathers are given to visit with their
sons and daughters, men who ignore the facts and proceed into marriage with the intent of fatherhood, are playing
with the lives of children. It’s a terrible time to bring a child into this world.

Tom Leykis, an infamous shock-jock radio host who broadcasted in southern California and railed against marriage,
said that he didn’t want to have children because he loves children. In an emotional broadcast, Tom opened up and
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shared with his audience how hard his father had to work. He talked about how he desperately wanted to spend time
with his dad, but the mounting bills of married life meant his father was often too tired to spend time with him. Tom
said that the weight of work darkened his father’s mood, making him so unpleasant that it scarred his memories of
him. With this in mind, to be married with children can end up meaning that you’ll give your sons and daughters an
abysmal childhood experience because you’re working too hard to keep food in their bellies, clothes on their backs
and a roof over their head.

Now is not the time to have children, and there is no rush to have children because we men can reproduce even in
our old age.

Reason #77 - You’re Legacy is Bullshit

The word “legacy” can be defined as something that you have left behind in the past, yet remains today. You don’t
need a child to carry on your legacy, and you certainly don’t need a wife to have a kid.

A Norwegian beta male, and white supremacist, somehow managed to convince his small audience that men who
refuse to breed with women in feminist-dominated societies are only making way for the genetics of “superior” men
to succeed them. He also argued that there is some magical way to determine if a woman will be a good wife and
mother, and therefore eliminate the chances of getting screwed by the gynocentric divorce and family court system.
Don’t fall for this nonsense.

Although the human species, much like the animal kingdom, has been strengthened by women selectively breeding
with the best alpha males they can find, we are not mere animals. The most unique thing that separates us from all
other life on our planet is our brain. We are creatures of the mind, rather than fang and claw, or even muscle. The
only kind of legacy a non-human animal can leave behind is offspring, but we have many other options.
Furthermore, how many men have been as foolish as the Dunnock, who can be easily deceived into sitting on eggs
fertilized by another bird’s semen, all the while his goofy ass thinks his legacy is intact.

Whether some ended up having children or not, single men such as Antonio Vivaldi, Descartes, Franz Kafka, Hans
Christian Anderson, Henry David Thoreau, Sir Isaac Newton, Leonardo da Vinci, Ludwig van Beethoven, Nikola
Tesla, Orville and Wilbur Wright, Voltaire and others, didn’t need to have children to have an impact on the world.

Only non-human animals must have a legacy of genetics, but we humans can leave a legacy of our ideas, art,
inventions, music, humanitarian contributions or other great deeds.

Having a child almost assuredly requires giving up your dreams, and diverts the time and energy you can put toward
their manifestation to the care of another human being. Some guys don’t want to find out what they’re capable of
because it may mean that they were not as great as they imagined themselves. Paying on a mortgage in a quiet
family-friendly neighborhood, with a wife and kids, as opposed to striking out on your own, and seeing what you
can do, is a great way to excuse yourself from the frightening table of possibilities of what you might have become.

A man who is determined to be a father should carefully consider his options. There are around 100,000 children in
the United States alone that are dreaming of being adopted by loving parents, and it is possible for a single man to
adopt a child. Despite how much I feel for orphaned children, I do not, however, recommend adoption as taking care
of another man’s child can come with many heartaches. A child who learns that he was adopted can run off to give
more affection and time to the biological parents that abandoned him, rather than rewarding his adoptive parents
with the joy of seeing the man he becomes into his adult years. An adopted child that continuously misbehaves or
has a personality far removed from his adoptive parents can cause resentment in them, for it becomes a constant
reminder that the child is really only theirs legally, not biologically. The difficulties of raising a child can also cause
regret because the burden of raising the child was not supposed to be yours, but that of their real mother and father.

Perhaps the best way to become a father without the threat of alimony, or losing the house you paid for to divorce
court, is to hire a surrogate mother. This does not, however, protect you from being forced to pay child support if the
mother decides to keep the child. In a 2011 article titled “Couple Told To Pay Child Support After Surrogate
Decides To Keep Baby” by Margaret Hartmann at Jezebel.com, she reports that a couple was ordered to pay $900 a
month in child support to a surrogate mother.

Men who donate sperm because they just want to have their genetics carry on—even if they won’t have direct



contact with their offspring—are also not safe from the insanity of feminism. On January 24, 2014, CNN reported
that a Kansas man, William Marotta, who donated his sperm, was ordered to pay child support to a lesbian couple
despite having signed documents waiving all parental rights to the child. Thankfully, by 2016 the court reversed the
child support order, but the course of American society seems to predict that such nonsense is likely to emerge again
in the future. The cancer of gynocentrism is also spreading around the world. In 2012, Miles Brignall from The
Guardian reported that a gay Englishman, Mark Langridge, was ordered to pay child support to a lesbian couple he
had donated his sperm to.

The reality is that in a gynocentric society, where men are less than second-class citizens, it is foolish to have a child
with any woman. Maybe the safest bet is to find a country where women have virtually no rights, change your
citizenship, get a local girl pregnant, and hope and pray that your new country of residence doesn’t try to mirror the
United States, UK, and other feminist cesspools.

Vietnam has one of the lowest divorce rates of any country, at 4% but don’t get too excited. In 2017 a journalist for
Ozy.com reported that multiple female hip-hop artists were beginning to beat the drums of feminism in the article,
“How Hip-Hop is Fueling Feminism in an Unlikely Place.” Chile has the lowest divorce rate in the world at 3%, but
a simple search for “Chilean feminists” shows that the virus of feminism is beginning to germinate.

If you really like kids and want to help instill values in them, you can get involved in the lives of nieces, nephews
and second cousins. This can be dangerous financial ground too under the legal theory that a man could be seen as a
child’s parent, even if he is not the biological father. Several cases have emerged in which a man stepped into the
life of a child and was considered by the government to have become a “psychological parent.” In the case of
Williams vs. McCloud, it was argued that a man was financially responsible for his nephew because he had acted in
the capacity of a father. It is more often the case that an ex-girlfriend can pursue child support from a boyfriend who
has no biological relationship to her child, but who argues that her son or daughter regarded the man as a father
figure. Let this be a warning against dating single mothers, or involving yourself in the lives of the neighbor lady’s
kids because you think it would be nice if they had a male role model around.

Being an elementary school teacher, child psychologist, little league coach or children’s martial arts instructor are
probably among the absolute safest ways to give back to the next generation. Just keep in mind that Western
civilization regards masculinity as toxic, and increasingly views all men as equally capable of being sexual
predators. To have a child with a woman, or to get involved in the lives of children, is only to increase the likelihood
that some woman is going to ruin your life or take a bite out of your bank account.

Whatever you choose, keep in mind that there is no rush to have children. Unlike women, whose window of fertility
opens and closes quite quickly, men can have kids late in life, and many men do. In places like Thailand and
Vietnam, there are a plethora of Western men in their 60s and 70s who traveled abroad to have children. I cannot
speak to how secure their assets are if they remain in a foreign country, but the point is that men have years to
decide and research the best options for fatherhood. Getting married to a woman in the West, or bringing a foreign
bride to the gynocentric West, are the absolute worst options.

Most importantly, having children is not the only way a man can leave behind his legacy. But getting married and
having children is a great way to gamble with your assets and the lives and future of your children.

Reason #78 – Single Mothers are Crime Production Factories

With the understanding that most marriages end in divorce, it is essential to review what single-motherhood really
means for your children.

With a father’s visitation rights accounting for an average of 20% of a child’s parental time, by all intents and
purposes, the child is effectively being raised by his mother and her real husband—the state. The child gets up in the
morning, goes to school to get taught a government-sanctioned curriculum and then returns home to spend the rest
of the afternoon with his mother. Every two weeks he’ll spend a weekend at his father’s house, and receive a few
phone calls during the week. That is, of course, if she doesn’t just move across the country to make it exceedingly
difficult for the father to visit his children. It’s illegal for the mother to move away without the consent of the father,
but since he has to work extra hours to keep up with child support and alimony payments, it’s doubtful he can afford
the time in court or the attorney fees to pursue her.



A friend of mine from Oregon married a virgin Christian gal, but he waited ten years to get her pregnant. After a
decade, he was confident she was the right one to have a child with. Three years later, after spending lots of time
with her feminist-influenced friends, his wife realized she could get a massive chunk of her husband’s six-figure
income through alimony and child support. She filed for divorce, moved 300 miles away to make it difficult for her
ex-husband to see his son, and had the courts hit him with an order to pay her thousands of dollars a month. He fled
the United States before the child support enforcement agency put a block on his passport. When I last spoke to him,
he was contemplating whether he should commit suicide or join the French Foreign Legion.

Since divorce is virtually inevitable, men who are considering getting married and having children with their wife
should resign themselves to understanding that she’ll be raising the children. Dating websites are filled with single
mothers who present all manner of excuses for why they didn’t stay with the biological father of their child. The
evidence is all around you: your children will likely be raised by a single-mom.

Feminists are champions for single motherhood and claim that women don’t need a man to raise a child. The facts
tell quite a different story, and one so terrible that single mothers should deserve nothing less than our contempt. A
woman can be a great mother in all respects, but the mere act of removing her children from their father is so
psychologically devastating to children, that the kindest single mothers might as well be abusing their sons and
daughters. Single mothers amount to little more than crime production factories, as the absence of a father in the
home almost guarantees their children will become criminals.

At minimum, there is an assortment of behavioral and psychological issues that can afflict children raised in a
mother-only home. In his video “What Happens When Boys Get Raised By Single Mothers - Five Stories” hosted at
YouTube.com, Jerry Liu, an advocate for the bachelor lifestyle, outlines the tell-tale signs that are indicative that a
male was raised by a female. Jerry points out that guys raised by their mother are much more emotional than other
males, and are prone to behavior that is associated with girls. Such boys can cry a lot and burst into tantrums. They
often lack masculine assertiveness and confidence, and are quick to throw up their hands and give up when faced
with a challenge, rather than stay the course.

One of the reasons why people turn to crime is because it’s seen as an easier avenue to making money than the hard
road of learning a trade, opening a business or climbing the corporate ladder. There are, of course, a whole host of
other reasons a young child or a teenager might lash out and engage in criminal activity. The discipline of fathers
quickly instills respect for authority, and an understanding that—just as there is an order to the household—there is
an order to society. Furthermore, it is utterly innate that boys will seek initiation into manhood. In the absence of a
father, boys end up joining gangs or hanging out with older boys who appear to be tough because they recklessly
break the rules. Every boy instinctively knows that only another male can teach him how to be a man.

In their paper “Putting Children First,” the Progressive Policy Institute argued that their research shows that the
presence or absence of a father is a stronger predictor of whether or not a child will become a criminal than ethnicity
or household income. In other words, if a white guy, a black guy, a Chinese guy and a Mexican all walk into a bar,
the one who is most likely to rob the place is whoever was raised by a single mother. Dozens of other studies
support this assertion. According to the Texas Department of Corrections, 85% of youth prisoners grew up in a
home without a father. The article “Dousing the Kindlers” in Psychology Today states that 90% of adolescent repeat
arsonists are raised by single-mothers. According to the “Behavioral Sciences and the Law, Life Without Father,
Policy Review”, 60% of rapists and 72% of adolescent murderers grew up without a father in the home. According
to the US Bureau of Justice Statistics, 43% of prison inmates grew up in a single-parent household, but of that, 39%
were raised by their mother while only 4% were raised by their father. Single-motherhood equates to a
disproportionately high number of criminals, whereas being raised by a single-dad is not a strong predictor of
criminal behavior, but quite the opposite.

Under the topic “Child Abuse and Violence in Single-Parent Families” appearing in The American Journal of
Orthopsychiatry, researchers found that violence against children was related to poverty in mother-only households,
but a father’s income was unrelated to child abuse in father-only homes. This means that if a single mother is poor, it
increases the likelihood that she will abuse her children, but if a single-dad is poor, it will not increase the chance
that he will harm his kids. “Economic Deprivation and Early Childhood Development” published in Child
Development demonstrates that behavioral problems in children are more closely linked to being raised by a single-
mother even after adjusting for family income. In other words, not only are poor mothers more likely to abuse their
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children than poor fathers, their kids are also more likely to have behavioral problems.

Cheryl Meyer, a psychologist at Wright State University in Ohio, estimates that a mother kills a child once every
three days in the United States. Evolutionary psychologists have presented some theories as to why a mother might
kill her children. Female primates will kill their offspring if there is no male to assist them in the care and protection
of the child. A mother faced with inadequate resources might also decide to terminate her children, so as not to
decrease her chances of survival, and also to not needlessly waste her time trying to prevent the inevitable death of
her offspring. By separating themselves from their children’s father, human females stupidly increase the chances of
depression, and resentment and anger directed at their children. Just as studies attempting to chart happiness show
that female happiness has declined since feminism’s supposed victories in the 60s and 70s, here again, is an example
of women being utterly clueless as to what is good for them, and best for their children.

Sarah Blaffer Hrdy, an emeritus professor of anthropology at the University of California at Davis, and author of
Mother Nature, spoke to The Washington Post on this subject. In the September 2013 article “What makes mothers
kill their own children?”, the journalist stated, “Hrdy’s work also suggests, paradoxically, that those pressures may
be greatest in patriarchal cultures where a woman’s role as mother is idealized and she is under intense pressure to
give birth to children and nurture them with self-denying devotion.”

As is typical of feminist double-think, we’re supposed to believe that men are to blame when mothers kill their
children. Hrdy claims that the rates of child murders decrease when a society becomes less patriarchal, but she
doesn’t factor in the 53,000,000 legal abortions that occurred in the United States from 1973 through 2011,
according to the Guttmacher Institute. Hrdy also ignores the rising number of children who take their own lives.

One of the saddest repercussions of feminism promoting single-motherhood is child suicide. About 63% of children
who commit suicide are from a fatherless home according to the US Department of Health Census. Growing up
without a father in the home wounds the soul and psyche of children. Out of the number of pre-school children who
are admitted as psychiatric patients, 80% of them come from a fatherless home according to “Psychiatric
Hospitalization of Pre-School Children” published in The Journal of the American Academy of Child and Adolescent
Psychiatry. According to the Center for Disease Control, 85% of children who show a behavioral disorder come
from a mother-only home. Rainbows for all God’s Children states that 75% of children admitted to a drug addiction
treatment facility are being raised by a single-mother.

Single motherhood also contributes to the amount of poverty that will occur in the next generation. The chances that
a child will excel beyond the socio-economic status of his parents drops like a rock once the father is removed from
the household. The National Principals Association Report states that 71% of high school dropouts come from a
fatherless home. According to research conducted by AVoiceForMen.com, 90% of homeless children come from a
fatherless home.

With overwhelming data showing that single motherhood increases the risk of child suicide and psychological
problems, why aren’t single mothers considered as shameful as pregnant women who drink alcohol or smoke crack?
I’ll admit that’s a rhetorical question. The reason why we don’t see people waving picket signs that shame single
mothers, or hear talk show hosts scolding women for leaving the father of their children, is because we live in a
gynocentric society.

To get married and have children is to risk the future of your children. It’s a foolish man who is willing to gamble
with his wealth at the wedding altar, crossing his fingers that he won’t one day be a victim of financial divorce rape,
but to gamble with the lives of children—now knowing full well the facts I have presented herein—is nothing but
despicable. Instead of men betting that they’ll be able to raise their children in a wholesome traditional family unit,
they should do the honorable thing and step away from the table. The game is rigged, feminists control the casino,
and there is much more at risk than a man’s bank account.

Reason #79 – She is Going to Raise the Children, Not You

Even if a marriage stays together, married men on average work 400 hours more annually than single men. A wife is
usually going to work less hours or will opt for staying at home with the children. This means that the parental
experience of most children will primarily be with their mother, rather than their father.

https://www.avoiceformen.com/


If you want your little girl to dress more modestly, and don’t think she’s old enough to have a cellphone, a wife can
easily veto your restrictions. One man shared with me how his wife would butt-in and snap at him anytime he tried
to toughen up his boys by the way he spoke to them. His wife allowed her sons to become quitters and complainers,
contrary to her husband’s good intentions. Another guy I met was upset how overweight his sons and daughter had
gotten, and said his wife would let his kids dump heaps of cheese and ranch salad dressing on almost anything.
These men were powerless to intervene because to put their foot down too hard meant they could wind up in divorce
court facing a financial catastrophe.

Men teach boys how to achieve goals and act responsibly. A father teaches his sons not to be a quitter, a crybaby or
a complainer. Fathers are integral to teaching boys how to stand up against a harsh and unforgiving world. Women
cannot teach responsibility because their entire existence is built around relying on others.

A boy who grows up without a mother might be a little less sensitive than other males. A boy who grew up without
a father is more likely to fail in life, become a criminal, commit suicide, drop of high school, have psychological
issues, set a building on fire, or wind up in prison. A girl who grows up without a mother might be a little more Tom
Boyish than other females. A girl who grows up without a father is more likely to wind up on a strip club pole, chase
bad-boy losers, wind up in a psych ward, have a teen pregnancy, or be known as the town whore.

Since women exert so much power in marriage via the threat of alimony, divorce settlements and child support, a
man’s ability to dictate how his children will be raised is nullified.

Reason #80 - Another Man Will Raise Your Children

In light of the divorce rate and appalling visitation rights that amount to seeing your child only 20% of parenting
time, your sons and daughters will be raised by their mother, their school teachers and a variety of men your ex-wife
dates or marries.

Expect that your kids will be calling some other man dad, while their mother periodically reminds them how much
of a loser you are. You’ll either be hearing about all the fun things your kids got to do with your ex-wife’s new
boyfriend or husband—or tightening your fists as they tell you how much of an asshole their stepdad is. How do you
expect to contend with their stepfather when you only get to see your kids a fraction of the time he does?

Don’t even think about trying to toughen up your little boys, and forget about scolding your daughters when you get
your meager visitation time with them. The last thing you’ll want is to provide their mother with another reason to
give you an earful or supply her with more ammunition to keep you from seeing them. Besides, you’re in direct
competition with their stepdad, and you won’t want them to think that you’re an asshole compared to him.

Even if your ex-wife fails to get another man to move in with her, her dad and brothers will get to spend more time
with your kids than you can ever hope to. Expect your daughter to tell you how grandpa took her horseback riding,
and your son to talk about his hunting trip with his Uncle Joe. Meanwhile, your goofy ass is going to pounding cans
of piss-warm beer so you can sedate yourself to the reality that you have to go work another fourteen-hour shift to
keep up with the child support payments.

Reason #81 - Child Support

I am 100% against the practice of child support for a wide variety of reasons. Namely, child support financially
rewards women for leaving the father of their children.

With women representing over 80% of all retail purchases, most admitting that they love to shop, and clearly being
the sex that is more materialistic, it does not make sense to reward women with money if they leave their child’s
father. I care about children—and knowing how vital a father is in the life of a child—I will never advocate an
institution that uses money to entice women to leave the father of their children.

Since there is absolutely no law which states that a woman must spend child support money on the man’s child, it is
a misnomer to call it “child support.” A more accurate term is “grown woman support.” A woman can spend an
entire support payment on a new wardrobe, or a wild night out with her boyfriend, Chad. In fact, any mother who
wants to immediately raise her standard of living needs only to leave the father of her child so she can collect
support payments. The bitch can then go get herself a new man who will also spend money on her. Instead of one



man’s income, she is now getting two. Instead of having to deal with her former husband telling her the kids don’t
need a bunch of new designer clothes, a single-mother can spend his money however she wishes.

You might be able to handle a payment of $500 or $1000 a month, but that does not include medical coverage,
which can nearly consume the average man’s paycheck when combined with grown woman support.

For every $1.00 in child support that is collected, the state government is rewarded $0.66 by the federal government
in accordance with the 1969 Social Security Act. Thus the state turns a profit for every broken home. Every dollar in
child support is a tax burden that forces a father’s fellow Americans to pay for his children.

Incarcerating men for child support has led to debtors prisons in the United States, even though US law supposedly
forbids the practice of imprisoning someone because they are too poor to pay a debt. Through child support and
alimony, men have effectively become the indentured servants of women.

Reason #82 - Custody Battles

A 2011 study led by Sanford Braver at Arizona State University discovered that the general public favors equal
custody rather than granting a disproportionate amount of parental time to the mother. Despite this, Robert Hughes,
Jr. wrote in his article “Are Custody Decisions Biased in Favor of Mothers?” appearing in The Huffington Post on
November 29, 2011, “mothers receive primary custody 68-88% of the time, fathers receive primary custody 8-14%,
and equal residential custody is awarded in only 2-6% of the cases.”

Regardless of how many facts can be brought forth to prove the importance of a father in a child’s life, or to
demonstrate that single-fathers can raise children better than a single mother, the judicial system is starkly
gynocentric. The belief that women make better parents is an old myth that needs to die.

To secure custody rights, women use a wide array of devious tactics. Even when a child is deemed of age to decide
which parent they would like to live with, single mothers can sabotage the child’s opinion of their father. Parental
Alienation Syndrome (PAS) is a purposeful attempt, usually by the mother, to ruin a child’s feelings for the other
parent. The methods women use to undermine a child’s respect for his father are as varied as false stories, rumors
and deceptively negative explanations of events. Children who are afflicted by Parental Alienation Syndrome can
end up developing hatred toward their father or men in general. Additionally, children who are abused by their
mother, but who have been taught to hate their father, can end up developing Stockholm Syndrome, in which they
associate positive feelings with their abusive mother, and even defend and glorify her.

Under “Frequency of visitation by Divorced Fathers” and “Differences in Reports by Fathers and Mothers” in The
American Journal of Orthopsychiatry, 40% of mothers admitted to interfering in the father’s visitation to punish
their ex-spouse. Children living with their mother were more likely to think negatively about their dad but have
positive thoughts about their mom according to “Advantages of Father Custody and Contact for the Psychological
Well-Being of School-Age Children” published in The Journal of Applied Developmental Psychology.

One of the most sinister methods women deploy to secure full custody of a man’s children is a false charge of child
molestation, or fabricating that her ex-husband watches child pornography, or allegedly admitted to pedophilic
fantasies. Fathers For Equal Rights and the National Fathers’ Resource Center located at Fathers4Kids.com
discovered that 70-80% of divorce-linked child sexual abuse cases are hoaxes, and out of approximately 7,600
reports of child abuse that occur each day, 7,200 are eventually classified as false allegations.

Being exonerated from a false accusation of sexual child abuse does very little to repair a man’s tarnished
reputation, as excellently portrayed in the Danish movie The Hunt (2012), in which a kindergarten teacher becomes
the victim of false allegations. If a lying ex-wife somehow manages to get charges to stick, or if a man enters a plea
of “no contest” to accusations of pedophilia, he will be forever recorded in government databases as a sex offender.

One guy told me that when he reached a low-point in his career, he agreed to move in with his sister who was a
single mother. His nephews would have the benefit of having their uncle as a male role model, but when Child
Protective Services visited to assess the living conditions, for the purposes of securing her custody rights, she told
him he had to vacate the house for the day. His sister said that Child Protective Services would classify him as little
more than some strange man living in the house, who could possibly be a sexual predator. As feminism marches on,
men are increasingly viewed as potential rapists and perverts, and automatically guilty unless proven innocent.

https://fathers4kids.com/


The fact is, it is delusional to think that if a marriage ends, the father will be able to get custody of the children.
Reproducing with a woman in a feminist society virtually guarantees that the children will be raised by their mother
—or their mother and some other man.

Reason #83 - Taking Care of Someone Else’s Children

Dr. Charles E. Corry from the National Coalition For Men estimated that each year 90,000 men in the United States
are the victims of paternity fraud and end up being ordered to pay child support on children they don’t realize aren’t
even their biological offspring.

In 2015, WXYZ-TV Detroit Channel 7 reported on the case of Carnell Alexander, who was threatened with jail time
if he refused to pay child support on a child that DNA tests already had proven was not his. The woman simply
wrote his name down as the father because a request for welfare assistance required that she put a man’s name on
the document.

In March 2016, WCCO CBS Minnesota reported that Iowa resident, Joe Vandusen was ordered to pay child support
to his estranged wife who he hadn’t seen for at least 16 years.

In January of 2017, NewsOn6.com reported that a man in Tulsa, Oklahoma was ordered to pay approximately $500 a
month in child support and about $15,000 in arrears for a child that paternity tests proved was not his.

WREG News Channel 3 reported on the case of Edward Bowdery who was ordered by Shelby County judges in
Memphis, Tennessee to pay child support for a child he never claimed as his own, and which he later proved was not
his with two paternity tests. Even after a court-ordered DNA test confirmed he was not the biological father, the
judge had the audacity to scold him for making such a stink about being ordered to pay child support for a kid that
wasn’t even his. Though the whole debacle had resulted in the unjustified loss of his license and arrest, in the eyes of
the feminist judge, it was somehow dishonorable for Edward to refuse to pay for another man’s child.

Being the victim of paternity fraud is one thing, yet some men are foolish enough to willingly agree to take care of
another man’s children by marrying a single mother.

Single motherhood is an indication that the woman has made bad decisions in life and will likely make more of
them. Almost every single mom on the planet has a story about how much an asshole, loser or cheater the father of
her children is. The question that men fail to ask is: why was she attracted to such a terrible person in the first place?
Moreover, if she couldn’t tell the difference between a good man and a bad one in the past, then what makes you
think she can now?

There’s one way to tell if a woman has poor judgment, and that’s if she’s a single mother. When she says the father
of her children turned out to be an asshole, she’s admitting she’s a poor judge of character. Someone with sound
judgment would make sure they didn’t reproduce until they were confident they found a quality mate.

We all have made bad decisions, but single mothers are incapable of taking any responsibility for their mistakes.

In light of how detrimental single motherhood is to a child’s mental health, and his socio-economic future, it does
not make sense to trust the moral fiber of a single mom. With the understanding that the availability and
affordability of birth control means that girls have full control over whether or not they get pregnant, a single mother
represents a selfish and thoughtless woman who didn’t care enough about her child’s future to breed with a quality
mate so that her kids would have a father.
 
Understand too, that her children take precedence over your wants and needs. In short, a single mom needs your
money. Whether a man is dumb enough to give her money, she receives child support or collects welfare, a single
mother is a  financial burden on her fellow Americans. For every dollar a single-mom receives in child support the
federal government awards the state $0.66, so whether she gets welfare or not, she is a burden on her countrymen.
 
Growing attached to children is another critical point to consider. Good men delude themselves into thinking that if
they’re not an asshole—like their wife’s ex-husband supposedly was—then there’s no risk of her running off with
the kids. One beta male I knew got involved with a single mother, only to be tossed to the curb after several years.
This clown was already paying child support on another kid, and his ex-girlfriend had moved to another state to



deny him access to his son. He found himself getting attached to a child that wasn’t his, almost making up for the
limited time he was able to spend with his son, only to find he had no rights to the child that wasn’t his.
 
In the worst case scenario, getting involved with a single mother can end up meaning you’ll end up paying child
support for a child that isn’t yours.
 
Reason #84 - Children Increase a Woman’s Power Over You

One man advised that if a guy wants kids, it’s better to have children with an unmarried woman, so he’ll only have
to pay child support and can avoid alimony and a divorce settlement that turns ownership of his house over to some
woman. I think this is terrible advice for various reasons. Namely because having children with a woman increases
her power over you. Furthermore, avoiding the marriage contract doesn’t safeguard a man from alimony if he
cohabitates with the mother of his children for several years. Some unmarried women have been awarded alimony
because they lived with a man long enough to be considered married under common law.

Women know that they’ve locked a man in once they’re pregnant. Plenty of women will hold out until they get
pregnant, and then their behavior and attitude toward the father of their children will change drastically. Men who
believe in abortion have absolutely no say in whether or not a woman will keep their child and will be forced to pay
child support even if they don’t want to be a father. Furthermore, a man can waive all his parental rights in court, but
it will not dissolve an order to pay child support. On the other hand, guys who are pro-life cannot do anything
legally to stop a woman from aborting their son or daughter. The fact is, from the moment of conception to the birth
and adolescent years of your offspring, you have little to no power.

The mother of your children has the power to raise your children as she sees fit. With the threat of child support and
divorce hanging over a man’s head, she has more leverage to make demands of the father. She will make demands
on what school district the family should live, what clothes the children will wear, the friends their allowed to have,
and so on. If she takes care of the children at all, it offers her another excuse for being too tired to have sex.

A man who ends up having to pay child support will soon realize that increasing his income only means that he must
hand over more of his earnings to the mother of his children. The stories of men who commit suicide because
support payments were too much to handle are scattered all over the internet. Hefty support requirements mean that
a woman has power over a man’s lifelong past the end of their relationship. Because of his financial burden, a man
may find himself having to take on a roommate or a second job, or even move back in with his mother or father.

Marrying a woman who says she doesn’t want children is no guarantee of anything, as women change their minds
and do so often. Having secured the resources of a male through marriage, she may decide that she now wants to
have kids, especially once her girlfriends or sisters start having children.

While I advise the use of condoms, they cannot be considered sufficient male birth-control. Condoms break, and if
your heat-seeking moisture missile gets a girl’s goop-chute wet enough, they can slip right off. A woman who is
intent on getting pregnant can simply “sperm jack” the semen from a used condom while her man is sleeping, or
when he gets up to go to the restroom after sex. A married couple is unlikely to be using condoms, and will instead
opt for one of the many female options for birth control. The problem here is that the woman can just lie about being
on birth control if she really wants a child.

Women have all the rights when it comes to reproduction, and getting pregnant increases a woman’s power over the
father of her children.



Chapter 13 - Crushing Your Dreams
 

“A man may be a fool and not know it — but not if he is married” - H.L. Mencken, 20th-century journalist, satirist
and cultural critic

Reason #85 - Say Goodbye to Malee and Pimchan’s Sweet Young Ass

I know a very successful man, just shy of his 80th birthday, who spent much of his married life traveling around the
world on business. For all descriptions, when Peter talks about his late wife she really sounds like he found himself a
unicorn. She would stay with the kids while he traveled, and when they were out of school in the summer, they
would travel together as a family.

Note that the women of Peter’s age—gals born in the World War II era—were not so entrenched in feminism as
they are now. Moreover, Peter married a girl from a small country that prided itself on family values. Finally, Pete
has been hugely successful throughout his life. I don’t discount the possibility that such ladies exist as Pete’s dear
sweetheart, but it was a different time, a different place, and Peter is as rare a man as was his lady.

The increased financial responsibilities of marriage will often mean having to work more hours, which decreases
opportunities for travel. If anything, it will also limit the length and luxury of travel. Whereas a single man could
perhaps afford to stay in a nice hotel suite for a month, maybe the same man could only afford a one week visit if he
were married. On the other hand, a demanding wife could mean luxury and safety are required, whereas a single
man could save his money staying in a cheap motel. Marriage can also mean wild adventures climbing mountains or
trekking through a jungle are out of the question or will be cut short because your wife’s feet hurt.

Going on a solo trip or vacation with the boys widens the opportunity for infidelity. This is especially the case with
modern technology giving women ready access to hunky alpha males through social networking and dating
websites. The enjoyment of vacation away from the wife can be stained by recurring thoughts that she might be
banging her Plan B backup plan she dated five years ago. Cheating goes the other way as well. Instead of inhaling
the fresh air of being completely free from the worries and drama back home, expect that you’ll have to check in
multiple times a day, and perhaps deal with your wife’s jealousy.

If she joins you on the trip, you’ve bought yourself an additional person to worry about. You can also forget about
any possibility of sleeping with beautiful foreign women. You might just discover a country where the women still
respect men and treat them like lords compared to how your feminist-influenced, strong-and-independent wife treats
you. In fact, if you marry a woman from a fat country like the United States or Mexico—and also in light of studies
proving that married women pack on pounds—your lap lizard will be begging you to set him free in places like
Thailand, Colombia, Vietnam, Italy, Finland, Japan, Iceland and many others.

Your gravitationally challenged wife is sure to take notice if you hold your gaze too long on some deliciously fit
foreign hottie. The absolute worst is if your wife doesn’t give you as much sex and blowjobs you want while you’re
staying in a foreign hotel. While you’re lying there with a hard-on next to your bought-and-paid-for cock-tease of a
wife—staring at her breasts while your knob-goblin is going crazy nestled up against her soft panties—a single man
has his face buried in foreign trim while another girl is trying to deep-throat his Eiffel Tower.

Just like all the useless crap your wife purchased back home, expect to spend money on a few worthless trinkets
between stops at tourist attractions you have no interest in. If you have children, the expense of traveling will also
skyrocket while vacation time and the number of things you can do decreases. Your bank account will be hit for
extra luggage, plane tickets, one or two additional hotel rooms, food for the family, whatever keepsakes the kids
want, and entrance fees at special events. You’ll probably want to get each child a cellphone just in case they get
lost, and also for taking pictures.

If you want to travel like a boss, be the boss of your own life and don’t get married.

Reason #86 - Devout Religious Practice is Over

There are hundreds of thousands of monks from a variety of religions, but that lifestyle is out of the question for



married men. Many men do not spend their entire lives as a monk but can enjoy a few years at a temple or
monastery, but a short stint as a monk is also out of the picture if you tie-the-knot.

One doesn’t have to become a monk to devote themselves to their religion. A man might decide to go abroad as a
minister or just to immerse himself in Bible study, religious service or meditation. Marriage limits the possibility for
a life of religious devotion, even when a wife shares the same beliefs. A wife may change her beliefs, she might not
be as dedicated, or the financial and time requirements of married life may decrease the amount of time her husband
can devote to his spirituality.

Reason #87 – A Woman is at the Wheel of Your Career

When I was in my twenties, I learned how to DJ, promote events and pack dance clubs. It was inevitable that I
would wind up in a relationship because the girls threw themselves at me, yet it was one of the very girls that I met
while DJing that ended my gigs.

Long before I became the man I am today I was a simpering beta male. I allowed my girlfriend to convince me to
sell off my DJ equipment. She knew that women love a handsome DJ. After all, the girls associate the pleasure of
dancing to their favorite songs directly with the man whose spinning the music in the booth, and he is the apparent
alpha male in charge of the room. I was making good money as a DJ, so who knows to what heights I could have
taken it to.

Therein is the problem with being married: a wife has considerable say in your career choice and its direction. This
is especially the case for men interested in action careers or dangerous occupations. A wife can quickly put the
kibosh on a career as a bodyguard, fireman, police officer, bounty hunter, soldier, fighter pilot or mercenary.

Wives also find occupations that require their husbands being gone from the home for days or weeks at a time
disagreeable. For instance, there’s a lot of money to be made as a long-haul truck driver owner-operator, or as a pilot
for a major airline, but marriage means they’re almost out of the question as a career choice.

Even careers that don’t seem particularly disagreeable with a marriage commitment end up having unforeseen high
divorce rates. In a study published by Zippia in 2017, among the worst jobs for marriage are: automotive
technicians, carpenters, library assistants, logisticians, chemical technicians, engineering technicians, medical
assistants,  tax examiners, and probation officers.

Entrepreneurs are also worth mentioning because women favor stability. A husband’s business idea is more likely to
be perceived as a pipe-dream of reckless gambling, than a wise investment of his time and money. The same is true
for inventors or other creative men like artists, authors and musicians. Moreover, the time and money that is
demanded by a wife significantly decreases what a man can invest in his dreams, to say nothing of what will be
required of him if children enter the picture.

Success in a venture of any kind is also profoundly affected by one’s ability to be resolute in the face of challenges.
An unsupportive wife doesn’t just take the wind of a man’s sails but can tear them to pieces. Even when a wife has
been convinced to accept her husband’s entrepreneurial dream, all it takes is a bitchy attitude and a face of
disappointment to ruin a man’s will to continue the fight. A wife’s attitude, and fear of losing her and be wrecked in
divorce court can also dissuade her husband from taking job opportunities that require relocating or push him to turn
down a promotion because it will increase his time away from home.

If you do not want to limit your career choices and how you will invest your time and money, do not get married.

Reason #88 – Freedom!

Marriage limits your options in every way imaginable. Marriage decreases the time you have to yourself, and that
you can spend with family and friends. Marriage decreases your options for where you will live and how you live. A
wife automatically lowers the number of women you can sleep with and even restricts how many women whose
company you can enjoy platonically. In all things, a wife decreases a man’s freedom.

Some men don’t want freedom, as it is easier to let someone else decide the purpose of their existence and what they
should do with their time than to accept responsibility for the course of their life.



In the military, you always know your purpose because you are told what to do. Some men enjoy military service for
that very reason. Unlike the military, which offers a whole host of benefits beyond giving a man a mission and a
purpose, marriage provides none while restricting a man’s freedom. To be a soldier, marine, airman, guardsman or
sailor, is to sacrifice one’s comfort for the defense of their nation and brothers-in-arms. To become a woman’s
husband is to sacrifice one’s time and earnings to deliver whatever lifestyle is desired by a woman.

There is nothing honorable in throwing away your freedom to provide for the life of some woman. In the absence of
any benefit to becoming the servant of a woman’s lifestyle, it is silly.

 



Chapter 14 - Growing Old Together
 

“I had always thought of woman as possessing those delicate qualities of mind and soul that made her in these
respects far superior to man. I had put her on a lofty pedestal, figuratively speaking, and ranked her in certain
important attributes considerably higher than man. I worshiped at the feet of the creature I had raised to this height,
and, like every true worshiper, I felt myself unworthy of the object of my worship. But all this was in the past. Now
the soft-voiced gentle woman of my reverent worship has all but vanished. In her place has come the woman who
thinks that her chief success in life lies in making herself as much as possible like man–in dress, voice and actions,
in sports and achievements of every kind.” – Nikola Tesla, world renowned 19th-century inventor

 

Reason #89 - She’s Going to Turn Out Just Like Her Mother

In The Importance of Being Earnest, Oscar Wilde wrote, "All women become their mothers; that is their tragedy.”

In 2009, plastic surgeons used facial imaging and 3D computer modeling software to determine how close a
woman’s face would age like her mother’s. The American Society of Plastic Surgeons published the findings of the
research team at Loma Linda University Medical Center in California, concluding that girls will age and wrinkle like
their mothers.

Genetics account for around 80 percent of our physical characteristics, rather than diet, environment or exercise.
Thus, the man who believes his new bride won’t end up looking like his wrinkled old cow mother-in-law is deluding
himself. If you want to know how your girlfriend is going to look and act when she’s older, just spend a little time
with her mother.

According to a survey of one-thousand women conducted by Dotty Bingo, over half of women believe they’ve
become just like their mothers and completed their transformation soon after turning 30. The rest of the women who
were surveyed may also have become like their mother but may not have been willing to admit it.

A woman’s mother has usually been her longest and closest advisor, and even where she disagrees with her mother’s
way of doing things, she has doubtlessly been a subconscious role model. For instance, if her mother succeeded in
reaping the financial benefits of divorce, she’ll always have an example, floating around in her head, of how easy it
can be done. The same is true for a mother-in-law who cheats on her husband, belittles him, dresses like a slob,
doesn’t cook or clean, or nags your father-in-law right into his grave.

Men who get married are essentially marrying their wife’s mother because that’s almost certainly what she’s going
to become in appearance and behavior.

Reason #90 - Your Dreams Are Over

The thought of an elderly couple sitting on the porch while they reminisce about the wonderful life they’ve shared
together is quaint, but far from reality.

Not only is it increasingly unlikely that a man’s marriage will last 30 or 40 years, but many older men realize that
once they look back from their 60s, 70s or 80s, they see decades of missed opportunities. Marriage can mean having
to forego your dreams and lying on your deathbed looking back with regret.

How many business ventures or inventions did you pass up? How many opportunities to travel did you decline?
How much of your time and wealth did you sacrifice to manifest the lifestyle some woman was dreaming of, rather
than the one you dreamed of? How many gorgeous skinny young women did you pass by only to crawl in bed with a
fattening, aging, wrinkled old woman who barely gave you head, and only slept with you once or twice every few
months of your miserably banal married existence?

To dream big is to gamble big, but gambling is contrary to the stability women desire. A man might be confident to
take a risk on himself, but bringing a wife into the picture virtually guarantees how many chips he’s able to bet, or
even if he’s allowed a seat at the table.



Sharing memories together is appealing, but if you’re lonely get a dog. One divorced man made the following
anonymous comment on the internet, “I'm in heaven now. After suffering 37 years of two ex-wives and their
problems and bad habits; my dog of three years is the perfect partner for me. He costs nothing to clothe, is always
obedient, is never in a bad mood, doesn't tell lies, always guards me, is always happy to see me and doesn't chatter
about nothing. Loyalty is personified in one’s dog. Unfortunately, the same cannot be said of my former failed
partners so ill-equipped of loyalty.”

For the record, Egyptian men envisioned traveling into the afterlife with Anubis. Some goofy Egyptologists used to
say that depictions of Anubis show that he has the head of a jackal. In 2015 geneticists realized that the Egyptian
jackal wasn’t related to jackals at all, but was, in fact, a wolf. It is so evident that Anubis would be a wolf-headed
god because wolves are among the dog family, and dogs are man’s best friend. Who else would you want to take
your final journey with, but your loyal canine companion?

Reason #91 - You Really Don’t Know Her, You Just Think You Do

Your wife could end up being a psychotic bitch from hell. The risk of a wife turning out to be a completely different
woman from the one you thought you married dramatically increases the less time you knew her before signing the
marriage contract.

Knowing someone for years still is no assurance that she’ll remain the same. Marriage will inevitably change her, as
will pregnancy and motherhood if she decides she wants to have children. The shift of power that occurs upon
signing the marriage contract forces the change.

Moreover, a boyfriend is not perceived as a safety net, but a husband is. A husband has agreed to be someone his
wife can rely on, and who promises a happy lifestyle for his wife; her happiness and financial stability are now the
sole responsibility of the man she married. It is inevitable that her attitude toward her husband will fluctuate in
accordance with whether or not he is sufficiently meeting those goals.

There are a whole host of other factors that can change a wife into Dr. Jekyll and Mr. Hyde. An abortion,
miscarriage, pregnancy or childbirth can all significantly alter a woman’s behavior. Moving away from her friends
and family, her husband losing his job, changing careers, or her getting into an affair with some guy at work, can
also alter a wife’s attitude toward her husband.

To get married is to risk that a woman is going to be the same person you fell in love with.

Reason #92 – She’s Going to Get Fat

Virtually all men like skinny women, but marrying a woman is almost a guarantee that she’ll get fat.

According to a study published in Obesity, if a man just dated a woman, she is likely to gain 15 pounds over five
years. If a man cohabitates with a woman but doesn’t marry her, she’ll pack on about 18 pounds. Married women
are the fattest women at 24 pounds in five years of marriage. In fact, [supposedly] the happier the marriage, the
fatter she’ll get. Andrea Meltzer of Southern Methodist University discovered that the happier a couple reported the
state of their marriage, the greater the weight gain.

Another factor in weight gain is menopause, which usually begins when a woman is 45 – 55 but can occur as early
as her 30s. Once a woman hits menopause, she’s likely to gain another 10 – 30 pounds or more.

Perhaps in a desperate attempt to sucker men into marrying fat-ass women, several news outlets began spreading a
fabricated study that claimed that men who marry obese women are ten times happier and live longer. The study was
supposedly conducted by Dr. Filemón Alvarado and Dr. Edgardo Morales at UNAM’s department of psychology.
Snopes.com, a fact-checking website stated, “…the psychology department at the National Autonomous University
of Mexico (option one for [the abbreviation] UNAM) does not list someone by either name as a faculty member, and
the web site for the National University of Misiones in Argentina (option two for UNAM) provides no evidence that
the school has a psychology department at all.”

“Fat acceptance” is just another feminist ploy to shame men into putting up with women no matter how bad they
behave or unattractive they become. No amount of “plus-size” models or internet memes that attack men for not
finding double-chins and blubber attractive is going to change men’s nature. Feminists want to have their cake and



eat it too, just as most married women want the freedom to blow up like a blimp but also want the benefit of their
husband’s earnings, and yet don’t want him to cheat. In the article “Plus-Sized Women Admit They Aren't Attracted
To Overweight Men” published to the website Whisper.sh, fat women admitted the double-standard that they want
men to accept their fat asses, but are only interested in skinny guys. Expect this nonsense to echo into your marriage,
wherein your fat wife packs on the pounds, refuses to exercise, yet backhands you in the shoulder if you stare too
long at some hot piece of trim—all the while she’s fantasizing about some athlete pounding her chunky meat
curtains with his yogurt-slinging clam hammer.

Reason #93 – She Might Become an Addict

If your wife decides to take up a vice, you will have absolutely no power to correct her behavior.

Even when children are involved, unless a woman can be proven to be so addicted and grossly irresponsible that she
cannot possibly care for your kids, she is almost certain to be awarded majority custody. What is more likely to
happen is that she is ordered to attend a treatment program and retain custody of your children. I have, however,
known two men whose wives became substance abusers and left them with the kids, but such cases are unusual.

A woman needn’t even become a drug addict on the level of a toothless crack-whore to create an undesirable
situation. A man who doesn’t smoke, or just doesn’t want his wife to smoke, has absolutely no authority to get his
wife to quit smoking if she decides to take up a tobacco addiction. Pharmaceuticals like anti-depressants and
prescription opiates are also a form of altering the mind that is favored by women, and all it takes is one of her
friends or relatives recommending a psychiatrist to deal with marital or job stress. Outside of tobacco, drugs, and
alcohol, a wife can become a food addict, or become addicted to television or the internet.

There is just no guarantee that she is going to remain the same person you married, and there’s absolutely nothing
you can do to stop her from doing whatever she pleases.

Reason #94 – She’s Going to Stop Dressing Up For You

When a guy pictures what life will be like with his future wife, he imagines she’ll make herself as pretty as she
always has when she was just his girlfriend.

After having captured a male servant via the marriage contract, a woman no longer has any reason to dress sexy—
she’s already got you. This goes back to a woman’s biological imperative to breed with the best male she can get her
hands on, and also to find a provider and protector. Once a woman believes she has hooked in an alpha male or a
beta male provider, she has no motivation to dress sexy—except when ovulation kicks in and it’s time for “Girls’
Night Out.” In other words, when you see your wife getting all dolled up, it might just be because it’s time for her to
go see if she can get another alpha male to explore the depths of her bikini-cavern with his vagina-miner.

Even a girlfriend will eventually stop dressing seductively for her boyfriend if he continues to fail her shit-tests. In
other words, if he repeatedly demonstrates that he’ll put up with her shit, she knows that she no longer has to try
hard to get him hard.

In my beta male days, I had purchased a dozen or so sexy outfits for three different girlfriends. In the city I was in,
the girls weren’t known for their excellent fashion sense, so I got my girlfriend’s measurements and took matters
into my own hands. The first two times I did this, I didn’t realize I had already failed their shit-tests and been
relegated to the lowly status of beta male provider.

The girls rarely if ever wore the outfits for me. The first girl, a bartender, would wear the sexy clothes I bought her
to look more alluring at work. The second girl dressed up for me once, and the only other time I ever saw her get all
tarted up was when she said she was going out for “girls’ night out.” Once again, I must insist upon the
understanding that “Girls’ Night Out” is just an excuse for women to continue their hunt for alpha male semen while
their beta male provider sits at home like a good little boy. As for the third girlfriend I had bought a wardrobe for, I
ended up dropping her like a hot rock because I started taking issue with her being a single mother.

In all, there simply is no reason for a wife to doll herself up on a daily basis for her husband. A man’s wife has no
problem putting on makeup and dressing modestly sexy for her day job, but at work, she’s getting paid to look
presentable, whereas she has nothing to lose if her husband tells her she needs to put more effort into her



appearance. Feminists love to argue that being a housewife is a job, and thus men should give them some kind of
occupational severance pay in the form of alimony, yet during the marriage, how often did these women put as much
effort into their appearance as they would do if they had a real job?

Reason #95 – Say Hello to a Wrinkled Old Nag…and Goodbye to Candy and Bambi’s Sweet-Sweet Young
Ass

We all grow old but while men age like wine, women age like milk.

Nature is harsh on a woman’s beauty because she only has so many years to give birth to a healthy child. The lines
of a woman’s face, sagging butt, and breasts, increase in facial hair and wrinkled skin, are all warning signs to men
that she is not a good candidate for reproduction.

Among feminism’s various shaming tactics deployed against men, we are supposed to accept women that are fat and
old. The fact is that men are not biologically attracted to older females, and older women are not usually interested
in a relationship with younger men.

Dr. Michael Dunn, a psychologist at the UWIC's Cardiff School of Health Sciences, found that a study of online
dating websites revealed that older women are not seeking younger mates, but prefer men older than themselves.
Women are after the resources that usually come with a man being older, and men are attracted to a woman’s
reproductive quality, regardless of whether or not they want children. This inevitably means that a man’s wife will
become increasingly less attractive to him as the years tick by.

Along with aging, pregnancy, and childbirth ruin the female body. Along with stretch marks, a wrecked vagina,
marshmallow stomach, saggy skin, possible hair loss, veiny breasts with giant areolas, pregnancy, and childbirth can
add serious pounds to a woman that many aren’t likely to burn away with exercise.



Chapter 15 - The Aftermath
 

“Ah yes, “divorce”. From the latin word meaning to rip out a man’s genitals through his wallet.” – Robin Williams,
famous 20th-century comedian who was driven to suicide by two ex-wives

 

Reason #96 - Your Secrets Aren’t Safe With Her

The saying that “hell has no fury like a woman’s scorn” is all too true. Women are spiteful and vindictive creatures,
who do not place value on loyalty, honor or honesty, but justify their actions according to how the outcome makes
them feel.

Men are not known for spray-painting a woman’s car because she cheated on them, nor are we known for throwing a
girlfriend’s belongings out onto the lawn or trying to ruin her reputation by badmouthing her to everyone we meet.
While some men have engaged in such dishonorable nonsense, women are the ones that are known for it.

It is sheer foolishness to believe that a woman is going to keep your innermost secrets long after your relationship is
over, or even while it lasted. Confiding certain secrets in a woman, that might perhaps reveal some inner-weakness
or poor judgment, also has the effect of lowering your perceived alpha male status. Women will also stow away
secrets in the reservoir of their vindictive, childish mind so that they can be later used against you. Telling certain
secrets to a woman only affords them more ammunition to use against a man in divorce court and custody battles.

I’ve spoken with several ex-cons who assured me that many of the men they were imprisoned with were there
because their wife or girlfriend ratted them out. One does not need to be critical of the law to understand that such a
testimony speaks to women’s inability to keep secrets. In the case of turning on a boyfriend or husband who has
committed a crime, there are two factors: women are vindictive; and, women value safety and stability more than
men.

A wife should be viewed as a trusted friend and confidant.

Reason #97 – Bouncing Back Won’t Be Easy

Since statistically, your marriage is likely to end in divorce, it’s important to look at the aftermath.

A married man will have grown further apart from his friends and perhaps his own family. Given the degree to
which a wife can control a man’s life, he will have a laundry list of missed opportunities. A husband has passed up
events, opportunities to travel, and given up on an untold number of dreams his wife wouldn’t support. For the years
a man is married, his life will have bent to satisfy her and prevent the financial catastrophe of divorce.

In the shadow of divorce are men burdened by alimony and child support, and likely psychologically wounded by
the whole ordeal. With money going out the window to his ex-wife, and children he barely gets to see, a divorced
man’s ability to attract a hot woman or have the lifestyle he wants will decrease. This is especially the case when
child support is involved because an increase in income means an increase in child support payments.

In summation, the longer a man is married, the less likely he will have lived a life that he really wanted—a life
worth writing about. Upon getting divorced, the length of his marriage will dictate the degree to which he can get
back on track to become the man he wanted to be and live the life he dreamed of.

Reason #98 - You Just Might Become an Alcoholic

With the stresses of marriage, and a wife who’s fat overhanging stomach makes her look like she has a front-butt,
many men turn to alcohol.

One man confided in me that he couldn’t have sex with his wife unless he was drunk because she looked like a cross
between a land-whale and the Stay Puft Marshmallow Man.

One study reported that divorced men are three times more likely to be alcoholics than married men, but I sense it’s



a fallacy to assume that alcoholism was the cause of the divorce in all those cases. How many divorced men became
alcoholics as a means to cope with the emotional aftermath of divorce and the financial devastation wrought by the
divorce court? How many men didn’t have a drinking problem on their wedding day but picked up the bottle after
realizing that marriage is merely a contract to support the lifestyle of a woman who is free to deny her husband sex,
spend his money and act however she pleases?

An excellent way to find out what married life will be like is to visit a bar where old-timers and working-class men
hangout. If you see a wedding ring, glance at their face; is that the face of a happy man?

Reason #99 - Prenups are Bullshit

A prenuptial agreement, or prenup, is a contract signed before a couple gets married that is intended to protect the
assets of both parties in the event of a divorce. The problem with prenuptial agreements is that they often don’t
work, and none can be considered foolproof. There is almost an endless supply of reasons a judge will throw a
prenup out of divorce court.

Any prenuptial agreement that shows that a man did not fully and accurately disclose all of his assets and earnings
can be considered fraudulent with an intent to conceal the real value of his estate. A prenup that is signed too close
to the wedding date can be thrown out on an argument that the woman was not provided enough time to fully
consider the ramifications of the contract, and is thus deemed coercive. So too, if a man’s fiancé did not have legal
counsel before signing the agreement, it can be tossed out of court. If the woman was under the influence of alcohol
or any other mind-altering substance anywhere near the hour the contract was signed, it could be considered invalid.
If the man included a line that he will not pay alimony or child support his prenup is useless. If a woman’s husband
stated that she mustn’t gain a certain amount of weight, or otherwise specifies appearance requirements, such as the
length of her hair, the prenup could be considered overbearing. If the agreement states that she will provide her
husband with a certain amount of sex and blowjobs, the prenup can also be considered too demanding and is
therefore invalid.

A prenuptial agreement can appear to have worked if the woman has poor legal counsel or her husband isn’t
extremely wealthy. When a man is sitting on serious assets, it will only increase the likelihood that his wife will
fight the prenup and her legal team will attempt to find a flaw in the agreement or the conditions under which it was
signed. Expect lies and a circus of legal shenanigans to ensue.

A politically liberal man I met argued that Mel Gibson’s payout of $425 million dollars to his ex-wife Robyn was
fair because she gave birth to seven of his children, and took care of the children and the household for 26 years of
marriage. He argued that Mel couldn’t have become the huge success he was without her maintaining the home
front, and raising the children.

First off, there are a lot of assumptions being made about precisely how much Robyn contributed as a housewife and
a mother. Are we supposed to believe that a man who purchased his own island, and was worth almost $1 billion,
didn’t have a maid, nanny, chauffeurs, and cooks to ease the day-to-day life of his wife? Even without such luxuries,
exactly how hard is it to load a dishwasher, cook for the kids, or keep the house clean?

We can easily estimate the real value of a housewife, and even quantify the value of giving birth to a man’s child.

Seven children from surrogate mothers would cost around $700,000.  Although a full-time nanny usually earns
approximately $30,000, we’ll bump it up to $200,000 in light of the number of children Mel has. This means that he
would have spent $5,200,000 over 26 years for one of the best nannies in the world. A nanny can cook and help out
without housekeeping, but we’ll throw in a full-time live-in housekeeper for $60,000 a year and a chef for $100,000,
which totals $4,160,000. The value of a rich man’s wife, who gives birth to seven children—and for some strange
reason, also cooks, cleans and stays home to raise the kids without any professional assistance—is $10,060,000 over
26 years.

Contrast $10 million (roughly 1% of Mel’s wealth) to a divorce settlement of $425 million dollars (50% of his
assets).

For almost a half-billion dollars, I bet Mel Gibson could have made some real strides in artificial womb technology
and helped save himself, and men all over the world, the heartache of child support and financial divorce rape.

https://www.youtube.com/watch?v=brznz2tif58


Mel didn’t have a prenuptial agreement, but I doubt that would have saved him from losing half his wealth.
Furthermore, if a judge deems that a woman cannot afford legal counsel, her husband can end up paying for the very
attorney’s his wife will use to shred the prenuptial agreement and destroy him. A prenup that is found to have a flaw
can result in a man having to sue his own legal team. Additionally, some believe that the inclusion of a prenuptial
agreement can increase the likelihood of divorce.

No matter which way you look at it, prenuptial agreements do not somehow fix the critical problems of marriage,
nor make marriage beneficial for men, even if the prenup succeeds in protecting a man’s assets. There simply are no
benefits to marriage.

The only unbeatable prenuptial agreement is to agree to never get married.

 

Reason #100 – Marriage Increases Your Chances of Depression and Suicide

Since 50% of marriages end in divorce, getting married is like loading a six-shooter with three bullets, pointing the
barrel of the gun at your bank account and then pulling the trigger. Sadly, many men end up putting the gun in their
mouth.

Some divorced men end their life believing it will send a message to their ex-wife about how deeply she hurt them.
It is foolish to think that some heartless bitch that divorce raped a man will care if he commits suicide.

Other divorcees kill themselves because they can’t keep up with the alimony payments, as was the case with the
famous comedian Robin Williams, who was ordered to pay $30 million to his ex-wives. Robin brought joy and light
to millions of people, but it only took a few greedy cunts to extinguish that light.

People have argued that married men are less likely to commit suicide, but the facts are quite different. No matter
what psychological benefit can be concocted by marriage advocates, at least half of all marriages in the United
States end in divorce and divorced men are twice as likely to commit suicide than single men. Getting married is
then a gateway into increasing one’s chances of ending up so unhappy, after divorce, that you take your own life.
Having a child with a woman is also a way a man can increase his chances of one-day committing suicide.

Randy Brouse, David Guinn, Randy Johnson, Reinaldo Rivera, Robert Steadman, Carl Tarzwell, Jr., and Kenneth
Taylor, are just a few names of men who hung themselves after being incarcerated for failure to pay child support.

On January 7, 2002, Derrick K. Miller walked up the steps of the San Diego courthouse with his divorce papers in
one hand and a pistol in the other. After shouting, “You did this to me,” he promptly blew his brains out.

After the Canadian courts banned Mark Drexel, age 42, from seeing his son, he went to a motel on January 23, 2003
and hung himself. Another Canadian man, Darren White, killed himself in March 2002 after the court ruled he was
capable of paying out $2,071 to one woman and $439 to another woman, even though his disability check was only
$950 a month.

James Poore of Bristol, Tennessee was arrested for failing to appear at a child custody hearing. James somehow got
his hands on a shotgun while on a work-release program and blew a hole in his chest.

Suicide statistics from the Center for Disease Control show that 34,727 men committed suicide in 2016 in the United
States. Since divorced men are 2 – 3 times more likely to commit suicide than other males, perhaps as many as
20,000 men committed suicide in 2016 after their marriage fell apart.

On September 27, 2017, an article titled “Are You Among the Growing Number of Unhappy Married People?” was
posted to PsychologyToday.com. The author cites three sources that show that the majority of married couples are
unhappy, and marital happiness is rapidly declining. The fact is, single people are happier.

In India, married people accounted for 66% of all suicides reported in 2014 according to the article “Married men
twice as likely to commit suicide than married women” published by The Times of India.

In the United States, few have dared to challenge the theory that married people have a lower suicide rate. Dr. Bella
DePaulo stepped up to the plate in her April 2013 article “Are Married People Less Likely to Kill Themselves?”



posted at PsychologyToday.com. Augustine Kposowa’s findings in “Marital status and suicide in the National
Longitudinal Mortality Study” also show something quite interesting. American men who got divorced were twice
as likely to commit suicide, but that isn’t the case for women.

As I’ve argued throughout, women do not fall deeply in love with men, they fall in love with the resources a man
provides them. The biological imperative of women is to pick themselves up, dry their tears and move on to acquire
the resources of the next male whose goofy enough to become their servant.

Craig Morris from Binghamton University surveyed over 5,000 men and women from 96 different countries to find
out which gender is most heartbroken after a breakup. Morris found that men take longer to recover from a breakup,
and may never fully recover. Putting out his best pseudo-scientific bullshit to bury the fact that men are the true
romantics—as numerous other studies prove—Morris hypothesizes that our emotional heartbreak is just linked to
being disgruntled that we have to go back out and compete again for a new mate.

Morris, trying to cover for the heartlessness of women, also claimed that females feel more emotional pain when a
relationship comes to an end but since women supposedly have more to lose from choosing the wrong partner,
they’ve evolved to recover quicker than men. So women are supposedly wounded more deeply but recover faster?

Also, how is it that women have more to lose in a relationship? Precisely what do women put on the line in a
relationship? In the ancient days of hunter-gatherers, it was assuredly the case that a woman who was cast aside by a
male had to recover quickly from the breakup. With a sweet smile and a girlish giggle, her survival depended upon
making another male feel he was all she ever dreamed of, so she could become the beneficiary of his strength,
protection, and resources.

Today women invest nothing and have nothing to lose. Instead of the mouthy bitch being left to the wolves—after
she’s been kicked from the cave for refusing play with her man’s one-eyed trouser snake—a modern woman has no
shortage of men ready to don the badge of Captain-Save-a-Hoe. Instead of being forced to subsist on earthworms
and berries out in a freezing rainstorm—like that sexually frigid bitch that would have been your ancestral grandma,
if your caveman ancestor hadn’t kicked the bitch out—today, bitches have options.

A beautiful girl can divorce a man in the morning, take ownership of his “cave,” along with half his bank account,
and have some beta male buying her dinner before nightfall. White knight beta males are so plentiful that even a girl
that looks like a walrus can easily find some poor fool to fall in love with her and give her money if she plugs into
enough dating and social networking websites.

Don’t become another statistic: the man who wakes up to realize that his wife never really loved him. But whatever
you do, do not ever forget the name Thomas Ball. In mid-June of 2011, Thomas Ball walked up to the courthouse in
Keene, New Hampshire and set himself on fire in protest over the injustices of the family court system. Thomas Ball
was the divorced father of three.

Do not let the deaths of such men be in vain. Do not blindly march into the depressing mire of marriage, but rejoice
in the freedom of being your own man, and knowing you alone are in command of your destiny.

 

Reason #101 – Marriage Can Take Years Off Your Life

The joke is that married men live longer but so do house cats. It’s also worth mentioning that the lifespan of
elephants, orcas, and other wild beasts decreases in the safe calmness of captivity. The fact is, we’re not cats,
elephants or whales, and few people have challenged the assertion that tying the knot extends your life.

We know that getting a good night’s rest, communicating with friends, and overall happiness, play a role in
longevity. We also know that overworking yourself with long hours isn’t good for your health. We’ve seen that
single people get more sleep, have much more contact with friends and relatives, are happier than married couples
and don’t work as hard.

I don’t see how working an average of 400 hours more per day than a single man could possibly add years to
anyone’s life.



Despite what marriage advocates would have us believe, a cursory comparison of the single and married lifestyles
should have us logically conclude that marriage shortens our lifespan. In the article “Being single could help you
live longer” published in The New York Post on September 22, 2017, Andrea Downey points out that staying single
can mean less debt, which means less stress. Stress has a direct correlation to mental health, physical health, and
longevity.

You have the rest of your life ahead of you—don’t screw it up with marriage.

 



Chapter 16 – The MGTOW Solution
 

“Bachelors know more about women than married men. If they didn't, they'd be married, too.” – H. L. Mencken

Stop Dreaming & Start Living

I feel for the guys that dreamed of falling in love with a beautiful girl, marrying her, and living happily ever after.
The truth is that it is nothing more than a dream reinforced by societal programming. We are everywhere
indoctrinated into the belief that we will be most happy by submitting ourselves in service to a woman. We let
storytellers convince us that there is some gorgeous girl out there who will love us with all her heart and soul. When
we think we’ve found our soul mate, television commercials for engagement rings provide us with instructions for
exactly what we need to do to put a beaming smile on her face: we need to spend our resources on that woman to
make her happy.

Some of my favorite movies as a child depict the soul mate fantasy in all its glory, and there is often an underlying
message in films and songs that a man should serve a woman—and if necessary, throw down his life for her.

There is a classic example of this in the movie The Princess Bride. The farm boy Westley falls in love with the
beautiful Buttercup, and to express his appreciation to her, anytime she asks something of him, he responds, “As you
wish.” Here are the first words spoken by the narrator of the story:

“Buttercup was raised on a small farm in the country of Florin. Her favorite pastimes were riding her horse and
tormenting the farm boy that worked there. His name was Westley, but she never called him that. Nothing gave
Buttercup as much pleasure as ordering Westley around.”

Buttercup is played by the actress Robin Wright, while Westley is played by the actor Cary Elwes—both of whom
are of European descent. Imagine the reaction the first few lines of narration would have if Westley had been played
by a black actor. To visualize this, here is how the opening of the story could read:

“A beautiful white girl named Buttercup lived on a small farm in the country of Florin. Her favorite pastimes were
riding her horse and tormenting the negro farm boy that worked there. His name was Caleb, but to make him feel
like less of a human being, Buttercup never called the colored boy by his name. Nothing gave Buttercup as much
pleasure as ordering the poor negro around.”

My example is not about getting into a conversation about race. It’s about realizing the type of characters we’re
dealing with. Buttercup is a sadist. When Westley responds, “As you wish,” every time Buttercup orders him to do
something—in an attempt to convey the words “I love you”—he reveals that he is a masochist. Westley has
succumbed to Stockholm Syndrome, as he has fallen in love with his tormenter.

As the story goes, the sadistic Buttercup eventually realizes that she loves the poor farm boy. Westley then becomes
a sailor, with the intent of making enough money so that he can marry Buttercup. His plans are cut short when his
merchant ship is attacked by the Dread Pirate Roberts. Westley is held captive in the brig, but the infamous pirate
ends up becoming fond of him and decides to release him. The Dread Pirate Roberts invites Westley to take on his
identity, saying that he wishes to retire. What does Westley do? Westley takes on the identity of the Dread Pirate
Roberts, but cuts his exciting career short to pursue the woman that tormented him. He goes on a harrowing journey
to rescue Buttercup from an evil prince who wishes to marry the fair maiden.

I still enjoy The Princess Bride, but though it is regarded as a masterpiece of entertainment, it is really the story of a
simp afflicted with oneitis.

A man who becomes fixated on a woman, believing that nobody else can measure up to her, suffers from oneitis. A
man who bends over backward to appease a woman is a simp. Westley expressed the words “I love you” to
Buttercup by saying, “As you wish,” which testified to his willingness to be her servant. He was willing to bend the
knee in servitude simply because Buttercup was beautiful. He went to seek his fortune, just so he could possess
Buttercup through marriage. Once again, women require the resources of men.



Westley gave up the adventurous life of a pirate—where undoubtedly he would have access to women at various
port cities around the world—to risk his life for a single woman that loved to boss him around. We have to see
Westley for what he was: a masochistic simp.

No heterosexual man is foolish enough to submit himself in service to another man, just because that man is nice,
and women happen to find him attractive. To make this point, I asked a friend, “If you only knew me for a few
months, would you be willing to give me $6,000 (the average price of an engagement ring)?” “Of course not,” he
said. I replied, “Why not? I’m nice to you, and there are many females who find me attractive.” He intuited the point
I was making, as he had spent six-figures on an engagement ring to vainly win the heart of a woman who is now
long gone—and that he later realized was a nut job.

No, he didn’t get the ring back.

How many men have purchased an expensive sparkly rock for a woman they haven’t known for more than a few
months? Why did they do it?

The only thing that is missing from my earlier hypothetical question is that my friend and I, are both heterosexual
men; I don’t have tits or a pair of lasagna-lips hiding in my underwear. Is it not now clear the value men foolishly
place on women they hardly know, all because they desire access to their panty-hamster, and have been told that
offering a female resources is the way you get it?

No man would tolerate me saying, “Henceforth you’ll have to open doors for me, pull the chair out when I go to sit
down, and if we’re in a building that catches on fire, you’ll need to make sure I get to leave first—all because my
ethnic group is better than yours.” Any sane man would retort, “What kind of supremacist nonsense is this!” If I
responded, “Serving my race is one of the greatest ways you can prove that you are a real man,” how likely would I
be to succeed in convincing someone who isn’t a spineless twit? Yet film after film, and the rhetoric of tradition,
would have us believe real men bend the knee, open doors, pull out chairs, and sacrifice themselves to women—not
because females belong to a particular race—but because they have a vagina.

Movies are not the only means to indoctrinate men into the idea that simping behavior is where we will find
romantic happiness or prove our manhood. One of my favorite rock songs is “Love You to Death” by Type O
Negative. I enjoy the instrumentation and Peter Steele’s exceptional vocals, but it is another example of how
simping behavior and oneitis can be glorified, and subconsciously beaten into our minds. Peter sings, “I beg to
serve, your wish is my law,” and later asks, “Am I good enough?”

When two bucks or bears battle it out in front of a female, each is attempting to prove that he is good enough to
reproduce with the female. For a beautiful girl to return our attention, perhaps in a gaze across the room, is to have
the feeling of being victorious over all other challengers; she has made us feel that we are good enough.

In the 1985 video game Super Mario Bros., what did Mario set out to do? His mission was to save Princess Peach
from the evil Bowser, at the risk of his own life. No matter how much a man might pretend that he isn’t into “mushy
romance,” we are driven by our biological imperative to hope for a kiss if we succeed in rescuing the princess.
Surely, we think, if we risk our lives for her, and prove we are an alpha male by defeating our opponents, she will
see the value in us—and she will love us.

The anecdote is to realize that you do not need a woman to validate your self-worth.

The Red Pill

I completely acknowledge that it’s not easy to wake up from the dream that one day you’ll find the perfect girl, get
married and live happily ever after. After a man verifies the truth, it can really start to hurt to accept it. I recognize
that pain in others, as I too have felt it.

In the movie The Matrix, the character Neo is offered a choice to see the world as it really is, or to abandon his
search for the truth, and go back to his normal workaday life. The character Morpheus, named after the god of
dreams, offers him the truth in the form of a red pill or continuing to live a lie, in the form of a blue bill. Neo
believed he was prepared to accept the entirety of the truth, and so he took the red pill. Though Neo was a man who
thought outside of the box, the truth was so heavy that he angrily rejected it, before finally accepting the reality that



was revealed to him.

Arthur Schopenhauer famously said, “All truth passes through three stages. First, it is ridiculed. Second, it is
violently opposed. Third, it is accepted as being self-evident.”

The red pill that I am offering is the truth that men in the United States and other Western nations, are less than
second-class citizens under the rule of a gynocentric government. The truth is that there are absolutely zero benefits
for a man to get married, regardless if a fortuneteller with perfect foresight predicts that he will never get divorced.
The truth is that redundant studies prove that men are the true romantics, and we are programmed to fall in love with
women—to protect them, provide our resources to them, and if necessary sacrifice our lives for them—for the
survival of the species. The truth is that the biological imperatives of women, are to acquire the semen of alpha
males, and to seduce males into using the strength of their bodies and minds to provide them with resources and
protection. The truth is that the survival of our species depends upon women being incapable of reciprocating the
kind of unconditional love that men give to women.

To take the red pill is to have clarity in understanding what lies behind the interactions between the male and female
genders. It is to be aware of the dangers of getting involved with a woman in any way, and to know what women are
capable of on their own, and through the force of government. Taking the red pill does not mean a transformation of
one’s sexuality; it doesn’t mean that a man no longer enjoys the company of women, or having sex with them. A
man who takes the red pill means that he is ready to go his own way.

MGTOW stands for “Men Going Their Own Way.” Going your own way is a statement of self-ownership and self-
determination. Instead of letting society, or a woman, determine what a man’s role in life should be, a guy who is
MGTOW declares the supreme right to choose the course of his life. Weaker males, in preference to self-
determination, prescribe to utility-based roles for males that entail servitude to women and society.

MGTOW does not mean trying to change the system or violently oppose it. It means you understand the game is
rigged, and the only way to win the game is not to play it.

MGTOW is not a cult or organization, but merely an abbreviated way of saying, “I’m a single guy who intends to
stay single. I have no interest in placing myself in any kind of situation that would allow a woman to divest me of
my resources, or falsely accuse me of something I did not do. To that end, I have no interest in marriage, cohabiting
with a woman, or engaging in any kind of simping behavior. I refuse to allow others to define manhood and reject
the charge by feminists that masculinity is toxic. Most importantly, I do not hate women—I understand them.”

Most men will go through a phase of “red pill rage,” just as Schopenhauer predicted in the stages of truth. The first
stage is ridicule, the second is violence or anger, and the third is acceptance. Women, beta males, simps, white
knights and manginas, scorn the truth and try to shame men into sticking to the cookie-cutter of what a man should
do with his life. Sadly, most men who have finally chosen to go their own way were once among those who thought
MGTOW meant that a man was homosexual, or didn’t have what it takes to get laid. Others scoff about what
MGTOW guys have to say about the true nature of women, and the gynocentric court system until they end up
becoming victims themselves.

I wrote this book to help men avoid the pitfalls that so many other men have fallen into, yet there is a danger in
waking up to this information. “Red Pill Rage” inevitably follows the realization that your situation, or that of other
men who have been wounded by women, is not unique. There is plenty to be angry about. One can be angry at God,
women, the government, or oneself. Men who take the red pill can also succumb to depression, in the same way that
an emptiness can form when we’ve lost a dear friend or family member, or a relationship with a girl comes to an
end.

Calmness comes from an understanding that there is no more reason to be angry at women than there is to be
enraged by a cat acting like a cat. Acceptance comes from the realization that there is a path even more joyous and
wonderful than the road we had chosen before, or that others had insisted we travel.

MGTOW Lifestyle

Open your eyes to the celebration of becoming a man who chooses to go his own way.

https://www.youtube.com/watch?v=iVXdxaaRiAU
https://www.youtube.com/watch?v=0vS8ZRIP1BU


MGTOW means your time is yours to do with as you please, rather than pressing yourself into the service of others.
Your money is yours to spend, save or invest as you see fit. Your goals are yours to achieve, and there will be no
woman to derail you from your dreams.

The man who goes his own way dodges bullets. Alimony, child support, divorce rape, losing your house to an ex-
wife, the pain of a cheating wife, and the heartache of realizing that a woman never really loved you, are all bullets
that have no effect on a guy who is a MGTOW.

I’ve compared the lifestyle of single men to married men throughout this book, but they deserve repeating.

Women & Sex – The thing that guys really want from women is sex. Celebrate a life where you’ll be able to have
sex with as many women as you want. If you need a little training in how to pick up women, plug into T21C.com or
just search the internet for the words “PUA seduction.” The 21 Century courses at T21C.com cover everything a
man needs to know to get women.

If your wardrobe needs a little work, jump over to AlphaM.com where Aaron Marino will show you how to look
like a boss. Why waste money funding some woman’s wardrobe, when investing in your appearance pays dividends
in the form of more poon.

Having a small mutton-dagger is no longer an excuse to settle down with a woman who looks like she should have a
few moons orbiting her fat ass. PEgym.com has a plethora of legitimate, tried, tested, and proven ways to increase
the size of the male sex organ.

As a MGTOW you’ll have your choice of one-night-stand bar sluts, friends with benefits, call girls, foreign
prostitutes, and every size, shape, and shade of girl you can imagine. Want to sleep with two or three girls at once?
Learn the right pick-up artist skills, or travel to the right country, and you can do that as many times a week as you
can afford.

The primary rules here are to avoid getting a woman pregnant at all costs, don’t catch any STDs, and, whatever you
do, do not ever cohabitate with a woman. To that, I recommend getting a vasectomy, using condoms, and if you
sleep with prostitutes, avoid freelancers. Only sleep with working girls that are licensed sex workers, and therefore
are required to get checked for STDs periodically. You can also get a sex doll to minimize, or completely nullify,
any chances of ever having to pay child support, catching an STD, or being the victim of a false rape accusation.
Some heterosexual MGTOW decide to go completely “monk” and avoid women altogether. It’s your choice.

Home – Your home is your castle, and that’s nowhere truer than when you’re a man going his own way. You have
the freedom to blow your money on the ultimate bachelor pad, or to save your money living in a modest apartment.
Want to travel around in an RV, live on a sailboat, or build a tiny home out in the woods? Want to see what it’s like
to survive in the Alaskan wilderness for three months living in a tent? You can do whatever you want because you
won’t have a wife telling you otherwise.

Housekeeping – As Burt Reynolds pointed out, a wife is a terribly expensive way to get laundry done. Look into
having a maid come over every few weeks to tidy the place up. If you’re willing to spend a little extra cash, you can
even get a topless maid. Pat yourself on the back for being wise with your money, and celebrate that you’ll never
have to deal with a woman who complains when you ask her to clean up the house.

Travel – With more money in your pocket, you can travel the world, and there are some great places where foreign
girls will literally throw themselves at you. How about a trip to Thailand or the Philippines, where you can bang a
different girl every night even if you don’t make much more money than a guy flipping burgers?

Money – As Terrence Popp from Redonkulas.com pointed out, staying single means you can live well for much less
than the cost of having a wife. With the freedom to increase or lower your living expenses as you see fit, you now
have the opportunity to start creating real wealth. Pick up a copy of MGTOW Building Wealth and Power: For
Single Men Only by Tim Patten over at Amazon.com.

Without the financial burden of a wife, alimony or child support, a man has a real shot at becoming wealthy or at
least living a lifestyle well above the average married couple. Keep in mind that there’s no such thing as a wealthy
man who is too ugly, too fat or too old. A single man with money can have virtually any woman he wants, and

http://www.the21convention.com/
https://www.pegym.com/
https://www.youtube.com/user/redonkulaspopp
http://www.redonkulas.com/
https://www.amazon.com/Mgtow-Building-Wealth-Power-Single/dp/1491787201/ref=asap_bc?ie=UTF8


spend his time traveling around the world enjoying the variety of women that life has to offer.

Companionship – A man going his own way doesn’t have to lose his friends. As a single man, you can spend as
much time with friends as you’d like, and make new friends all over the world. Moreover, dogs are called “man’s
best friend” for a reason. A pet dog is always happy to see you when you get home, and so long as you’re kind to
him and feed him, he’s never going to walk out on you. Your dog, motorcycle or sailboat is never going to wake up
and tell you it doesn’t love you anymore. Your badass dream car—that you can afford because you never got
married—isn’t ever going to cheat on you. Your real friends don’t care how much money you make, how many
women you’ve slept with, where you live, or how you decorate your home. Rejoice in knowing that you will have
companions that really care about you, and truly love you as a brother, just for being you.
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PREFACE

For those who might not know, “red-pilled” is a metaphor taken from
the 1999 film The Matrix. Taking the “red pill” means to awaken to reality;
taking the “blue pill” means to continue living in illusion.

In 2020, I had been writing a book on 9/11, but switched focus due to a
matter of greater urgency—the global response to COVID-19. (The
acronym’s meaning, officially, is—“CO” stands for Corona, “VI” for virus,
“D” for disease, and “19” for 2019.) I wrote an extensive blog post,
“COVID-19 Red-Pilled.” As the situation progressed, I kept updating the
post, but it eventually became too long for online reading, and the need for
a book was apparent.

Let me say at the outset that no one has all the answers on COVID-19,
but we should have the will to look for them. One reason I decided to write
this book is that when it comes to this disease, unprecedented censorship is
making information that contradicts the “official story” increasingly hard to
find on major search engines. Searches typically turn up only mainstream
outlets, and “fact-checking” from sources such as scandal-ridden1 Snopes,
or PolitiFact, whose largest funder has been the Bill and Melinda Gates
Foundation.2 For analysis of such sites, their methodologies and backers, I
recommend the Corbett Report’s video “Who Will Fact Check the Fact
Checkers?” https://www.youtube.com/watch?v=rtirKL_XmGg.

I have been a journalist for 35 years (starting in 1985 as a writer for The
New American) and a registered nurse for 45 years (retired in 2019).
Neither of these backgrounds qualifies me as an “expert” on COVID-19;
however, it does give me some perspective, both on the geopolitical forces
controlling world events, as well as common-sense training and experience
in infection control. By the way, Bill Gates is not a medical professional,
yet that hasn’t stopped him from advising the world on how to respond to
COVID-19 in mainstream media.

On a personal level, I immediately knew that quarantining perfectly
healthy people did not accord with decades of infection control practices. In
infectious diseases, you isolate the sick, not the healthy. To quarantine the

https://www.youtube.com/watch?v=rtirKL_XmGg


healthy as “presumed sick” is the medical equivalent of violating the law of
jurisprudence that a person is presumed innocent until proven guilty.

However, since COVID-19 is said to be different, and as those who
challenge the government/mainstream media response to COVID-19 have
been targeted for censorship, this book will quote scholars and experts
whose credentials are beyond dispute.

I have broken the COVID-19 crisis into five major sections:

(1) The Lockdown’s Human Impact (I wanted to address this first because it
is the least hypothetical of the issues.)

(2) The Methodology of Panic

(3) Theories about the Nature of COVID-19

(4) The Deep State’s End-Game

(5) What May Lie Ahead

I am aware that the circumstances, statistics and global responses to
COVID-19 will continue to change after this book’s publication, making
some of what I report seem defunct later. Nevertheless, I believe a
grounding in how this crisis came about will help us better understand and
cope with it in the future.

Regarding end-notes: All hyperlinks are accurate as of publication.
Unfortunately, due to the Internet’s transient nature, and especially due to
censorship, some articles and videos, for which I have provided hyperlinks,
will disappear in the future. (In such cases, it may be fruitful to use search
engines in an attempt to locate alternate copies of the material. Many videos
deleted by YouTube can now be found on https://www.bitchute.com/ and
https://altcensored.com/.)

NOTES

1. Alana Goodman, “Facebook ‘Fact Checker’ Who Will Arbitrate on ‘Fake News’ Is
Accused of Defrauding Website to Pay for Prostitutes—and Its Staff Includes an

https://www.bitchute.com/
https://altcensored.com/


Escort-Porn Star and ‘Vice Vixen Domme,’” Daily Mail, December 21, 2016,
https://www.dailymail.co.uk/news/article-4042194/Facebook-fact-checker-arbitrate-
fake-news-accused-defrauding-websitepay-prostitutes-staff-includes-escort-porn-star-
Vice-Vixen-domme.html.

2. Robert F. Kennedy, Jr., “How Bill Gates Controls Global Messaging and
Censorship,” Children’s Health Defense, May 19, 2020,
https://childrenshealthdefense.org/news/how-bill-gates-controls-global-messaging-
andcensorship/. According to PolitiFact’s website, it received $70,000 from the Gates
Foundation in 2015 and $126,650 in 2016. In 2018, PolitiFact was acquired by the
Poynter Institute, which received $382,997 from the Gates Foundation in 2015.
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PART ONE

THE LOCKDOWN



CHAPTER 1

THE ECONOMIC AND HEALTH IMPACT OF
THE LOCKDOWN

When this book was published, states had been incrementally coming
out of lockdown, but with the caveat that the lockdowns could be prolonged
or resumed depending on the course of the pandemic. I do not know, of
course, what will occur following publication. But Bill Gates may have
given us a clue when he told Stephen Colbert: “Most of the work we’re
going to do to be ready for Pandemic Two—I call this Pandemic One—
most of the work we’ll do for that are also the things we need to do to
minimize the threat of bio-terrorism.”1 Bill Gates has also stated: “It is fair
to say things won’t go back to truly normal until we have a vaccine that
we’ve gotten out to basically the entire world.”2

Since President Trump announced the lockdown on Friday the 13th of
March 2020, many famous companies have filed for bankruptcy, including
J.C. Penney, Neiman Marcus, Gold’s Gym, Pier 1 Imports, and J. Crew.
Even the Hertz rental car agency, which had been in business for 100 years,
went bankrupt. And many corporations, while still surviving, announced
thousands or tens of thousands of layoffs—permanent and/or temporary—
including Boeing, GE, United Airlines, Chevron, IBM, Macy’s, Uber, and
many others.3 But the worst devastation has been to America’s small
businesses, more than 100,000 of which had already closed permanently
according to The Washington Post of May 12, 2020.4

Even before the lockdown began, a survey showed 49 percent of
Americans were living paycheck to paycheck.5 By the end of May, more
than 40 million Americas had filed unemployment claims since mid-
March.6

(Again, these statistics, like many I cite, will continue to change after
this book’s publication.)



Let’s consider the implications. People without a job eventually lose
their health insurance. Without an income, many will find it impossible to
pay mortgages, real estate taxes or (alternatively) pay rent. The $1200
government stimulus checks couldn’t have helped much in this regard. In
March 2020 the average monthly rent for a one-bedroom apartment in
Boston was over $2,500,7 meaning the bailout would cover rent for about 2
weeks. Of course, it’s not just mortgages and rent, it’s utilities, groceries,
and other necessities.

According to a 2019 study by The Ascent, 52 percent of Americans had,
at some point, maxed out on their credit cards,8 meaning that during the
lockdown many people couldn’t even resort to credit to buy essentials.
Breadlines began forming in America,9 which increasingly resembles the
old Soviet Union. Meanwhile farmers who supply restaurants, schools and
theme parks were forced to throw away thousands of acres of rotting
crops.10

According to the American Psychological Association—before the
lockdown—the number one cause of stress in America was money
problems.11 Imagine how much the lockdown has amplified that. And as the
quarantine forces distressed people to stay together constantly, domestic
abuse cases have spiked. The New York Times already reported on April 6:

In Spain, the emergency number for domestic violence
received 18 percent more calls in the first two weeks of
lockdown than in the same period a month earlier.… On
Thursday, the French police reported a nationwide spike of
about 30 percent in domestic violence.12

Calls to suicide hotlines were up 600 percent, and liquor sales 300 to
600 percent, according to a May letter sent to President Trump by more
than 500 doctors, urging him to end the lockdown, which they called a
“mass casualty incident.”13

Health care providers in Michigan filed a lawsuit against Governor
Gretchen Whitmer as her unprecedented lockdown was threatening the lives
of many non-COVID patients across the state by denying them needed
surgeries and preventative care. Jordan Warnsholz, an owner of two of the



plaintiffs, Wellston Medical Center and Primary Health Services, said: “Not
only has this shutdown harmed my employees and my practice, but it has
put my patients directly at risk. These oppressive executive orders are
meant to save lives, but instead, they are endangering many of them.”14

Dr. Mohammad Iqbal Adil, Consultant General, laparoscopic and
colorectal surgeon for the United Kingdom’s National Health Service,
noted:

What impact has the NHS had as a result of this coronavirus?
Most of the hospitals have gone empty, all the elective work
has been cancelled. There is no endoscopy, no cystoscopy, no
flexible sigmoidoscopy, and no gastroscopy happening. All the
elective operations including bowel and lung cancers . . . have
been cancelled. These patients are accumulating day by day,
and the number is ramping up.15

The BBC reported in June:

Health bosses fear the COVID-19 crisis could see the number
of people waiting for NHS treatment double to 10 million by
the end of the year.… Cancer Research estimates about 2.4
million people in the UK are waiting for screening, treatment
or tests with a potential 23,000 cancers having gone
undiagnosed during lockdown.16

With jobs demolished and the poverty that ensues, crime can also be
expected to soar. In fact, there can be little doubt that the massive looting of
stores following the George Floyd incident was, to a certain extent,
attributable to the massive impoverishment as well as bottled-up emotions
of people who had been locked inside too long—what we call “stir crazy.”

The lockdown’s justification was to “protect our health.” But if masses
of people lose their health insurance and homes—becoming homeless—will
the impact of that be less than COVID-19, a disease which lasts on average
two weeks and that, for most people, resembles a mild to moderate case of
the flu? (We will greatly amplify on this later.) The threat of mass
homelessness had become real by July 2020, when Reuters reported:



As the coronavirus began to shut down large swaths of the U.S.
economy in March, spiraling millions of Americans into
unemployment, a patchwork of state and federal eviction bans
were enacted to keep people in their homes. Now those
protections are vanishing. Moratoriums have already expired in
29 states and are about to lapse in others.… As many as 28
million people could be evicted in coming months, according
to Emily Benfer, a visiting law professor at Wake Forest
University who is the co-creator of Princeton University’s
Eviction Lab, a national research center on evictions.17

Sure, Uncle Sam can financially “come to the rescue.” But the U.S.
government is—officially—over $25 trillion in debt. There is no treasure in
the Treasury, no “reserves” to hand out. Anything the government gives the
people it must take from the people— either by (1) raising taxes (obviously
now impossible) or (2) its favored method: borrowing money from the
Federal Reserve, which increases the nation’s debt burden and, by
expanding the money supply, devalues the dollar, making prices rise.

As the Mises Institute’s editors wrote:

The shutdown of the American economy by government
decree should end. The lasting and far-reaching harms caused
by this authoritarian precedent far outweigh those caused by
the COVID-19 virus. The American people—individuals,
families, businesses—must decide for themselves how and
when to reopen society and return to their daily lives.

Neither the Trump administration nor Congress has the
legal authority to shut down American life absent at least
baseline due process. As Judge Andrew Napolitano recently
wrote, business closures, restrictions on assembly and
movement, and quarantines are not constitutionally permissible
under some magic “emergency” doctrine. At a minimum, the
federal government must show potential imminent harm by
specific infected individuals at some form of hearing or trial.

These due process requirements are not suspended.18



That brings us to the next human implication of the lockdown.
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CHAPTER 2

DESTRUCTION OF
CIVIL LIBERTIES

Benjamin Franklin said, “Those who would give up essential liberty, to
purchase a little temporary safety, deserve neither liberty nor safety.”

Thanks to the “Controlavirus,” martial law has overtaken the planet,
curtailing freedom, virtually empowering governments to the point of
totalitarianism. Here in America, planks in the Bill of Rights have been
shredded. Officially, these prohibitions on rights have not been revoked
permanently, but they nevertheless represent an unprecedented flirtation
with dictatorship. I will use past tense to describe these restrictions; some
may be either relaxed or tightened following this book’s publication. But I
am not confident they will improve much.

• Freedom of worship: At the lockdown’s height in the spring, religious
services were forbidden. Gatherings for worship, corporate prayer and
religious studies were curtailed, except for online substitutes such as
livestreams and Zoom meetings. This appears to be the first time that Easter
services had been globally cancelled since Constantine legalized
Christianity in the fourth century AD. Even though services have been
phased back in, severe restrictions remain on churches, such as the
attendance far below capacity and members, including choirs, compelled to
wear masks.

On April 10, Kentucky Governor Andy Beshear announced plans to
record the license plate numbers of Easter churchgoers and force them into
self-quarantine for 14 Days.1 Fortunately, a judge overturned the edict.

Less fortunate was Greenville, Mississippi, where police cars descended
on King James Bible Baptist Church for scheduling a “drive-up” Easter
service.” Even though churchgoers were observing social distancing, they
were fined $500 each.2 A video of the fiasco was taken by Pastor Charles E.



Hamilton, Jr., who noted that in Greenville, that many police cars didn’t
show up for murders or drug busts.3

• The right to peaceably assemble: A number of states restricted
gatherings to ten persons, with “stay at home” requirements or advisories in
effect for “non-essential travel.” In a worst-case scenario, Michigan
governor Gretchen Whitmer issued orders forbidding anyone from even
visiting a friend or family member unless they were a caregiver.4

• “The right to a speedy and public trial,” and trial by jury is encoded in
the Bill of Rights. Jury trials across the nation have been cancelled or
postponed—again, the suspensions are supposedly temporary, but how
close are we to acclimating people to eliminating them altogether?

Here are examples of egregious rights violations across the nation:
• A Colorado man was arrested and handcuffed in front of his six-year-

old daughter for playing softball with her, which allegedly violated “social
distancing” requirements. Noteworthily, the police themselves were not
wearing masks and violated social distancing in making the arrest.5

• Residents of Cameron County, Texas, faced a $1,000 fine for not
wearing “some form of covering over their nose and mouth.”6

• In Sedgwick County, Kansas—emulating the old Soviet Union—
citizens were encouraged to use online forms to “snitch” on neighbors who
might be violating “stay-at-home” mandates or operating “non-essential
businesses.”7

• Indiana’s Howard County ordered businesses to stop selling “non-
essential” goods, including books. So book-burning became part of the
“medical martial law” paradigm.8

• On May 5, Shelley Luther was ordered to be jailed for seven days and
fined $7,000 for reopening her Dallas hair salon in defiance of lockdown
restrictions.9 She was released from jail after the case received nationwide
attention.

• On May 13, in a scene becoming all too typical, police threw a New
York mom onto a subway station floor, and handcuffed her in front of her
small child, not because she wasn’t wearing a mask, but because she wasn’t
wearing it properly.10



• Google is reporting people’s movements to the government to track
whether “social distancing” and limits on social gatherings are obeyed.11

Meanwhile, the White House held a teleconference with execs from
Amazon, Apple, Facebook, Google, Microsoft and Twitter to “help battle
coronavirus,” including “discussion about how to stop the spread of
coronavirus conspiracy theories.”12

Overseas, the situation is often worse.
• In Singapore, sitting or standing too near another person was made

punishable by prison terms of up to 6 months and fines of up to $7,000.13

• In Tunisia, remotely controlled “robocops” enforced lockdown rules
and demanded to see people’s travel permits.14

• In Greece, Orthodox Bishop Seraphim Stergiulis was arrested for
keeping his church open for worship.15

• In Britain, police set up online forms so people could “snitch” on
neighbors who violated lockdown orders.16

• Paris banned outdoor exercise during daytime hours.17

• The Danish Parliament passed a draconian law authorizing the
government to test, quarantine and vaccinate citizens without their
consent.18

• On May 9, an Australian mother, who was very peacefully protesting
the lockdown’s violation of civil liberties, was arrested and her young son
torn away from her.19
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CHAPTER 3

WAS THE LOCKDOWN
NECESSARY?

EXPERTS SPEAK OUT

Let’s now give voice to some of the eminent medical scholars who have
opposed the lockdown.

Infectious disease specialist Sucharit Bhakdi is an emeritus professor at
the Johannes Gutenberg University in Mainz, Germany, and for more than
20 years was head of the Institute for Medical Microbiology and Hygiene
there, In March 2020, he was interviewed on COVID:

Bhakdi: When patients concurrently have other illnesses, an
infectious agent must not be held solely responsible for a lethal
outcome. This happens for COVID-19, but such a conclusion is
false and gives rise to the danger that other important factors
are overlooked. . . .

Interviewer: The highest alert level has been proclaimed and
extreme preventative measures have been installed in the
desperate attempt to retard spread of the virus.

Bhakdi: Yes, and this is the incredible tragedy. Because these
adopted measures are actually senseless.… We have 10,000
infections reported. 99.5 percent have no or only mild
symptoms. . . . “Infection” is not identical with “disease.” . . .

Interviewer: So what do you think about these measures?

Bhakdi: They are grotesque, absurd and very dangerous.…
The life expectancy of millions is being shortened. The
horrifying impact on the world economy threatens the



existence of countless people. The consequences on medical
care are profound. Already services to patients in need are
reduced, operations cancelled, practices empty, hospital
personnel dwindling. I can only say: All this will impact
profoundly our whole society. All these measures are leading to
self-destruction and collective suicide, based on nothing but a
spook.1

Professor Klaus Püschel, head of forensic medicine in Hamburg,
explained about COVID-19:

This virus influences our lives in a completely excessive way.
This is disproportionate to the danger posed by the virus. And
the astronomical economic damage now being caused is not
commensurate with the danger posed by the virus. I am
convinced that the Corona mortality rate will not even show up
as a peak in annual mortality. In Hamburg, for example, not a
single person who was not previously ill had died of the virus:
All those we have examined so far had cancer, a chronic lung
disease, were heavy smokers or severely obese, suffered from
diabetes or had a cardiovascular disease. The virus was the last
straw that broke the camel’s back, so to speak. COVID-19 is a
fatal disease only in exceptional cases, but in most cases it is a
predominantly harmless viral infection.2

Early during the pandemic (March) some common sense came from Dr.
Vernon Coleman, MD, of the UK.

The panic and the hysteria are wildly overblown. There really
isn’t any need to stop all non-urgent operations and there’s no
need to close shops and cafes and put people out of work,
which is what’s going to happen; the economies all around the
world are going to be in a terrible state. Loads of people are
going to lose their jobs, and when people lose their jobs, then
the death rate goes up; there’s a well-known correlation
between unemployment and death rates.3



In May he stated:

The evidence makes it clear to me that we’re being
manipulated. Here’s a summary of some of the reasons why
I’m convinced. First, in the UK, the government’s advisors
ruled back in March that the corona virus was not a high
consequence infectious disease. That’s the official wording. . . .

Other media were quite happy to ignore it. They didn’t
seem to think it was significant. I didn’t see any note of it on
the BBC’s website, for example. . . .

Second, within days of this reassuring news when the
country, and indeed the world, should have been celebrating
our good fortune, that the corona virus was not going to kill us
all, the UK government published its 358-page emergency bill
and put the country into lockdown, as though it were the plague
we were dealing with.

Third, the total number of alleged coronavirus deaths at the
moment… around the world is approximately 300,000, though
there are many people like me who rather suspect that this
figure may be a little lower in reality—I’m trying to be very
tactful to keep this video on air for a bit longer.…

Every death is a tragedy, but we have to look at things in
perspective and we have to remember that in an average sort of
flu season, a bad flu can kill 650,000 people. That’s twice as
many, of course; even the mathematical modelers could
probably work that out, and in an average bad sort of year
tuberculosis can kill one and a half million people.

I don’t remember any country being put into lockdown or
introducing social distancing in a bad flu year or because of
tuberculosis, or indeed, malaria, which also kills quite a lot of
people.

Fourth, all opposition to the establishment’s viewpoint is
being silenced, the videos are being removed and very little
coverage is given to the sort of news that I try to provide you



with and certain other people. The main news outlets don’t
seem interested in providing a balanced viewpoint.4

Dr. Joel Kettner, former Manitoba Chief Provincial Public Health
Officer:

I want to say that in 30 years of public health medicine, I have
never seen anything like this, anything anywhere near like this.
I’m not talking about the pandemic, because I’ve seen 30 of
them, one every year. It is called influenza. And other
respiratory illness viruses, we don’t always know what they
are. But I’ve never seen this reaction, and I’m trying to
understand why.5

Pulmonary physician Dr. Wolfgang Wodarg, after pointing out that
coronaviruses have typically been part of the makeup of respiratory illness,
said:

The Chinese government made something really big out of
it, suddenly this was very important politically—completely
exceeding the virological frame. All of a sudden, face
recognition was installed everywhere at the airports, fever was
being measured. The clinical thermometer controlled the traffic
on Chinese streets. And all this was so significant that it led to
international consequences.…

The governments asked their own virologists and they
confirmed that this virus is a thing to worry about and proposed
to develop tests to help measure the virus, like in China.…

A network of information and opinions has been developed
in certain expert groups. And the politicians turned to these
expert groups, who initially started all this. And they really
absorbed this network, moved within it. This led to politicians
who now are just resting on these arguments, while using these
arguments to evaluate who has to be helped, to determine
safety measures or what has to be permitted.



All these decisions have just been derived from these
arguments. This means that now it’s going to be very hard for
critics to say “Stop. There is nothing going on.” And this
reminds me of this fairytale about the king without clothes on.
And just a small child was able to say “Hey, he is naked!”.

All the others on the courtyard—surrounding the
government and asking the government for advice because they
can’t know themselves—they all played along and joined the
hype. And like this, politicians are being courted by many
scientists. Scientists who want to be important in politics
because they need money for their institutions. Scientists who
just swim along in this mainstream and also want their part…
“We can help too!” “We made an app!” “We have a program
for this!”

So many people saying “Hey, we want to help too!”
because they want to earn money with it and become
important. And what is missing at the moment is a rational way
of looking at things. We should ask questions like “How have
you found out that the virus is dangerous?” “Didn’t we have
the same thing last year?” “Is it even something new?” That’s
missing. And the king is naked.6

Dr. David Katz, physician and founding director of the Yale University
Prevention Research Center:

I am deeply concerned that the social, economic and public
health consequences of this near-total meltdown of normal life
—schools and businesses closed, gatherings banned—will be
long-lasting and calamitous, possibly graver than the direct toll
of the virus itself. The stock market will bounce back in time,
but many businesses never will. The unemployment,
impoverishment and despair likely to result will be public
health scourges of the first order.7

For 20 years, Dr. Knut Wittkowski was Head of Biostatistics,
Epidemiology, and Research Design at Rockefeller University’s Center for



Clinical and Translational Science. Interviewed by The Press and The
Public Project in April 2020, he stated:

With all respiratory diseases, the only thing that stops the
disease is herd immunity. About 80% of the people need to
have had contact with the virus, and the majority of them won’t
even have recognized that they were infected, or they had very,
very mild symptoms, especially if they are children. So, it’s
very important to keep the schools open and kids mingling to
spread the virus to get herd immunity as fast as possible, and
then the elderly people, who should be separated, and the
nursing homes should be closed during that time, can come
back and meet their children and grandchildren after about four
weeks when the virus has been exterminated.…

We are experiencing all sorts of counterproductive
consequences of not well-thought-through policy.… We will
see maybe a total of fewer cases—that is possible. However,
we will see more cases among the elderly, because we have
prevented the school children from creating herd immunity.
And so, in the end, we will see more death because the school
children don’t die, it’s the elderly people who die, we will see
more death because of this social distancing.…

If we had herd immunity now, there couldn’t be a second
wave in autumn... However, if we are preventing herd
immunity from developing, it is almost guaranteed that we
have a second wave as soon as either we stop the social
distancing or the climate changes with winter coming or
something like that.… [Extreme reactions] cost the US
taxpayer $2 trillion, in addition to everything else that it costs,
but it also has severe consequences for our social life, and
depression is definitely something that we will be researching. I
can say for myself, walking through New York City right now
is depressing.…8



Dr. Wittkowski’s interview was swiftly censored by YouTube. Michael
T. Osterholm, regents professor and director of the Center for Infectious
Disease Research and Policy at the University of Minnesota:

Consider the effect of shutting down offices, schools,
transportation systems, restaurants, hotels, stores, theaters,
concert halls, sporting events and other venues indefinitely and
leaving all of their workers unemployed and on the public dole.
The likely result would be not just a depression but a complete
economic breakdown, with countless permanently lost jobs,
long before a vaccine is ready or natural immunity takes hold.
…

[T]he best alternative will probably entail letting those at
low risk for serious disease continue to work, keep business
and manufacturing operating, and “run” society, while at the
same time advising higher-risk individuals to protect
themselves through physical distancing and ramping up our
health-care capacity as aggressively as possible. With this
battle plan, we could gradually build up immunity without
destroying the financial structure on which our lives are based.9

The internationally renowned virologist Dr. Karin Mölling was director
of the Institute for Medical Virology at the University of Zurich until 2008.
She said:

The 2018 influenza epidemic, with 25,000 deaths, never
disconcerted the press. The clinics had to deal with an
additional 60,000 patients, which was no problem in the clinics
either! . . .

It’s [the curfew] the only thing I’m afraid of. It is
wrong!That’s why I’m speaking out.… We are presented with
numbers that are frightening. They do not put them in relation
to other numbers. Then my taxi driver tells me that he will
perish if he has to close his business, and might as well hang
himself. You have to put that into consideration as well. I am



not an economist. I only hear the voice of the people. They all
say: Do something! I just want to prevent the curfew.…

I was asked on TV what I thought about old people going
for a walk. I can only say: Yes, they should do it. Fresh air is
good, that dilutes; anyone can imagine that. The second thing
that’s good about it is the sun. Ultraviolet light kills viruses.
This is good in children’s playgrounds; it is good for children
when they do sports outside. It’s good outside! . . .

It is important to isolate and protect the old. Then fresh air
and UV as much as possible. Furthermore, open kindergartens
and schools instead of plunging the young families into chaos.
Schools are the best place to put them all together and where
you know how the infection chain works. You can control that
and you can react.…

And under no circumstances a curfew! People should go to
restaurants, at their own risk. When the weather is nice, you
can’t shut people in. I hear that in the family: Where should the
children go in nice weather? You can only do that for a week,
or at most two. Immunity also has to be built up, only contact
allows that.10

Leading virologist Hendrik Streeck has stated that there is no proof
coronavirus can be spread while shopping.11

Concerning the closing of schools, Scott Atlas, MD, observed: “There’s
no science whatsoever to keep K-through-12 schools closed, nor to have
masks or social distancing on children, nor to keep summer programs
closed,” “What we know now is that the risk of death and the risk of even a
serious illness is nearly zero in people under 18.”12

In May the Moscow Times reported:

Russia’s head of coronavirus information has suggested that
global anxiety over the pandemic is misplaced . . . Doctor and
television presenter Alexander Myasnikov was appointed in
April to his new role of informing Russians about coronavirus



treatment and prevention methods and to battle “fake news”
about COVID-19.…

In an interview that aired Wednesday, Myasnikov gestured
for the cameras to stop running and said candidly: “It’s all
bullsh*t. It’s all exaggerated. It’s an acute respiratory disease
with minimal mortality,” he told television personality Ksenia
Sobchak in the interview for her YouTube project.

“Why has the whole world been destroyed? That I don’t
know,” Myasnikov said, adding that he’s more concerned about
a second wave that he claimed “we’re unprepared for.”13
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CHAPTER 4

THE SOCIAL DISTANCING AND MASK
CONTROVERSIES

As social distancing and masks became twin icons of the lockdown, it’s
important to hear the medical professionals speaking against them.

On her YouTube channel, Sam Bailey, MD, discussed social distancing:

[I]n my home country, New Zealand, we have to remain at
home in our social bubbles. We can leave our house if we need
to go to the supermarket, pharmacy, if you are an essential
worker or to exercise. You cannot go swimming, hunting,
tramping or do anything that may put extra strain on emergency
services. You cannot talk to anyone outside of your social
bubble at a distance of less than two meters which includes
family, friends and co-workers. And lately when I’ve gone for
a walk or run, I noticed people don’t even want to make eye
contact, and they often cross the street or act panicked and
move away from you like you have leprosy.

The first time I went to the supermarket after we went into
lockdown three weeks ago, I saw someone wearing a gas mask.
Now why would someone want to wear a gas mask at a
supermarket? I’d presume that it’s either a practical joke or it’s
because they are scared and think that they might die from an
infection that is hanging around in the air. I don’t blame that
person for feeling scared, as most people don’t understand what
the medical risks are to them. We’re bombarded every day by
the media about how dangerous it is when people don’t practice
social distancing. So I decided to look into this myself, as I
wanted to understand what scientific literature is behind social
distancing.…



So what’s the science behind social distancing? There’s one
systematic review article that looked at how effective social
distancing is in reducing the spread of influenza. It looked at 12
modeling and three epidemiological studies. Unfortunately, all
three epidemiological studies were highly biased, and therefore
the results are not usable, and if you have any familiarity with
computer modeling, you’ll understand how highly unreliable
these results can be. If you have to plug in hundreds if not
thousands of variables, the end result can be manipulated by
changing the variables that are included in the study. Examples
of recent computer modeling gone wrong is from the Imperial
College of London, who estimated the risk of infection and
death from coronavirus to be 131 times greater than it actually
has turned out to be . . . The modeling studies support social
distancing in non-healthcare workplaces, but I am highly
dubious that these models play out in reality. There have been
no observational studies on real human beings to determine if
social distancing works. Please let me emphasize that I am not
talking about the evidence for quarantine or self-quarantine [of
sick people], which is different to social distancing and
physical distancing.…

What I personally believe is far more troubling is social
isolation and the generalized suspicion we have for our
neighbors, our friends, co-workers and strangers on the street.
Many studies have been done on social isolation, and long-term
it increases the risk of premature death, while short periods of
isolation can cause increased anxiety or depression that start
within days. We are social creatures that have evolved over
millennia to be in family structures and groups. and we rely on
that interaction with other human beings. I believe more is
needed than just social media, which can never replace a cup of
coffee in person with a friend.1

As far as the need for outdoor social distancing goes, a Chinese study of
COVID-19 examined 318 outbreaks; of these, it found that only one began



in an outdoor environment, and that outbreak only infected two people.2
This is not surprising, since sunlight is a potent destroyer of viruses,
including—scientists say—COVID-19.3

By June 15, Britain’s The Telegraph could report:

The two-metre rule has no basis in science, leading scientists
have said as the Government comes under increasing pressure
to drop the measure. Writing for The Telegraph, Professors
Carl Heneghan and Tom Jefferson, from the University of
Oxford, said there is little evidence to support the restriction
and called for an end to the “formalised rules.” The University
of Dundee also said there was no indication that distancing at
two metres is safer than one metre.… Examining the current
evidence for the two-metre rule, Prof. Heneghan and Prof.
Jefferson looked at 172 studies cited in a recent review in The
Lancet and found just five had dealt explicitly with coronavirus
infection in relation to distance. Only one mentioned coming
within six feet of a patient, and that paper showed proximity
had no impact.4

Epidemiologist Dr. Gerald Evans, medical director of infection control
at Kingston (Ontario) Health Sciences Centre:

To get infected with this virus, you have to be in close contact
with another person (and) that contact has to be for a significant
amount of time. It’s not 10 or 15 minutes, it’s hours. It needs to
be in a closed environment, a house, and in the environment,
there has to be a significant amount of contamination.5

In May 2020, The New England Journal of Medicine had this to say
about social distancing and masks:

We know that wearing a mask outside health care facilities
offers little, if any, protection from infection. Public health
authorities define a significant exposure to Covid-19 as face-to-
face contact within 6 feet with a patient with symptomatic



Covid-19 that is sustained for at least a few minutes (and some
say more than 10 minutes or even 30 minutes). The chance of
catching Covid-19 from a passing interaction in a public space
is therefore minimal. In many cases, the desire for widespread
masking is a reflexive reaction to anxiety over the pandemic.6

Regarding masks, Russell Blaylock, MD, noted:

As for the scientific support for the use of face masks, a
recent careful examination of the literature, in which 17 of the
best studies were analyzed, concluded that, “None of the
studies established a conclusive relationship between
mask/respirator use and protection against influenza infection.”
Keep in mind, no studies have been done to demonstrate that
either a cloth mask or the N95 mask has any effect on
transmission of the COVID-19 virus. Any recommendations,
therefore, have to be based on studies of influenza virus
transmission. And, as you have seen, there is no conclusive
evidence of their efficiency in controlling flu virus
transmission.

It is also instructive to know that until recently, the CDC
did not recommend wearing a face mask or covering of any
kind, unless a person was known to be infected, that is, until
recently. Non-infected people need not wear a mask. When a
person has TB we have them wear a mask, not the entire
community of non-infected. The recommendations by the CDC
and the WHO are not based on any studies of this virus and
have never been used to contain any other virus pandemic or
epidemic in history.

Now that we have established that there is no scientific
evidence necessitating the wearing of a face mask for
prevention, are there dangers to wearing a face mask,
especially for long periods? Several studies have indeed found
significant problems with wearing such a mask. This can vary
from headaches, to increased airway resistance, carbon dioxide



accumulation, to hypoxia, all the way to serious life-
threatening complications.7

(In the article, Blaylock cites the specific studies.)
In a post called “We Must Wear Face Masks? Show Me the Science

Behind That!” Dr. David Brownstein, M.D., wrote (providing citations):

Folks, I have been writing to you about COVID for over a
month. It is been a painful time period for all of us. What is
really sad is that too many political dictates are being fostered
on us without any good scientific evidence to back them up.
One of those requirements that has me irritated is the use of
face coverings that I see so prevalent out there. When I go to
Costco, 95% of the people in the store are wearing face masks.
Why is that? . . .

It should be well known that cloth masks, bandanas, or
handkerchiefs will do very little to stop the spread of
coronavirus. In fact, they may actually increase your risk of
becoming ill from corona and other influenza-like illnesses. A
2015 study found cloth masks, when compared to surgical
masks, increase the rate of influenza-like illnesses 13x! Cloth
masks are probably best avoided and should not be reused
without properly sanitizing them.

Regular surgical masks are not much better in this situation.
The COVID-19 virus is 0.125 µm in size. Surgical masks have
been shown to not adequately filter against aerosols measuring
from 0.9-3.1 µm. Other researchers have shown that particles
from 0.04-0.2 µm can penetrate surgical masks.

A 2020 study in Seoul, South Korea looked at the
effectiveness of surgical and cotton masks in blocking COVID-
19 in a controlled comparison of four patients. The COVID-
infected patients were put in negative pressure isolated rooms.
The scientists compared disposable surgical masks (3 layers)
with reusable cotton masks. Patients were instructed to cough 5
times while wearing no mask, surgical mask, or cotton mask.



Interestingly, all swabs from the outer masks—including
surgical masks—were positive for COVID-19. Inner masks
were also found to be contaminated. That means the mask did
not effectively filter out the COVID virus since it is too small.
The authors state, “Neither surgical nor cotton masks
effectively filtered [COVID-19] during coughs by infected
patients.”8

In his article “Masks Don’t Work: A Review of Science Relevant to
COVID-19 Social Policy,” Denis G. Rancourt, PhD, writes:

Masks and respirators do not work. There have been extensive
randomized controlled trial (RCT) studies, and meta-analysis
reviews of RCT studies, which all show that masks and
respirators do not work to prevent respiratory influenza-like
illnesses, or respiratory illnesses believed to be transmitted by
droplets and aerosol particles.

After citing seven RCT studies from the scientific literature, Rancourt
concludes:

No RCT study with verified outcome shows a benefit for HCW
[health care workers] or community members in households to
wearing a mask or respirator. There is no such study. There are
no exceptions.9

Dolores Cahill, PhD, the eminent immunologist from University
College, Dublin, has stated: “There is absolutely no basis for social
distancing.”10 In an interview with Del Bigtree, she displayed the following
table:



She stated:

There’s a table that just compares coronaviruses with Ebola
viruses, so if it was an Ebola virus outbreak, then a mask would
be effective because Ebola virus is transmitted through the air.
But in the case of coronavirus, it’s not transmitted through the
air, it’s transmitted through droplets that would then drop on a
surface like a door handle. So in coronavirus there is absolutely
no need to wear a mask.… I entirely agree with Professor
Blaylock, who has an outstanding track record and is very
experienced in this area. Because the mask is covering you,
you have less oxygen and that puts your immune system under
stress… and not only will you have more coronavirus, but if
you had other latent viruses it would allow them to reemerge.11

Early during the pandemic, even the World Health Organization
admitted that masks weren’t needed for the healthy. As Fox News reported:

“If you do not have any repository symptoms such as fever,
cough or runny nose, you do not need to wear a mask,” Dr.
April Baller, a public health specialist for the WHO, says in a
video on the world health body’s website posted in March.
“Masks should only be used by health care workers, caretakers
or by people who are sick with symptoms of fever and
cough.”12



Switzerland’s Beda M. Stadler, former director of the Institute for
Immunology at the University of Bern, a biologist and professor emeritus,
writes:

The next joke that some virologists shared was the claim that
those who were sick without symptoms could still spread the
virus to other people. The “healthy” sick would have so much
of the virus in their throats that a normal conversation between
two people would be enough for the “healthy one” to infect the
other healthy one.… But for doctors and virologists to twist
this into a story of “healthy” sick people, which stokes panic
and was often given as a reason for stricter lockdown measures,
just shows how bad the joke really is. At least the WHO didn’t
accept the claim of asymptomatic infections and even
challenges this claim on its website.… Those young and
healthy people who currently walk around with a mask on their
faces would be better off wearing a helmet instead, because the
risk of something falling on their head is greater than that of
getting a serious case of Covid-19.13

Daniel W. Erickson, MD, and Artin Massihi, MD, of Accelerated
Urgent Care in Bakersfield, California, stated in a press briefing on COVID-
19:

I’d like to go over some basic things about how the immune
system functions so people have a good understanding. The
immune system is built by exposure to antigens: viruses,
bacteria. When you’re a little child crawling on the ground,
putting stuff in your mouth, viruses and bacteria come in. You
form an antigen antibody complex. You form IgG IgM. This is
how your immune system is built. You don’t take a small child,
put them in bubble wrap in a room and say, “go have a healthy
immune system.”

This is immunology, microbiology 101. This is the basis of
what we’ve known for years. When you take human beings and
you say, “Go into your house, clean all your counters—Lysol



them down, you’re gonna kill 99% of viruses and bacteria;
wear a mask; don’t go outside. What does it do to our immune
system?”.…

Sheltering in place decreases your immune system. And
then as we all come out of shelter in place with a lower
immune system and start trading viruses, bacteria—what do
you think is going to happen? Disease is going to spike. And
then you’ve got diseases spike—amongst a hospital system
with furloughed doctors and nurses. This is not the
combination we want to set up for a healthy society. It doesn’t
make any sense.…

Do you think you’re protected from COVID when you
wear gloves that transfer disease everywhere? Those gloves
have bacteria all over them. We wear masks in an acute setting
to protect us. We’re [Doctors Erickson and Massihi] not
wearing masks. Why is that? Because we understand
microbiology; we understand immunology; and we want strong
immune systems. I don’t want to hide in my home, develop a
weak immune system, and then come out and get disease.14

OSHA (the Occupational Safety & Health Administration) states:
“While normal atmosphere contains between 20.8 and 21 percent oxygen,
OSHA defines as oxygen deficient any atmosphere that contains less than
19.5 percent oxygen.”15 In June 2020, Ohio State Senator Nino Vitale,
using an RKI GX 2009 oxygen sensor, made by RKI Instruments,
conducted an outdoor test with several students wearing different types of
masks. The sensor showed atmospheric oxygen at 20.9, but when it was
placed under the masks, it registered between 17.1 and 18.1 percent oxygen,
well below OSHA’s safety standard. The video can be viewed on the
YouTube channel Citizens Journalist for Truth at
https://www.youtube.com/watch?v=mMrYvyS8k94.

Seen on Facebook:

https://www.youtube.com/watch?v=mMrYvyS8k94


On April 24, 2020, the New York Post reported:

A New Jersey driver crashed head-on into a pole—after
passing out from wearing an N95 mask for hours, police said
Friday. Lincoln Park police believe that the driver, who was not
named, lost consciousness while behind the wheel Thursday
from lack of oxygen and breathing in excessive carbon dioxide
thanks to the mask, the department wrote on Facebook.16

Mandatory masks also impede the recovery of abducted and trafficked
“milk carton” children, since they make identification of the missing far
more difficult.
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PART TWO

THE METHODOLOGY OF PANIC



CHAPTER 5

PUTTING COVID-19
IN PERSPECTIVE

The graph below was taken from statistics on the Worldometer website.
It shows death by cause through March 25 of 2020, or almost two weeks
after the U.S. lockdown began. Clearly, coronavirus’s impact, while
significant, was still small relative to other causes, including other
infectious diseases.

And here’s a graph of deaths by pathogen, from the Information is
Beautiful website. It’s a little older (March 9) than the previous graph, but it
shows COVID-19 only ranked 17th in the world for infectious disease
deaths when the world was locking down.



Obviously, using these graphs can be criticized, since COVID deaths
have risen since they were compiled. Nevertheless, they give us
perspective. Furthermore, as we will soon see, various factors have caused
the number of COVID-19 deaths to be artificially inflated.

Now let’s put COVID in a broader historical context. The CDC’s
website maintains annual statistics for each flu season in the U.S.; typically
tens of thousands die each year. According to the CDC, the 2017-18 flu
season saw an estimated 45 million flu cases, resulting in 21 million doctor
visits, 810,000 hospitalizations and 61,000 deaths.1

Where was the media panic? Where were the headlines saying “4,000
new flu cases reported in Kansas”? Why no lockdown?

Looking back further, the CDC says the Asian Flu of 1957-58 killed 1.1
million worldwide and 116,000 in the United States,2 and the 1968 Hong
Kong Flu killed one million worldwide and about 100,000 in the U.S.3

Even if we accept the official COVID-19 death totals at face value,
those older numbers were still greater. Furthermore, since world population



was 2.8 billion in 1957 and 3.5 billion in 1968 (compared to 7.8 billion
today) the earlier death rates represented a much higher percentage of
population. Yet no one back then dreamed of locking down economies or
quarantining the healthy.
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Chapter 6

FAKE NEWS STORIES
INTENSIFY THE PANIC

Although an orchestrated campaign quickly got underway to censor
COVID-19 “fake news” in social media, it would be hard to outdo
mainstream media in the “fake news” sweepstakes.

CBS was caught red-handed using Sky News footage of an
overcrowded Italian hospital, claiming it was New York.1 If the pandemic
was as bad as mainstream media said, why resort to fakery to convince us?

In San Antonio, station KSAT reported an elderly woman as the first
COVID-19 death in that city.2 An outraged family member responded on
social media (I have cropped out the name to respect their privacy):



Los Angeles health officials had to back off claims that a 17-year-old
had died from coronavirus, allegedly the first U.S. juvenile to do so. As
Gateway Pundit reported:

Remember the 17-year-old Lancaster boy who died from the
Coronavirus? The fraudstream media ran searing headlines
about the boy’s death which was described as the first known
“juvenile” to die from the Coronavirus in the US. Well, it turns
out this story was a lie. California health officials are now
saying they are reevaluating the teen’s death, claiming the case
is “complex” and needs to be further investigated.… The
teenage boy has been dropped from the list of deaths from the
Coronavirus in Los Angeles and the CDC will complete the
investigation into the boy’s death. How many more cases like
this are out there?3



In July, The Washington Free Beacon reported:

An NBC medical expert who was brought on air nearly a dozen
times to detail his struggle with COVID-19 never had the virus,
he revealed this week. After believing he had the coronavirus
in spite of getting negative tests, virologist and NBC News
science contributor Dr. Joseph Fair tweeted Tuesday that he
had tested negative for the antibodies and that the illness that
hospitalized him in May “remains an undiagnosed mystery.”4

Like the media, government spokespersons have been hyping
“coronavirus deaths.” Commentator Candace Owens, who has over two
million Twitter followers, responded to COVID fakery in her state:

As many of you know, I went absolutely crazy the other
day when Governor Ned Lamont of Connecticut tweeted a
series of tweets where he essentially said that an infant, the first
infant mortality linked to COVID-19, happened in the state of
Connecticut.… It was the language that he used that let me
know that he was lying. He said “linked to COVID-19,” which
was very strange language. You would never use that language
in any other regard. You would say that somebody died from a
heart attack, you would say that somebody died from cancer or
lost their battle with cancer, which is a little more politically
correct, but you don’t say “linked to.” It’s very strange
language that let me know that this was a form of political
doublespeak. I’ve been in politics long enough now to know
that when politicians lie, they lie by omitting facts.…

I have two sisters that just gave birth for the first time in the
last three weeks, so I became a first-time aunt, and they
obviously were heavily pregnant when this entire coronavirus
thing broke out, and they both gave birth in Connecticut, so this
was really a lie that was a bad-luck lie for Governor Lamont,
because he couldn’t have hit a bigger nerve or a more personal
nerve. I know that both of my sisters have been extremely
terrified of this COVID-19 thing, and when both of them



discovered this news about the infant death they
understandably freaked out.…

Politicians are now lying because they are realizing that the
more cases that they have in their state, the more money that
they can extract from the federal government.… It is not a
coincidence that Illinois and New York and Connecticut and
California are the states that are claiming they need the most
federal funding. Particularly when you look at New York, you
need to do your digging in your research on the healthcare
collapse that they were facing before this coronavirus outbreak.
Governor Cuomo was having serious budget issues—April 1st
was going to be his deadline to figure out where he was going
to get the money to sponsor these Medicaid programs that were
on the brink of collapse; sixteen hospitals had shuttered since
2003.…

I want to limit the details that I give you here, but I can tell
you definitively that the infant that died in Hartford,
Connecticut, died of a terrible at-home tragedy.… the infant
was brought to the hospital, had already succumbed to its
injuries, and so this was not a case where they ever even
needed to test for COVID-19. It was an open-and-shut case;
they knew exactly what happened, but because of a new
process, where no matter how someone dies they are tested for
COVID-19. We do this for nothing else. If I died today,
dropped dead of a heart attack or an asthma attack . . . they are
going to test me for COVID-19 and they are going to say that
was a COVID-19 death. This is what happened with this infant.
…

It is pointedly ridiculous that Ned Lamont, having known
exactly how this infant died … said that the incident was linked
to COVID-19, which naturally made every single mother in
this country freak out.… this is something that in my opinion,
Governor Ned Lamont should be asked to step down—I think
you should go to prison personally, I don’t think it’s enough to
step down—I don’t think you get to cause mass hysteria like



that. If someone can go to prison for yelling “fire” in a movie
theater, Ned Lamont should have to go to prison for spreading
mass hysteria and panic amongst parents by omitting the facts
around this case.5

As COVID-19 has not, so far, been observed to be deadly to children,
another pretext was needed to keep schools closed, and headlines began
appearing linking COVID-19 to Kawasaki disease, a systemic inflammatory
illness that occurs in children. The UK Kawasaki Disease Foundation
responded:

We’ve been contacted by a huge number of families regarding
the severe worry caused by social media and other media
coverage on COVID-19 and Kawasaki Disease. A lot of these
media articles were confused and contained little factual
information.… Based on all available information made
available so far we note: The cases being referred to have been
reported in approximately 20 children in the UK (out of 11.5
million U.K. children)—of whom half have tested *negative*
for COVID-19 according to their doctors.…Fewer cases of
Kawasaki Disease than would be normally expected at this
time of year are currently being seen—not more.… We are
aware of recent delayed presentations of Kawasaki Disease
because of initial incorrect diagnoses of COVID-19, resulting
in adverse coronary outcomes due to delayed institution of
treatment.6

As Ann Coulter asks, “How do we flatten the curve on panic?”7

Overseas, the situation can even be worse. As Fort Russ News reported
in June, in a story documented with video footage:

Members of the Brazilian parliament decided to confirm
suspicions and break into a hospital that claimed to have 5,000
infected and 200 deaths from COVID-19, and found that the
hospital had grossly over-represented the cases and its claims.
There was in fact not a single person, they report, and the



hospital was entirely empty and was obviously still under
construction.

Acting on a tip that something was going wrong at this
hospital, five members of the Brazil parliament went to
hospitals under encouragement by President Bolsonaro to break
in and check to see the number of patients there.…

The governor is apparently defrauding the state and the
nation along with the citizen taxpayers, and lying about the
stats. This is possibly an embezzlement scheme to help bring
down the country, and to push vaccines based upon inflated
numbers of COVID-related deaths.

What was more shocking still was the decision to open the
coffins supposedly awaiting transport to be buried, of
coronavirus victims. Opening the coffins, the MPs were
shocked, but not surprised, when they were found to be empty.8

But how is it possible to coordinate inflation of the panic by
governments and media? Through the power of finance, most governments
today are not run by “the people,” but are under behind-the-scenes
oligarchical control, or to use the term popular today, the Deep State. This
is a topic I won’t belabor here, but which I have addressed in my books
Truth Is a Lonely Warrior and Thirteen Pieces of the Jigsaw, and which
hundreds if not thousands of other authors have written about. It is not
something new. In his 1937 book America’s 60 Families. Ferdinand
Lundberg, one of the most eminent finance journalists of his day, wrote:

The United States is owned and dominated today by a
hierarchy of its sixty richest families.… These families are the
living center of the modern industrial oligarchy which
dominates the United States, functioning discreetly under a
democratic form of government behind which a de facto
government, absolutist and plutocratic in its lineaments, has
gradually taken form since the Civil War. This de facto
government is actually the government of the United States—



invisible, shadowy. It is the government of money in a dollar
democracy.9

Lundberg was not a “conspiracy theorist”; he proved what he said
through the financial records. The oligarchy Lundberg referred to has
increased its power exponentially since 1937. It is international in scope,
and controls the central banks and most of the major multinational
corporations. As a quick visual example of how politicians are centrally
managed, I recommend watching the short YouTube video “Two Prime
Ministers, One Speech,” on the UndefeatedArmy09 channel, URL
https://www.youtube.com/watch?v=nYfDTsjwE58. In it, the prime
ministers of Australia and Canada are seen giving identical speeches in
2003 advocating the war in Iraq.

The main reason the oligarchy is generally unknown: it owns, in the
United States, more than 90 percent of all major media through five
corporations (thanks to mergers, this is down from about 50 corporations in
1983). These five corporations are: Time-Warner; Disney; NewsCorp;
CBS/Viacom; and GE. This is not a theory; it can easily be proven. No
matter what you are reading or watching, it is likely owned by one of these
five. If you watch ABC News, ESPN or Lifetime, you’re watching Disney.
If you watch Fox or read the Wall Street Journal or a book published by
HarperCollins, that’s NewsCorp. If you watch CNN or read People or
Sports Illustrated, that’s Time Warner. These lists could be extended to
scores or hundreds for each corporation. Independent mainstream
journalism is all but dead in America, and as one evidence for that, people
can watch a viral clip of numerous local news anchors—from different
networks—reading identical remarks about “fake news” from their
teleprompters. This is easy to find on the Internet, but here is one link:
“Sinclair’s Script for Stations—This Is Extremely Dangerous to Our
Democracy” at the Project 2501 channel at
https://www.youtube.com/watch?v=D9rbHpA_6W4.

This is why more and more people, when seeking information, look to
independent journalists (such as Candace Owens, James Corbett, and
innumerable others)—journalists motivated by the sincere search for truth
instead of corporate salaries paid in exchange for promoting agendas.

https://www.youtube.com/watch?v=nYfDTsjwE58
https://www.youtube.com/watch?v=D9rbHpA_6W4


NOTES

1. Elizabeth Vaughn, “CBS Airs Video from ER in Italian Hospital While Cuomo
Makes Emotional Appeal for Ventilators in NYC,” RedState, March 30, 2020,
https://www.redstate.com/elizabeth-vaughn/2020/03/30/cbs-airs-footage-from-er-in-
italian-hospital-while-cuomo-rails-over-equipment-shortages-in-nyc/.

2. Fares Sabawi, “First COVID-19 death reported in San Antonio,” KSAT, March 22,
2020, https://www.ksat.com/news/local/2020/03/22/first-covid-19-related-death-
reported-in-san-antonio/.

3. Cristina Laila, “Another COVID-19 Lie Expose—Los Angeles Health Officials
Caught Lying about Teenager’s Death Linked to Coronavirus,” Gateway Pundit, April
3, 2020, https://www.thegatewaypundit.com/2020/04/another-covid-19-lie-exposed-
los-angeles-health-officials-caught-lying-teenagers-death-linked-coronavirus/.

4. David Rutz, “NBC Contributor Reveals He Never Had Coronavirus After Network
Documented His Recovery,” The Washington Free Beacon, July 10, 2020,
https://freebeacon.com/media/nbc-contributor-reveals-he-never-had-coronavirus-after-
network-documented-his-recovery/.

5. “’Office of Governor Ned Lamont LIED about the Infant Death in Connecticut. He
Should Be Forced to Resign!’—Candace Owens,” Urban Conservatives of America,
April 3, 2020, https://www.youtube.com/watch?v=xZq5Q5yht-c.

6. “Responding to Press Coverage—28 April 2020, Societi Scientific Advisory Board
Response to Press Coverage on Kawasaki Disease and COVID-19,” UK Kawasaki
Disease Foundation, April 28, 2020,
https://web.archive.org/web/20200622064204/https:/www.societi.org.uk/kawasaki-
disease- covid-19/responding-to-press-coverage-28-april-2020/.

7. Ann Coulter, “How Do We Flatten the Curve on Panic?” AnnCoulter.com, March
25, 2020, https://anncoulter.com/2020/03/25/how-do-we-flatten-the- curve-on-panic/.

8. Joaquin Flores, “Empty Coffins—Empty Hospital—Brazilian MPs Expose Biggest
COVID-19 Hoax Known to Date,” Fort Russ News, June 19, 2020, https://www.fort-
russ.com/2020/06/empty-coffins-empty-hospital-brazilian-mps-expose-biggest-covid-
19-hoax-known-to-date/.

9. Ferdinand Lundberg, America’s Sixty Families (New York: Citadel Press, 1937), 3.

https://www.redstate.com/elizabeth-vaughn/2020/03/30/cbs-airs-footage-from-er-in-italian-hospital-while-cuomo-rails-over-equipment-shortages-in-nyc/
https://www.ksat.com/news/local/2020/03/22/first-covid-19-related-death-reported-in-san-antonio/
https://www.thegatewaypundit.com/2020/04/another-covid-19-lie-exposed-los-angeles-health-officials-caught-lying-teenagers-death-linked-coronavirus/
https://freebeacon.com/media/nbc-contributor-reveals-he-never-had-coronavirus-after-network-documented-his-recovery/
https://www.youtube.com/watch?v=xZq5Q5yht-c
https://web.archive.org/web/20200622064204/https:/www.societi.org.uk/kawasaki-disease-covid-19/responding-to-press-coverage-28-april-2020/
https://anncoulter.com/2020/03/25/how-do-we-flatten-the-curve-on-panic/
https://www.fort-russ.com/2020/06/empty-coffins-empty-hospital-brazilian-mps-expose-biggest-covid-19-hoax-known-to-date/


CHAPTER 7

AN IMPORTANT DISCLAIMER

Before proceeding further, I wish to stress: I’m not suggesting COVID-
19 is not a serious disease. Though retired from nursing, I have front-line
contacts who keep me abreast of the realities. One of these is “Doctor B,”
an MD who has appeared twice on SGT Report. Doctor B (whose name is
kept private to protect her practice) is a brilliant physician who is
completely “red-pilled” politically. Though at one time a hardcore
atheist/feminist, she is today a remarkably dynamic Christian. I’ve had the
privilege of meeting her face-to-face.

During the spring of 2020, I asked Doctor B what was happening at the
large urban hospital where she works. She confirmed they had many
COVID-19 patients. I asked if more people were dying from it than
seasonal flu. She said they were. She said that while most infected people
get mild to moderate symptoms, a very small percentage experience an
extreme reaction where the virus invades the alveoli (the air sacs where
oxygen exchange occurs); a hyper auto-immune reaction afflicts the lungs
that can quickly turn deadly. Descriptions of this phenomenon, known as a
“cytokine storm,” can be found abundantly on the Internet; it is the main
characteristic that distinguishes COVID from ordinary flu.

Dr. B. also clarified an important point. I mentioned that a number of
people had posted social media videos after walking by hospitals and their
ERs, observing how quiet they seemed. As a result, some had concluded
that no COVID-19 crisis existed—that it was a hoax.

She noted that these videos were well-intentioned, but misleading. Like
the rest of the country’s businesses, hospitals were in “lockdown”—
cancelling non-essential services, elective surgeries, and preventative care.
Clinicians who were able to, worked from home. (I know one cancer patient
whose doctor gave her examinations on Zoom.) Meanwhile, many people
were terrified to visit an ER, fearing COVID-19. This produced an



externally quiet appearance, but she told me that her hospital’s ICU was
“quite busy, but not overwhelmed” with COVID-19 patients.

Nevertheless, Doctor B harbored no doubt that the COVID-19 outbreak
is part of the Deep State’s “New World Order” agenda.

In ensuing chapters, we will examine how COVID-19 death rates were
artificially inflated. This does not preclude, however, a future turn of
events that could sharply increase actual death rates. In Chapter 26, we
will look at ways by which that could happen.



CHAPTER 8

INFLATING COVID-19 DEATHS:
(1) EARLY IN THE PANDEMIC—MISLEADING

SAMPLING
WEIGHTS AND INACCURATE

MODELS

During the early days of the COVID crisis, Vernon Coleman, MD (who
I have already quoted) pointed out an obvious flaw in reporting the COVID
death rates; disproportionate testing being given to the dying as opposed to
those with little or no symptoms:

The death rate for the coronavirus seems to be very high, or at
least we’re told it’s very high, but let’s look at how these
figures work. If a hundred people have the coronavirus and four
of them die, then the death rate is obviously four percent. If a
thousand people have the virus and four of them die, the death
rate is 0.4 percent, and so on. But they’re only testing for the
coronavirus in hospitals, and they’re only testing seriously ill
patients. So it’s a pretty obvious fact that there are an enormous
number of people in the community who have the coronavirus,
but who haven’t been tested and haven’t been shown to have
the coronavirus. Now that means that the death rate is nowhere
near as bad as they’re saying it is.1

Remarkably, the controversial Dr. Anthony Fauci, Director of the
National Institute of Allergy and Infectious Diseases, agreed. In a March
2020 article for the New England Journal of Medicine, which he co-wrote
with H. Clifford Lane and Robert R. Redfield, Fauci stated:



Patients had a wide spectrum of disease severity. If one
assumes that the number of asymptomatic or minimally
symptomatic cases is several times as high as the number of
reported cases, the case fatality rate may be considerably less
than 1%. This suggests that the overall clinical consequences of
Covid-19 may ultimately be more akin to those of a severe
seasonal influenza (which has a case fatality rate of
approximately 0.1%) or a pandemic influenza (similar to those
in 1957 and 1968) rather than a disease similar to SARS or
MERS, which have had case fatality rates of 9 to 10% and
36%, respectively.2

If, as Dr. Fauci and his colleagues put it, “the overall clinical
consequences of COVID-19 may ultimately be more akin to those of a
severe seasonal influenza,” why then the lockdown? Should America lock
down for every future severe flu, contrary to our practices throughout
history?

Neil Ferguson was the lead researcher for the Imperial College
doomsday computer model that led the UK to be shut down. Anthony Fauci
and Deborah Birx also used Ferguson’s model in persuading President
Donald Trump to put the United States in lockdown.3 It may be noteworthy
that in 2020 alone, the Gates Foundation has so far given at least $79
million to Imperial College.4

On May 5, Ferguson resigned from his government advisory position
after it was revealed that he was ignoring his own lockdown/social
distancing rules by carrying on an affair with a married woman.5

Furthermore, Ferguson’s computer model—which predicted 2.2 million
U.S. deaths from coronavirus—has come under intense fire. As Britain’s
Telegraph reported in May:

The COVID-19 modelling that sent Britain into lockdown,
shutting the economy and leaving millions unemployed, has
been slammed by a series of experts.

Professor Neil Ferguson’s computer coding was derided as
“totally unreliable” by leading figures, who warned it was



“something you wouldn’t stake your life on.”
The model, credited with forcing the Government to make

a U-turn and introduce a nationwide lockdown, is a “buggy
mess that looks more like a bowl of angel hair pasta than a
finely tuned piece of programming,” says David Richards, co-
founder of British data technology company WANdisco.

“In our commercial reality, we would fire anyone for
developing code like this and any business that relied on it to
produce software for sale would likely go bust.”6

As the National Review noted:

Indeed, Ferguson has been wrong so often that some of his
fellow modelers call him “The Master of Disaster.” . . .

In 2002, Ferguson predicted that, by 2080, up to 150,000
people could die from exposure to BSE (mad cow disease) in
beef. In the U.K., there were only 177 deaths from BSE.

In 2005, Ferguson predicted that up to 150 million people
could be killed from bird flu. In the end, only 282 people died
worldwide from the disease between 2003 and 2009.

In 2009, a government estimate, based on Ferguson’s
advice, said a “reasonable worst-case scenario” was that the
swine flu would lead to 65,000 British deaths. In the end, swine
flu killed 457 people in the U.K.

Last March, Ferguson admitted that his Imperial College
model of the COVID-19 disease was based on undocumented,
13-year-old computer code that was intended to be used for a
feared influenza pandemic, rather than a coronavirus. Ferguson
declined to release his original code so other scientists could
check his results. He only released a heavily revised set of code
last week, after a six-week delay.

So the real scandal is: Why did anyone ever listen to this
guy?7



In April 2020, a Stanford University study put the COVID-19 death rate
at just 0.12% to 0.2%.8

Following the release of the data, Scott Atlas, MD, published an opinion
piece for The Hill entitled “The Data Is In—Stop the Panic and End the
Total Isolation.” He wrote:

The recent Stanford University antibody study now estimates
that the fatality rate if infected is likely 0.1 to 0.2 percent, a risk
far lower than previous World Health Organization estimates
that were 20 to 30 times higher and that motivated isolation
policies.… Let’s stop underemphasizing empirical evidence
while instead doubling down on hypothetical models. Facts
matter.9

A study at Oxford University, updated on May 26, reached a similar
conclusion:

Taking account of historical experience, trends in the data,
increased number of infections in the population at largest, and
potential impact of misclassification of deaths gives a
presumed estimate for the COVID-19 IFR somewhere between
0.1% and 0.41%.10

Nobel Prize-winning scientist Michael Levitt added his voice in an
interview video uploaded in May:

I think that everybody panicked. They were fed incorrect
numbers by epidemiologists and you know this, I think, led to a
situation—there’s no doubt in my mind—when we come to
look back on this, the damage done by lockdown will exceed
any saving of lives by a huge factor.11

In April 2020, Daniel W. Erickson, MD, and Artin Massihi, MD (whom
I have previously quoted), gave a briefing after testing thousands of patients
for COVID-19. They reported:



Typically you quarantine the sick. When someone has
measles you quarantine them. We’ve never seen where we
quarantine the healthy.…

[T]he initial models were woefully inaccurate. They
predicted millions of cases of death, not of prevalence or
incidence—but death. That is not materializing. What is
materializing is, in the state of California is 12% positives. You
have a 0.03 chance of dying from COVID in the state of
California. Does that necessitate sheltering in place? Does that
necessitate shutting down medical systems? Does that
necessitate people being out of work?… The more you test, the
more positives you get. The prevalence number goes up, and
the death rate stays the same.…

The initial models were so inaccurate they’re not even
correct. And some of them were based on social distancing and
still predicted hundreds of thousands of deaths, which has been
inaccurate.…

Do we need to still shelter in place? Our answer is
emphatically no. Do we need businesses to be shut down?
Emphatically no.…

We also need to put measures in place so economic
shutdown like this does not happen again. We want to make
sure we understand that quarantining the sick is what we do,
not quarantine the healthy. We need to make sure if you’re
going to dance on someone’s constitutional rights, you better
have a good reason. You better have a really good scientific
reason, and not just theory.12

As an aside, The Erickson-Massihi briefing received over five million
views before being censored by YouTube. Remarkably, even ABC23 in
Bakersfield, California—a mainstream news channel—had its short news
segment about the briefing deleted by YouTube.13

YouTube CEO Susan Wojcicki stated in an interview with CNN:
“Anything that goes against World Health Organization recommendations
would be a violation of our policy, and so remove is another really



important part of our policy.”14 This is of course, absurd, given that the
WHO, whose top financial supporter is the Gates Foundation (after the U.S.
defunding announced by Trump), has often waffled and changed its own
position on COVID issues like face masks and the disease’s contagiousness.
How can doctors be censored for contradicting the WHO, when even the
WHO contradicts the WHO?

In its article “WHO Exposed: How Health Body Changed Pandemic
Criteria to Push Agenda,” Britain’s Express reported:

In the years following the [H1N1] pandemic, the World
Health Organisation (WHO) faced fierce criticism over its
handling of the situation. Some medical experts doubted
whether the H1N1 outbreak was really a pandemic at all.

Dr. Wolfgang Wodarg, a German doctor and former
member of parliament, had been watching the spread of swine
flu in Mexico City—where the virus was first recorded—and
was puzzled at the reaction of the WHO. In 2010, he said:
“What we experienced in Mexico City was a very mild flu
which did not kill more than usual—which killed even fewer
people than usual”.… Dr. Wodarg eventually launched an
inquiry into the Swine Flu pandemic and the WHO’s dealings
with the pharmaceutical industry in the lead up to the H1N1
pandemic. At a council meeting, Dr. Wodarg declared that “all
the business deals that had been prepared between individual
countries and the pharmaceutical companies were about to be
triggered by the WHO.” He added: “The relevant contracts
were mostly confidential and the companies insist they should
never be published.”

In the months leading up to the WHO’s declaration of the
pandemic as a “level 6” contagion—the highest possible level
— many countries including Italy, Germany, France and the
UK made secret agreements with pharmaceutical companies.
These contracts obliged the countries to buy Swine Flu
vaccinations only if the WHO raised the pandemic to a level
6.15



Clearly, the World Health Organization does not deserve to be the
exclusive arbiter of medical truths on platforms such as YouTube.

Tucker Carlson of Fox News, reacting to YouTube’s censorship of the
Erickson-Massihi video, remarked: “This is not about science; censorship
never is about science, it’s about power. Big technology companies are
using this tragedy to increase their power over the American population.…
That is not what science and open inquiry really is about—that you test
theories and then you find out what actually is true.”16
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CHAPTER 9

INFLATING COVID-19 DEATHS:
(2) CONFLATING IT WITH

OTHER DISEASES

In Chapter 3, I quoted Professor Klaus Püschel:

In Hamburg, for example, not a single person who was not
previously ill had died of the virus: All those we have
examined so far had cancer, a chronic lung disease, were heavy
smokers or severely obese, suffered from diabetes or had a
cardiovascular disease. The virus was the last straw that broke
the camel’s back, so to speak.1

An April German study puts that country’s COVID death rate at 0.37
percent.2

Italy, by contrast, had at one time reported headline-grabbing mortality
rates near 10 percent. However, as a Bloomberg report clarified:

More than 99% of Italy’s coronavirus fatalities were people
who suffered from previous medical conditions, according to a
study by the country’s national health authority. The new study
could provide insight into why Italy’s death rate, at about 8%
of total infected people, is higher than in other countries. The
Romebased institute has examined medical records of about
18% of the country’s coronavirus fatalities, finding that just
three victims, or 0.8% of the total, had no previous pathology.
Almost half of the victims suffered from at least three prior
illnesses and about a fourth had either one or two previous
conditions. More than 75% had high blood pressure, about 35%
had diabetes and a third suffered from heart disease. The



average age of those who’ve died from the virus in Italy is
79.5.3

On April 24, Vittorio Sgarbi, a veteran member of the Italian
Parliament, denounced the falsification of COVID-19 statistics in a blazing
speech. Excerpts:

We are on the eve of April 25th and we must be united against
dictatorships and united in truth. Let us not make this the
House of Lies . . . Do not say 25 thousand dead here too, it is
not true! Don’t use the dead for rhetoric and terrorism. The data
from the Higher Institute of Health say that 96.3% died of other
diseases.… The 25,000 dead, as Professor Bassetti said, died of
heart attacks, cancer and other diseases.… 25 thousand
Coronavirus people didn’t die in Italy. That’s not true! It’s a
way to terrorize the Italians and impose a dictatorship of
consent: it’s ridiculous!4

In June, a report from Britain’s National Health Service revealed that
more than 95 percent of all UK “COVID deaths” had pre-existing
comorbidities.5

This is the norm in America also. People who die from other diseases—
cancer, chronic respiratory disease, cardiovascular disease, hypertension,
diabetes—are labeled “coronavirus” even though it wasn’t the prevailing
cause of mortality. As Fox News reported:

The federal government is classifying the deaths of patients
infected with the coronavirus as COVID-19 deaths, regardless
of any underlying health issues that could have contributed to
the loss of someone’s life. Dr. Deborah Birx, the response
coordinator for the White House coronavirus task force, said
the federal government is continuing to count the suspected
COVID-19 deaths. . . “The intent … is if someone dies with
COVID-19 we are counting that,” she added.6



This is happening locally as well as nationally. Dr. Ngozi Ezike,
Director of the Illinois Department of Public Health, stated at a press
conference:

If you were in hospice and had already been given a few weeks
to live, and then you also were found to have COVID, that
would be counted as a COVID death. It means technically even
if you died of a clear alternate cause, but you had COVID at
the same time, it’s still listed as a COVID death. So, everyone
who’s listed as a COVID death doesn’t mean that that was the
cause of the death, but they had COVID at the time of the
death.7

Because people who die of other causes, but happen to test positive for
COVID-19, are counted as “COVID-19 deaths,” this means the headlines
used to panic the public—“latest COVID death totals”—are based on
markedly distorted statistics. Lack of an accurate accounting method makes
it very difficult to ascertain the true number of U.S. deaths attributable to
COVID and not to other more primary conditions. However, if we use the
Italian analysis—which determined that well over 95 percent dying with
“COVID” had preexisting diseases—then news reports proclaiming
100,000 American COVID deaths might translate, more realistically, to less
than 5,000 dying from COVID alone. Admittedly this is speculation, since
we have been denied honest data, but certainly it’s less speculative than the
numbers in the “panic headlines.”
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CHAPTER 10

INFLATING COVID-19 DEATHS:
(3) DEATH CERTIFICATES

In April, Chris Berg, television host of Point of View (KX4 North
Dakota), interviewed Scott Jensen, who is a medical doctor, clinical
associate professor at the University of Minnesota Medical School, and a
state legislator:

Jensen: In Minnesota, as a physician, I received an email last
week from the Department of Health, coaching me on how to
fill out death certificates, and I’ve never really received
coaching from the Vital Statistics Agency in terms of how to do
a death certificate, but basically I felt like they were saying you
don’t have to have a confirmed laboratory test for COVID-19
in order to make the death certificate be COVID-19 . . .

Berg: Sir, I don’t mean to interrupt you with that, but what you
just said I think is critically important. Can you repeat what
you just said, please?

Jensen: Well, last Friday I received a seven-page document
that sort of told me that if I had an 86-year-old patient that had
pneumonia, but was never tested for COVID-19, but, sometime
after she came down with pneumonia, we learned that she had
been exposed to her son who had no symptoms, but later on
was identified with COVID-19, that it would be appropriate to
diagnose on the death certificate COVID-19. Now we’ve not
done that. If someone has pneumonia and it’s in the middle of a
flu epidemic, and I don’t have a test on influenza, I don’t
diagnose influenza on the death certificate; I will say this
elderly patient died of pneumonia.



Berg: I don’t mean to interrupt you, but my heart is sinking
right now as you’re telling me this. You’re a doctor. Why in the
world would they be sending you out information to fill out
death certificates whether the person’s been diagnosed with
COVID-19 or not, but then to say in the death certificate, this
person’s death was caused by COVID-19? That does not sound
right to me.

Jensen: I went to the person in our office who does most of the
death certificates over the last, you know, 10, 20 years, and I
said does this sound right? I had her look at the documents that
I printed off, and she said, well, we’ve always been told that
you always put down just facts, you don’t put down any
probabilities, you don’t put any presumptions down, it’s just
what you know, and so this is concerning.1

Indeed, looking online, the CDC’s National Vital Statistics System has
mandated that “COVID-19 should be reported on the death certificate for all
decedents where the disease caused or is assumed to have caused or
contributed to death.”2

On her Fox News show The Ingraham Angle, Laura Ingraham also
interviewed Dr. Jensen. She quoted the CDC’s own instructions:

In cases where a definite diagnosis of COVID cannot be made
but is suspected or likely (e.g. the circumstances are
compelling with a reasonable degree of certainty) it is
acceptable to report COVID-19 on a death certificate as
“probable” or “presumed.“3

On the program, Ingraham asked Dr. Jensen about this; he expressed
outrage, observing that the CDC’s own death certificate manual tells
physicians to focus on “precision and specificity.” In the same interview, Dr.
Jensen also revealed: “Medicare has determined that if you have a COVID-
19 admission to the hospital, you’ll get paid $13,000; if that COVID-19
patient goes on a ventilator, you get $39,000.”4



For those who believe the CDC would never falsify statistics, former
CBS investigative reporter Sharyl Attkisson has revealed that the CDC did
exactly that during the 2009 Swine Flu pandemic. CBS knew, but killed the
story. Here is an excerpt of her interview with John Rappoport:

Rappoport: In 2009, you spearheaded coverage of the so-
called Swine Flu pandemic. You discovered that, in the summer
of 2009, the Centers for Disease Control, ignoring their federal
mandate, [secretly] stopped counting Swine Flu cases in
America. Yet they continued to stir up fear about the
“pandemic,” without having any real measure of its impact.
Wasn’t that another investigation of yours that was shut down?
Wasn’t there more to find out?

Attkisson: The implications of the story were even worse than
that. We discovered, through our FOI efforts, that before the
CDC mysteriously stopped counting Swine Flu cases, they had
learned that almost none of the cases they had counted as
Swine Flu was, in fact, Swine Flu or any sort of flu at all! The
interest in the story from one [CBS] executive was very
enthusiastic. He said it was “the most original story” he’d seen
on the whole Swine Flu epidemic. But others pushed to stop it
[after it was published on the CBS News website] and, in the
end, no [CBS television news] broadcast wanted to touch it. We
aired numerous stories pumping up the idea of an epidemic, but
not the one that would shed original, new light on all the hype.
It was fair, accurate, legally approved and a heck of a story.
With the CDC keeping the true Swine Flu stats secret, it meant
that many in the public took and gave their children an
experimental vaccine that may not have been necessary.5

Even the New York Times acknowledged in April 2020:

New York City, already a world epicenter of the coronavirus
outbreak, sharply increased its death toll by more than 3,700
victims on Tuesday, after officials said they were now



including people who had never tested positive for the virus but
were presumed to have died of it.6

Established in 2011, Project Veritas (www.projectveritas.com)
“investigates and exposes corruption, dishonesty, self-dealing, waste, fraud,
and other misconduct in both public and private institutions to achieve a
more ethical and transparent society.” The organization, a go-to site for
whistle-blowers, has won plaudits for its unique journalism, often
conducted through undercover investigations. In a video uploaded on April
30, 2020, Project Veritas included interviews with several New York funeral
home directors. Short excerpt:

Joseph Antioco, Funeral Director, Schaefer Funeral Home:
To me all you’re doing is padding the statistics. You know,
you’re putting people on that have COVID-19. If they didn’t
have it, you’re making the death rate for New York City a lot
higher than it should be.

Michael Lanza, Funeral Director, Colonial Funeral Home:
I’ll be honest with you, all the death certificates, they’re writing
COVID on all the death certificates, whether they had a
positive test or they didn’t. So I think, you know—again, this is
my personal opinion—I think the mayor in our city is looking
for federal funding, and the more they put COVID on a death
certificate, the more they can ask for federal funds, so I think
it’s political.7

Pressure to classify deaths as COVID-19 is not limited to America. Dr.
John Lee, a retired professor of pathology in the UK, wrote in The
Spectator:

If someone dies of a respiratory infection in the UK, the
specific cause of the infection is not usually recorded, unless
the illness is a rare “notifiable disease.” So the vast majority of
respiratory deaths in the UK are recorded as
bronchopneumonia, pneumonia, old age or a similar

http://www.projectveritas.com/


designation. We don’t really test for flu, or other seasonal
infections.…

Now look at what has happened since the emergence of
COVID-19. The list of notifiable diseases has been updated.
This list—as well as containing smallpox (which has been
extinct for many years) and conditions such as anthrax,
brucellosis, plague and rabies (which most UK doctors will
never see in their entire careers) has now been amended to
include COVID-19. But not flu. That means every positive test
for COVID-19 must be notified, in a way that it just would not
be for flu or most other infections.8

Britain’s The Sun chimed in:

Coronavirus fatalities could be “less than half the official toll,”
a former World Health Organisation chief has said. Prof. Karol
Sikora claims that doctors may have marked the virus as the
cause of death on certificates if there was “any hint” Covid
played a part. The NHS has reported that over 41,000 people
have died in hospitals due to the pandemic. But Prof. Sikora
said this figure could in fact be much less—as many medics are
marking it down without proof it was the main cause. Speaking
on the Planet Normal podcast, he said the UK’s system of
recording deaths caused by Covid-19 was different to other
countries. In Germany, coronavirus can only be recorded as the
cause of death when the end-of-life care team certifies that this
was the case.9

From the UK, here is a letter to the editor (name blanked out to respect
privacy):
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CHAPTER 11

INFLATING COVID-19 DEATHS:
(4) THE NURSING HOME

CONTROVERSY

Yet another factor that raised the COVID-19 death rate were state
decisions to send COVID patients to nursing homes. The New York Post
reported on April 26: “Gov. Cuomo doubled down Sunday on the state’s
controversial directive ordering nursing homes to admit COVID-19
patients.”1 As Business Insider noted a month later:

At least 5,800 people have died in New York nursing
homes and adult care facilities.… Gov. Andrew Cuomo’s
March 25 order that required nursing homes to admit patients
who were suspected to have or had tested positive for COVID-
19 has been deleted from the state of New York’s website, Fox
News reported Tuesday.

On Wednesday, the state of New York’s website displayed
an error message, stating the “page that you are looking for is
not found,” in place of a link to the original document. The
March 25 order is only accessible through an archived version
of the webpage, posted by the Internet Archive’s Wayback
Machine.2

Dr. Simone Gold, a board-certified ER physician, and Dr. Dan
Wohlgelernter, a 30-year cardiologist trained at Yale University School of
Medicine, gave a joint whistle-blowing interview, touching on many aspects
of the COVID-19 response, including the nursing home tragedy:

Gold: I think there’s going to have to be some reckoning when
this is all over, how we really harmed and killed nursing home



patients.

Wohlgelernter: The data certainly were known; we knew this
as early as February from China, from Italy, that it was the
elderly and frail who were most at risk. So why did Governor
Cuomo and his health commissioner force the nursing homes to
take patients? Well, it was part of the overall panic that
occurred not just in most of society, but in the healthcare
industry. The hospitals in New York and throughout the
country were afraid that they would be overwhelmed with
patients and they wouldn’t have sufficient capacity. and they
wanted to offload patients who were no longer requiring
inpatient, high-intensity care and they said we need to let those
people go out of the hospital and— where can you send them?
Well, there were places in New York where they could have
sent them: the Javits Center, which had been equipped; the
Navy ship Comfort had been sent to New York Harbor. Instead
they were sent to nursing homes, where it created massive
death. This was a tragic mistake—you know, just absolute
negligence in terms of decision-making.

Gold: The Comfort and the Javits Center were shockingly
empty, they were almost completely empty, which was
amazing. The question of why Governor Cuomo did this is
very unpleasant to speculate, but one thing that’s for sure is it
was absolutely known when he made the decision to let the
patients go back to the nursing homes, it was 100% known . . .
that it was risky to send the nursing home patients back. You
know, the health commissioner of Pennsylvania really had an
egregious situation where she took her own mother out of an
assisted living facility, but she told the rest of the state that it
was perfectly safe to leave your grandparent in an assisted
living facility. That’s just egregious. There’s no question that it
was known at the time. I don’t know why this was the plan.
You know, people always wonder why the deaths were so high



in New York. There’s no question that the nursing home deaths
put them over the top.3

As Newsweek reported on May 13:

Pennsylvania’s Health Secretary Dr. Rachel Levine confirmed
on Tuesday that she recently moved her 95-year-old mother out
of a personal care home [to a hotel]. Outbreaks in Pennsylvania
long-term care facilities make up nearly 70 percent of the
state’s coronavirus-related deaths and 21 percent of the state’s
positive cases of the virus.4

Although, as we have seen, the true COVID-19 death toll is very
sketchy, Forbes reported that 42 percent of the deaths nationally were at
nursing homes or assisted living facilities.5

Rosemary Frei describes a comparable situation occurring in Canada:

On April 17 the Canadian federal government released
information to guide clinicians in rationing healthcare
resources during the SARS-CoV-2 epidemic. Unlike at least
some other COVID-19-related guidelines issued in the same
period, it was not accompanied by a press release; therefore it
has flown under the public radar. The document includes an
emphasis on age-based rationing. It also explicitly discourages
transfer of carehome residents to hospitals:

Long term care (LTC)[care-home] facilities and home care
services will be encouraged to care for COVID-19 patients in
place and may be asked to take on additional non-COVID-19
patients/ clients to help relieve pressure on hospitals.

This is underlined in another place in the document:

If COVID-19 does develop in LTC facility residents, they
should be cared for within the facility if at all possible, to



preserve hospital capacity.

Prohibiting transfer to hospital drastically narrows the
treatment options available to care-home residents. There have
been transfers of care-home residents to hospitals in Canada
during the COVID-19 crisis, but until very recently they have
been by far the exception. (Instead, starting in mid-March as
part of the clearing out of hospitals to make room for a putative
surge in COVID-19 patients, thousands of elderly people were
transferred from hospitals to care homes. This likely also
contributed to the care-home death toll. More than one
journalist has compared care homes to the Diamond Princess
cruise ship: virus incubators with people trapped inside.)6

As a registered nurse who has worked in multiple acute care hospitals as
well as in nursing homes during my career, I can state categorically that
most nursing homes lack the staffing, equipment, and training needed to
deal with acute infectious illnesses. Nursing homes are designed to help the
disabled—in particular, of course, the elderly—to maintain basic standards
of daily living: nutrition, mobility, bathing, etc. If a nursing home resident
ran a fever, our protocol was to send them to the hospital, where diagnostic
tests would ascertain the cause of the fever, and where they would receive
preliminary treatment—typically antibiotics and intravenous fluids—until
they were well enough to return to the nursing home. The political decision
to send acutely ill COVID patients into nursing homes was the exact
opposite of normal protocols. These homes thus became hotspots for rapid
spread of the virus among the most vulnerable—the elderly. Compounding
the cruelty of the situation, family members were routinely forbidden to
visit, meaning these people had to die alone.
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CHAPTER 12

ACCURACY OF TESTING

There is also controversy regarding the accuracy of COVID-19 tests.
Various tests exist for it globally; some check for antibodies formed by the
immune system against the virus; the most widely used is PCR (polymerase
chain reaction), which seeks to detect genetic material from the virus.

David Crowe has written a 9,000-word review of COVID-19 testing,
documenting many issues with the methods, such as people fluctuating back
and forth from “positive” to “negative,” and the PCR’s failure to isolate the
virus itself (as opposed to detecting strands of DNA).1

The CDC’s own literature warns: “Detection of viral RNA may not
indicate the presence of infectious virus or that 2019-nCoV is the causative
agent for clinical symptoms.”2

Although the mainstream media loves to panic the public with headlines
showing the numbers of new coronavirus cases, when those numbers are
critically analyzed, they often prove meaningless. For example, at Boston’s
Pine Street Inn shelter, 146 homeless people tested positive for COVID-19,
yet none (zero) exhibited any symptoms of the disease.3 One would, of
course, expect the homeless to be more susceptible to being sick, as they
usually do not lead healthy lifestyles. What did these results mean? Are the
homeless less vulnerable to the virus because they spend more time
outdoors, absorbing the sunlight’s vitamin D? One takeaway is that
COVID-positive tests are much less significant than the headlines have
been implying.

As noted at Global Research:

[T]he PCR works by amplifying minute amounts of DNA. It
therefore is useless at telling you how much virus you may
have.



And that’s the only question that really matters when it comes
to diagnosing illness. Everyone will have a few viruses kicking
round in their system at any time, and most will not cause
illness because their quantities are too small. For a virus to
sicken you, you need a lot of it, a massive amount of it. But
PCR does not test viral load and therefore can’t determine if it
is present in sufficient quantities to sicken you.4

Beda M. Stadler, former director of the Institute for Immunology at the
University of Bern, writes:

So if we do a PCR corona test on an immune person, it is not a
virus that is detected, but a small shattered part of the viral
genome. The test comes back positive for as long as there are
tiny shattered parts of the virus left. Correct: Even if the
infectious viri are long dead, a corona test can come back
positive, because the PCR method multiplies even a tiny
fraction of the viral genetic material enough [to be detected].…
It is likely that a large number of the daily reported infection
numbers are purely due to viral debris. The PCR test with its
extreme sensitivity was initially perfect to find out where the
virus could be. But this test can not identify whether the virus
is still alive, i.e. still infectious. Unfortunately, this also led
some virologists to equate the strength of a test result with viral
load, i.e. the amount of virus someone can breathe out.5

Furthermore, a positive test may result from factors besides COVID-19
infection. In April 2020, Rashid Buttar, MD, stated that patients who had
received the trivalent vaccine (a potent flu vaccine for multiple strains) were
reading false-positive on COVID tests.6 This was met with a flurry of “fact-
checkers” saying it was fake news. Reuters, for example, said “The claim is
not true. Flu shots do not contain the coronavirus that causes COVID-19.”7

However, this was contradicted by Dr. Judy Mikovits, the PhD
biochemist whose book Plague of Corruption was the number one best-
selling book on Amazon for weeks during 2020. Although not addressing
testing specifically, she stated in the film Plandemic:



“Coronaviruses are in every animal, so if you’ve ever had a flu vaccine,
you were injected with coronaviruses.”8

The eminent immunologist Dolores Cahill, PhD, supported Mikovits on
this point when she was interviewed by Del Bigtree, host of The HighWire:

Bigtree: There’s been a big discussion this week. Judy
Mikovits said there’s actually coronavirus in the flu shot. Do
you agree with that perspective? . . .

Cahill: I agree entirely with Judy . . . what happens is that
these vaccines are made sometimes on monkey kidneys, or on
different cell lines, and as we know, coronaviruses are actually
associated with different animals, so if they use a tissue to
make the influenza vaccine, and that tissue comes from a dog
or from a monkey, and they intrinsically have coronaviruses,
when you’re making a virus you actually often homogenize the
tissue—you know, the underlying fetal cell line or the
underlying dog tissue or the underlying kidney from a monkey
—and so all of the latent viruses that those animals have are
then included in the flu that has then been injected into people.9

But even if coronaviruses were included in past flu shots, could a test
mistake them specifically for the COVID-19 coronavirus? The World
Health Organization says: “Several assays that detect the 2019-nCoV have
been and are currently under development, both in-house and commercially.
Some assays may detect only the novel virus [COVID] and some may also
detect other strains (e.g. SARS-CoV) that are genetically similar.”10

Indeed, according to The Lancet, the COVID-19 and SARS viruses are
79 percent similar genetically.11 In another interview, Dolores Cahill
pointed out that after the SARS virus circulated the globe beginning in
2003, an estimated 7 to 15 percent of the world population developed
antibodies to it. These people, she notes, will test false-positive for COVID-
19 in antibody tests.12

President John Magufuli of Tanzania, suspicious of the COVID-19 test
kits his country was supplied with, reported in May that he had his security



forces covertly submit specimens from a goat, sheep, and pawpaw fruit—
and the results came back positive for COVID-19.13

On the other hand, I discussed the matter of testing with Doctor B, the
highly red-pilled MD I mentioned in Chapter 7, and she told me that while
the initial test kits provided by the CDC indeed gave many false positives,
her hospital had been able to verify the accuracy of COVID diagnoses
through sophisticated methodologies.

Nevertheless, enough questions have been raised, from multiple sources
and perspectives, to say that the efficacy of COVID-19 testing is in doubt.
Given the widespread efforts to panic the public—as by dishonest efforts to
inflate COVID death numbers—it would come as no surprise if COVID
testing itself was being abused to further exaggerate the level of infection.
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PART THREE

THEORIES ABOUT THE NATURE OF COVID-
19



CHAPTER 13

MAINSTREAM STORY 
OF THE ORIGIN

Scientists first noted human coronaviruses in the 1960s; they are among
the viruses causing the common cold. Like all viruses, they mutate over
time. The virus which COVID-19 is attributed to (called SARS-CoV-2) is a
variant of the coronavirus, and very similar to coronaviruses found in bats.
Early on, the claim was made that the virus originated from people eating
bat soup from the Huanan seafood market in Wuhan. Quoting Britain’s The
Sun from February:

Coronavirus could have spread from bat soup to humans,
experts have claimed. Scientists in China, where the deadly
coronavirus has killed 26 people, believe the bug shares a
common ancestor with a virus found only in fruit bats.…
footage and images have since been circulated purporting to
show people eating the Chinese delicacy. The outbreak of
coronavirus began in the city of Wuhan—which has since been
put in lockdown after more than 800 people were infected
globally. Bat soup is reported to be an unusual but popular dish
particularly in Wuhan, where the virus is understood to have
originated at an open air fish market. And scientists claim that
the delicacy may have sparked the outbreak.1

An early analysis of 41 COVID-infected patients in Wuhan showed that
27 had exposure to the seafood market.2 However, Chinese authorities were
never able to identify “patient zero”—the first person to be infected.
Furthermore, there is disagreement as to whether the seafood market in
Wuhan actually sold bats. Live Science stated: “However, no bats were sold
at the Huanan seafood market.”3 More recently, it has been hypothesized



that the virus was transmitted from bats to humans through an intermediary
animal, such as pangolins.

However, one thing about which there is no controversy in mainstream
media is that COVID-19 had a natural origin—in other words, that it
occurred purely by chance. As we will see, there is considerable evidence
and informed opinion to the contrary.
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CHAPTER 14

THE BIOWEAPON THEORY

Dr. Shiva Ayyadurai holds four degrees from MIT, including a PhD in
biological engineering. In an interview with Gary Franchi of Next News
Network, he discussed the probability of COVID-19 being engineered,
tracing back to Fort Detrick—historically the center of the U.S. biological
weapons program, which is now called the U.S. biological defense program:

Some people have asserted that the base sequences there [in
the COVID virus] are very difficult to occur in nature, that they
were recombined from other components.… The scientific
question is the probability of those base sequences being
different.… Separate from that, there have been reports that the
Wuhan virus was a different strain than the one that was in
Iran, versus the one that was in Italy, and there’s reports that
I’ve read—I haven’t started to verify a lot of this—that all of
those different viruses go back to one common branch, which
actually goes back to Fort Detrick in the United States, and
North Carolina.

And there’s other suppositions that the US military or Deep
State sent people over to Wuhan, and that’s how it got given in
China—this is one theory; and the reason this comes up is
because if you look at the first 41 cases, they haven’t been able
to find “case zero,” but of the 41 cases, approximately thirteen
of these people, they’re totally disconnected to these people, so
the thesis is that this came from somewhere else into Wuhan.
Whether it came in or not, my view is that if you believe in the
concept of a set of people who don’t care about the U.S.
national interest or the Chinese national interest or the Indian
national interests or Italian, they care more for their own global
interests. And you know nowadays, given the level of collusion



that we’ve seen that takes place on so many levels, you could
view a scenario where it got created by the Deep State and got
put out there really to suppress dissent.…

What was going on at this time? Hong Kong was blowing
up, remember that? And what people do not know is six
months before the coronavirus there were massive anti-
pollution protests by Chinese citizens in Wuhan, in the same
city where this came from. And remember, you don’t protest in
China without risking your life. It’s not like they have the First
Amendment there. So large numbers of people were taking to
the street and protesting, tens of thousands, because the
Chinese government was going to build one of the largest
incinerator plants, which is going to spew out pollution.…

And then also remember in the United States, the anti-
vaccine movement was growing, so there’s a scenario that
becomes to me very interesting. You have Trump, in the United
States, could not be taken down from Russian collusion, Trump
could not be taken down from impeachment, and how
extraordinary is it that this thing comes out, the timeliness of it,
you see Hong Kong completely disappear, [which] serves the
globalists because, remember, any protests create uncertainty
for globalism. You see Wuhan go away, and then you see now
an argument saying “Of course we should vaccinate everyone,
right?” against the anti-vaccine movement.…

When you’re a student of politics and a student of
medicine, you start seeing these connections, and you also
recognize that the academic elite in this country, it basically
practices the oldest profession—no one in the academic elite is
saying anything. Fortunately, I don’t owe anything to
academia, I made my own money by myself. I have the training
to call out a guy like a Fauci, to call this out, because I
understand the science.1

According to his biography at the Illinois College of Law, Professor
Francis Boyle “drafted the U.S. domestic implementing legislation for the



Biological Weapons Convention, known as the Biological Weapons Anti-
Terrorism Act of 1989, that was approved unanimously by both Houses of
the U.S. Congress and signed into law by President George H.W. Bush.”2 In
an interview with Jason Liosatis, Dr. Boyle stated:

I think I found the smoking gun here; there was a recent
scientific study3 published in Antiviral Research, 10 February
2020, by three scientists from France and one from Montreal,
who did a genetic analysis of the Wuhan coronavirus, and they
said it “may provide a gain of function of the 2019 n-
coronavirus for efficient spreading in the human population
compared to other lineage b beta-coronaviruses.” . . . That’s the
smoking gun for an offensive biological warfare agent; gain-of-
function properties is a tip-off. It’s only useful for offensive
biological warfare activity, and it is typically conducted in
either—it’s so dangerous—either a bsl-4 [biosafety level 4] or a
bsl-3 facility. And there in Wuhan, you have the only bsl-4
facility in China, so I think it’s clear it came out of this lab.
Gain-of-function, it means it’s DNA-genetically engineered to
be more lethal and more infectious. Clearly what we’re seeing
now with this coronavirus, it is basically SARS, which is
already a weaponized version of the coronavirus that has
leaked out of that laboratory at least twice before, and then it is
given gain-of-function properties . . .

Second, we have an article here from Nat Med 2015
December, “SARS-like Cluster of Circulating Bat Coronavirus
Pose Threat for Human Emergence.”4 This was at the
University of North Carolina; in Chapel Hill they have a
biosafety lab level 3 there, and I have previously condemned
them up for using gain-of-function work on MERS, which is
the Middle East respiratory syndrome. It is like SARS, only
more dangerous; it has a 33% lethality rate, and they were
doing gain-of-function work there to make it even more lethal.
… if you read the article, they admit that they were doing this
with SARS, that they were giving it gain-of-function activity



and it turns out part of their team was a researcher from China,
Zhengli Shi, “Key Laboratory of Special Pathogens of
Biosafety, Wuhan Institute of Biology”… they [China] gave a
grant to the University of North Carolina to get their scientist in
on this extremely dangerous Nazi-type biological warfare
work. So it appears that what happened was, instead of stealing
this technology, China bought it from the lab there at the
University of North Carolina.… and it also appears that the
North Carolina lab got cells from Fort Detrick, which is the
U.S. major facility for the research, development, testing,
stockpiling of biological weapons.5

An analysis of COVID-19 was published by nine scientists from the
Indian Institute of Technology and Delhi University. They wrote: “We
found 4 insertions in the spike glycoprotein (S) which are unique to the
2019-nCoV and are not present in other coronaviruses.” They called the
characteristics “uncanny” and “unlikely to be fortuitous”—i.e., improbable
to have been produced by chance mutation.6 Interestingly, the paper is now
marked “withdrawn.”

Luc Montagnier, awarded a Nobel Prize as co-discoverer of the HIV
virus, also says COVID-19 is man-made, and sheds light on why the Indian
paper was withdrawn. As Gilmore Health News reports:

According to Professor Luc Montagnier, winner of the
Nobel Prize for Medicine in 2008 for “discovering” HIV as the
cause of the AIDS epidemic together with Françoise Barré-
Sinoussi, the SARS-CoV-2 is a virus that was manipulated and
accidentally released from a laboratory in Wuhan, China, in the
last quarter of 2019.…

“With my colleague, bio-mathematician Jean-Claude Perez,
we carefully analyzed the description of the genome of this
RNA virus,” explains Luc Montagnier, interviewed by Dr Jean-
François Lemoine for the daily podcast at Pourquoi Docteur,
adding that others have already explored this avenue: Indian
researchers have already tried to publish the results of the



analyses that showed that this coronavirus genome contained
sequences of another virus . . the HIV virus (AIDS virus), but
they were forced to withdraw their findings as the pressure
from the mainstream was too great.

In a challenging question, Dr Jean-François Lemoine
inferred that the coronavirus under investigation may have
come from a patient who is otherwise infected with HIV. “No,”
says Luc Montagnier, “in order to insert an HIV sequence into
this genome, molecular tools are needed, and that can only be
done in a laboratory.”7

I’m aware that the British medical journal The Lancet issued a brief
statement condemning “conspiracy theories suggesting that COVID-19
does not have a natural origin.”8 This statement has been sharply rebutted
by bioweapons expert Meryl Nass, M.D.:

Top scientists circled their wagons to protest against
“conspiracy theories suggesting that COVID-19 does not have
a natural origin,” in a statement published in the Lancet.…
Many who signed the statement have worked in biodefense.…
Five additional scientists soon provided the “scientific
evidence” to back up the natural origin claim. These five
scientists have been affiliated with signers of the statement
above, they too have worked in biodefense, and their article
was published in Nature Medicine (in the print version) on
March 17, 2020.…

These scientists set up a straw man to knock down: they
claimed that had the novel coronavirus (SARS-CoV-2 is the
official name of the virus) been created in a lab: “if genetic
manipulation had been performed,” then a known coronavirus
backbone would have been used. But because no known
backbone forms part of SARS-CoV-2, “the evidence shows
that SARS-CoV-2 is not a purposefully manipulated virus”.… I
know that the groups of scientists who wrote these pieces in the
Lancet and Nature . . . know that you don’t need genetic



engineering methods to create a bioweapon. Like me, they are
old, they recall a world before genetic engineering, they know
the history of biowarfare, and they know the score. Why then
are they participating in this charade?… Were I creating a
deliberate bioweapon, I would not construct it from published
sequences that would suggest a lab origin. I would construct it
or choose it to not leave that evidence of its origin.9

Sean of SGT Report (who interviewed me in April 2020 on COVID-19
—the interview was deleted by YouTube and has been moved to Bitchute)
called my attention to Rashid Buttar, MD, who I consider among the most
compelling COVID-19 analysts. YouTube has censored a number of Dr.
Buttar’s videos, although you can still find them on his websites. He calls
attention to the 2015 article “Engineered Bat Virus Stirs Debate over Risky
Research” published in the journal Nature. It concerned the controversial
virus experiment (mentioned above by Dr. Francis Boyle) undertaken by a
team of American and Chinese scientists, including Dr. Zhengli Shi from
the Wuhan Level 4 lab, located near the Wuhan seafood market blamed for
the outbreak. Nature has now added a disclaimer which reads: “We are
aware that this story is being used as the basis for unverified theories that
the novel coronavirus causing COVID-19 was engineered. There is no
evidence that this is true; scientists believe that an animal is the most likely
source of the coronavirus.” Dr. Buttar observes that the disclaimer does not
discredit the article, which he suggests reading straightforwardly. It said, in
part:

An experiment that created a hybrid version of a bat
coronavirus—one related to the virus that causes SARS (severe
acute respiratory syndrome)—has triggered renewed debate
over whether engineering lab variants of viruses with possible
pandemic potential is worth the risks.

In an article published in Nature Medicine on 9 November,
scientists investigated a virus called SHC014, which is found in
horseshoe bats in China. The researchers created a chimaeric
[hybrid] virus, made up of a surface protein of SHC014 and the
backbone of a SARS virus that had been adapted to grow in



mice and to mimic human disease. The chimaera infected
human airway cells—proving that the surface protein of
SHC014 has the necessary structure to bind to a key receptor
on the cells and to infect them.…

But other virologists question whether the information
gleaned from the experiment justifies the potential risk.
Although the extent of any risk is difficult to assess, Simon
Wain-Hobson, a virologist at the Pasteur Institute in Paris,
points out that the researchers have created a novel virus that
“grows remarkably well” in human cells. “If the virus escaped,
nobody could predict the trajectory,” he says.…

In October 2014, the US government imposed a
moratorium on federal funding of such research on the viruses
that cause SARS, influenza and MERS (Middle East
respiratory syndrome, a deadly disease caused by a virus that
sporadically jumps from camels to people).

The latest study was already under way before the US
moratorium began, and the US National Institutes of Health
(NIH) allowed it to proceed while it was under review by the
agency, says Ralph Baric, an infectious-disease researcher at
the University of North Carolina at Chapel Hill, a co-author of
the study. The NIH eventually concluded that the work was not
so risky as to fall under the moratorium, he says.10

As Dr. Buttar notes, the man in charge of NIH’s infectious disease
branch when it approved the study was none other than Anthony Fauci—
prompting Robert F. Kennedy, Jr., nephew of President John F. Kennedy, to
post the following on social media:



Shedding further light on this, in April 2020 Newsweek published an
article entitled “Dr. Fauci Backed Controversial Wuhan Lab with Millions
of U.S. Dollars for Risky Coronavirus Research”:

But just last year, the National Institute for Allergy and
Infectious Diseases, the organization led by Dr. Fauci, funded
scientists at the Wuhan Institute of Virology and other
institutions for work on gain-of-function research on bat
coronaviruses.

In 2019, with the backing of NIAID, the National Institutes
of Health committed $3.7 million over six years for research
that included some gain-of-function work. The program
followed another $3.7 million, 5-year project for collecting and
studying bat coronaviruses, which ended in 2019, bringing the
total to $7.4 million.

Many scientists have criticized gain of function research,
which involves manipulating viruses in the lab to explore their
potential for infecting humans, because it creates a risk of
starting a pandemic from accidental release.…



Dr. Fauci did not respond to Newsweek’s requests for
comment.11

Fauci has a long association with Bill Gates, who has emerged as the
high priest of the drive for a COVID vaccine. As James Corbett notes:

Beyond just their frequent collaborations and cooperation in
the past, Fauci has direct ties to Gates’ projects and funding. In
2010, he was appointed to the Leadership Council of the Gates-
founded “Decade of Vaccines” project to implement a Global
Vaccine Action Plan—a project to which Gates committed $10
billion of funding. And in October of last year, just as the
current pandemic was beginning, the Gates Foundation
announced a $100 million contribution to the National Institute
of Health to help, among other programs, Fauci’s National
Institute of Allergy and Infectious Diseases’ research into
HIV.12

For those who’d like an inside look at Dr. Fauci’s record of corruption
and cronyism, I recommend the 25-minute video Plandemic featuring
comments from Dr. Judy Mikovits, who was persecuted by Fauci after she
and her co-researcher Frank Ruscetti discovered that the virus causing
Chronic Fatigue Syndrome came from contaminated blood and vaccines.
Censored by YouTube, it can be found on Bitchute at
https://www.bitchute.com/video/PuY6jzvuRb3i/ (or just search for
“Plandemic”). I also recommend Mikovits’s best-selling book Plague of
Corruption.

If, in fact, COVID-19 is a bioweapon, the University of North Carolina
experiment may seem a reasonable “likely suspect” for its beginnings, and
perhaps the Wuhan Level 4 bioweapons lab for its finalization. However,
I’m certainly not asserting that it happened that way. Many countries have
bioweapon capabilities, including, as Gilad Atzmon has noted, Israel, which
is not a signatory to the Biological Weapons Convention.13 (No one who
has read Ronen Bergman’s 800-page Rise and Kill First: The Secret History
of Israel’s Targeted Assassinations would doubt the sophistication of Israeli
killing methods.)

https://www.bitchute.com/video/PuY6jzvuRb3i/


Also noteworthy: on October 18, 2019, opening ceremonies for the
Military World Games, with nearly 10,000 military personnel from 110
nations, took place in Wuhan, China—six weeks before the coronavirus
outbreak officially began there. Bioweapons are a military asset; did the
Wuhan games act as cover for dispersal of COVID-19?
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CHAPTER 15

ACCIDENTAL LEAK 
OR DELIBERATE DISPERSION?

If, in fact, COVID-19 is a bioweapon, the question naturally follows:
Was it accidentally leaked (as some have suggested, pointing out the
proximity of the Wuhan bioweapons lab to the much-maligned seafood
market)? Or was it released intentionally?

Several predictive events point to the latter.
• Event 201. As Spiro Skouras reported:

In this report we take an inside look at Event 201, which took
place in NYC on October 18 2019. Event 201 is a high-level
pandemic exercise hosted by the Johns Hopkins Center for
Health Security in partnership with the World Economic Forum
and the Bill and Melinda Gates Foundation. This is extremely
fascinating because this pandemic simulation exercise of
coronavirus took place about 6 weeks before the first illness
from the coronavirus was actually reported in Wuhan China!1

Event 201’s own website states: “Event 201 simulates an outbreak of a
novel zoonotic coronavirus transmitted from bats to pigs to people that
eventually becomes efficiently transmissible from person to person, leading
to a severe pandemic. The pathogen and the disease it causes are modeled
largely on SARS, but it is more transmissible in the community setting by
people with mild symptoms.”2

In a disturbing parallel to COVID-19, Event 201 footage shows
participants of the exercise openly discussing censorship of alternative
media opposition to government measures as “fake news.” Here are some
excerpts:



Countries are reacting different ways as to how best to manage
the overwhelming amounts of dis- and misinformation
circulating over the Internet. In some cases, limited Internet
shutdowns are being implemented to quell panic.…3

I think this is more than just keeping the bad information out.
It’s also about making sure real public health information
reaches the public news, is found from outlets other than social
media. News organizations, public health groups and
companies need to help people take the right actions to protect
themselves by promoting accurate, real information about the
outbreak. Okay, for more on this, we’re going to get a briefing
from our communications expert, Dr. Sell. Global Health
experts have highlighted that dis- and misinformation are
wreaking havoc on the CAPS [Coronavirus Associated
Pulmonary Syndrome] response. Health workers are under
attack in a number of locations due to rumors that they’re
purposely spreading the disease, and response efforts in many
places have had to be suspended because of concerns around
violence. Pharmaceutical companies are being accused of
introducing the CAPS virus so they can make money on drugs
and vaccines. And I’ve seen public faith in their products
plummet.…4

We know that social media is now the primary way that many
people get their news. So interruptions to these platforms could
curb the spread of misinformation, but could also limit access
to information from legitimate sources.… Some governments
have taken control of national access to the Internet. Others are
censoring websites and social media content, and a small
number have shut down Internet access completely to prevent
the spread of misinformation. Penalties have been put in place
for spreading harmful falsehoods, including arrests. Other
countries have taken a more moderate approach and have
focused on promoting fact-checking efforts and working with
traditional media outlets.5



But I also think we’re at a moment where the social media
platforms have to step forward and recognize the moment to
assert that they’re a technology platform, and not a broadcaster,
is over.

They in fact have to be a participant in broadcasting accurate
information and partnering with the scientific and health
communities to counterweight, if not flood, the zone of
accurate information.… 6

And I know that the Gates Foundation and others are funding
organizations to work on things like this, in order that people
can actually have more confidence in the sources that they will
use in any event.7

But one thing we haven’t spoken about, and I’m wondering
whether it’s time to talk about this, is a step up from the part of
the government’s own enforcement actions against fake news.
… where we are able to, to bring forward some bad actors and
leave it before the courts to decide whether they have actually
spread some fake news.8

• Also in 2019, the U.S. government conducted a simulation called
“Crimson Contagion,” which Wikipedia describes as follows:

Crimson Contagion was a simulation administered by the U.S.
Department of Health and Human Services from January to
August 2019 that tested the capacity of the U.S. federal
government and twelve U.S. states to respond to a severe
influenza pandemic originating in China. The exercise, which
was conducted months prior to the start of the COVID-19
pandemic, involves a scenario in which tourists returning from
China spread a respiratory virus in the United States, beginning
in Chicago. In less than two months the virus had infected 110
million Americans, killing more than half a million. The report
issued at the conclusion of the exercise outlines the



government’s limited capacity to respond to a pandemic, with
federal agencies lacking the funds, coordination, and resources
to facilitate an effective response to the virus.9

• As True Pundit reports:

The Bill and Melinda Gates Foundation helped negotiate
who would score a $100 billion government-backed contact
tracing contract in August 2019—six months before the
“pandemic” arrived in the United States and four months
before it swept through China. The shocking revelations were
unveiled on the Thomas Paine Podcast and the Moore Paine
Show on Patreon by the two investigators who blew the whistle
on the massive Clinton Foundation tax fraud during a
Congressional hearing in 2018. John Moynihan and Larry
Doyle testified in Congress, detailing the fraud and schemes
utilized by the Clintons to avoid paying up to $2.5 BILLION in
federal taxes.

The investigative duo, in their first interview since that
bombshell Congressional testimony, revealed to Paine that
representatives from the Gates Foundation met with U.S.
Congressman Bobby L. Rush at a sit-down in Rwanda, East
Africa in mid-August 2019 to hash out who would score the
windfall from a government contact tracing program. And just
last month—nine months after the meetings with the Gates
Foundation in Rwanda—Rush, a Democrat from Illinois,
introduced the $100 BILLION H.R. 6666, the COVID-19
Testing, Reaching and Contacting Everyone (TRACE) Act.

Rush’s bill would establish a program run by the Centers
for Disease Control and Prevention (CDC) for national
coronavirus testing and contact tracing. Paine has since learned
Congressman Rush traveled to Rwanda with his spouse from
August 12th to 19th, 2019 to take part in talks and a week-long
event underwritten by the Bill and Melinda Gates Foundation
and the Rockefeller Brothers Fund. But how can you negotiate



the byproducts of monitoring a pandemic six to seven months
before the outbreak of the virus even happens?10

• In January 2020, Netflix released a three-episode documentary called
Pandemic. Here is a transcript from the trailer (the voices are of various
actors):

A hundred years ago, a deadly influenza virus infected
hundreds of millions of people. Somewhere in the order of 50
to 100 million deaths. When we talk about another flu
pandemic happening, it’s not a matter of if, but when.… This is
definitely one of the most lethal influenza viruses that we have
seen so far. It just takes one person to start an outbreak. It will
leave its mark. The result would be hundreds of millions of
people that would likely die. That’s why I do what I do. We’re
making a vaccine that could treat all future versions of flu. This
vaccine could eradicate influenza as we know it. The problem’s
so widespread, the World Health Organization is calling the
refusal to vaccinate one of the biggest threats of 2019.… The
virus can spread throughout the country; a month after that
widespread throughout the world. The next pandemic is going
to start; we just don’t know where or how, but we know it will.
That poses an existential threat to us as a species.11

• Before the outbreak, the Israeli firm MIGAL began working on a
coronavirus vaccine. The Jerusalem Post reported in April 2020:

Israeli scientists are on the cusp of developing the first
vaccine against the novel coronavirus, according to Science
and Technology Minister Ofir Akunis. If all goes as planned,
the vaccine could be ready within a few weeks and available in
90 days, according to a release. (Akunis made his statement at
the end of February.)

“Our basic concept was to develop the technology and not
specifically a vaccine for this kind or that kind of virus,” said
Dr. Chen Katz, MIGAL’s biotechnology group leader.… “Let’s



call it pure luck,” he said. “We decided to choose coronavirus
as a model for our system just as a proof of concept for our
technology.”12

• Street demonstrations that had erupted around the world— in Hong
Kong, France (the Yellow Vests), Chile, India, protests against 5G, etc.,
were conveniently halted by the COVID-19 lockdown. (Interestingly
enough, it did not pose any barrier to the massive looting, arson and
violence following the George Floyd incident—which furthered the
economic distress caused by the lockdown.)

• For those who understand that the globalist New World Order is
Luciferian, COVID-19 was timed so that it cancelled Easter services.
Again, I believe this was the first time this had happened globally since
Christianity was legalized in the 4th century

A.D. In October 2019, the British hard rock band “The Darkness”
released an album entitled Easter Is Cancelled, certainly an interesting bit
of predictive programming.

• The stock market bubble, generated by years of pumping fiat cash into
the markets, finally and inevitably collapsed, with the Dow dropping from
above 29,000 in February 2020 to below 19,000 in March. Unlike 2008,
when bankers were blamed for the crash, COVID-19 conveniently became
the scapegoat.

Collectively, there were too many “coincidences” and advance signals
of the coming pandemic to dismiss as pure chance. If, then, COVID-19 is a
bioweapon, it appears that it was strategically timed. And that means it, or a
variation, could be strategically timed again, whenever desired.

The Rockefeller Foundation
Before leaving the subject of advance knowledge of the COVID crisis,

note should be made of the Rockefeller Foundation, long notorious for
using its tax-free assets to advance geopolitical agendas. In 2010, the
Rockefeller Foundation published Scenarios for the Future of Technology
and International Development. In several ways, the first scenario reads
eerily similar to the COVID-19 outbreak:



In 2012, the pandemic that the world had been anticipating
for years finally hit. Unlike 2009’s H1N1, this new influenza
strain—originating from wild geese—was extremely virulent
and deadly. Even the most pandemic-prepared nations were
quickly overwhelmed when the virus streaked around the
world, infecting nearly 20 percent of the global population and
killing 8 million in just seven months, the majority of them
healthy young adults. The pandemic also had a deadly effect on
economies: international mobility of both people and goods
screeched to a halt, debilitating industries like tourism and
breaking global supply chains. Even locally, normally bustling
shops and office buildings sat empty for months, devoid of both
employees and customers. The pandemic blanketed the planet
—though disproportionate numbers died in Africa, Southeast
Asia, and Central America, where the virus spread like wildfire
in the absence of official containment protocols. But even in
developed countries, containment was a challenge. The United
States’s initial policy of “strongly discouraging” citizens from
flying proved deadly in its leniency, accelerating the spread of
the virus not just within the U.S. but across borders. However,
a few countries did fare better—China in particular. The
Chinese government’s quick imposition and enforcement of
mandatory quarantine for all citizens, as well as its instant and
near-hermetic sealing off of all borders, saved millions of lives,
stopping the spread of the virus far earlier than in other
countries and enabling a swifter post pandemic recovery.

China’s government was not the only one that took extreme
measures to protect its citizens from risk and exposure. During
the pandemic, national leaders around the world flexed their
authority and imposed airtight rules and restrictions, from the
mandatory wearing of face masks to body-temperature checks
at the entries to communal spaces like train stations and
supermarkets. Even after the pandemic faded, this more
authoritarian control and oversight of citizens and their
activities stuck and even intensified. In order to protect



themselves from the spread of increasingly global problems—
from pandemics and transnational terrorism to environmental
crises and rising poverty— leaders around the world took a
firmer grip on power.

At first, the notion of a more controlled world gained wide
acceptance and approval. Citizens willingly gave up some of
their sovereignty—and their privacy—to more paternalistic
states in exchange for greater safety and stability. Citizens were
more tolerant, and even eager, for top-down direction and
oversight, and national leaders had more latitude to impose
order in the ways they saw fit.13
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CHAPTER 16

THE 5G THEORY

Wuhan was China’s rollout city for 5G, the 5th generation mobile
network that, unlike previous wireless networks, will operate through
millions of “small cells” that transmit over short distances. Another major
hypothesis circulating in alternative media has been that 5G was the
primary cause of the COVID-19 pandemic. YouTube has systematically
deleted videos making this assertion. From one perspective, this may
validate the videos, given YouTube’s record of draconian censorship. On
the other hand, there are responsible people in alternative media who argue
against, or at least question, a 5G role. For example, activist and blogger
Derrick Broze, an opponent of 5G, was interviewed on the Corbett Report.
Broze did not see 5G as causing the COVID-19 crisis; he pointed out, for
example, that he had lived in Houston, an America rollout city for 5G, and
no one started having COVID-19 when 5G began there.1 (However, as 5G
operates at widely varying frequencies, and since the initial U.S. rollout was
“soft,” one could question if this was done so there would be no public
alarm and the “frog could be boiled.”)

Also, I received an email in April 2020 from 5G Crisis, a leading anti-
5G activism website which I subscribe to. While affirming that harm from
EMF (electromagnetic field) waves is undeniably well-documented, they
asked subscribers to refrain from saying 5G was causing the pandemic—
that there was no hard, evidence-based science for this, and that the
assertion was causing ridicule of 5G opponents, making their work harder.

Nevertheless, there are responsible scholars who see a possible
correlation between COVID and 5G. In February 2020, Dr. Ronald Kostoff
of the Georgia Institute of Technology published a 1086-page paper on
EMF dangers, The Largest Unethical Medical Experiment in Human
History.2 Appendix 5—starting on page 648—is “Potential Impact of
Wireless Radiation Exposure on the Opioid Crisis and the Coronavirus



Pandemic.” He questions if EMFs contributed to the pandemic by
weakening the immune system.

Magda Havas, PhD, did a study showing that, in U.S. states with 5G,
both the infection and death rates for COVID-19 were about double that of
states without 5G.3 Others who see a 5G link with COVID-19 include
Thomas Cowan, MD, and Robert O. Young, PhD, both of whom YouTube
has heavily censored. Cowan calls attention to the work of Arthur
Firstenberg, whose book The Invisible Rainbow points out that past
pandemics—in 1889 (Russian Flu), 1918 (Spanish Flu), 1957 (Asian Flu),
and 1968 (Hong Kong Flu)—each corresponded with new
electric/electromagnetic rollouts: electric power lines, radio, radar and
satellites. He believes that the impact of these on the ionosphere—the
Earth’s electrical envelope—had negative ramifications for human health.
Our nervous systems are, after all, largely electrical; and our bodies
themselves, at the most basic level, consist of electrons, protons and
neutrons. Firstenberg’s book is well-researched and deserves a hearing. If
he’s right, then 5G’s introduction, like previous rollouts, might indeed play
a role in the current pandemic.

Shigeaki Hakusui, president of the Harmonix Corporation, wrote an
article in 2001 on wireless radiation which states: “At the millimeter wave
frequency of 60 GHz, the absorption is very high, with 98 percent of the
transmitted energy absorbed by atmospheric oxygen.”4 Here is a graphic
from that article:



5G operates at frequencies as low as 450 megahertz, but can go to well
above 60 gigahertz.5 (1 gigahertz is a thousand times stronger than 1
megahertz.) One of the strangest things about the Wuhan outbreak:
residents, who appeared healthy and were engaged in routine activities,
were photographed suddenly dropping dead. This has led some to ask if
they were unable to process oxygen due to directed electromagnetic blasts
from Wuhan’s network of approximately 10,000 5G antennas. As Scientists
for Wired Technology has noted:

The Department of Defense has developed a RF-EMR crowd-
control weapon called the Active Denial System (ADS). The
ADS works by firing a high-powered beam of 95 GHz waves at
people—that is, a millimeter wavelength weapon—similar to
millimeter waves being used for new 5G installations.6

During a Congressional hearing, representatives from the
telecommunications industry admitted to Connecticut Senator Richard
Blumenthal that no safety testing has ever been done on 5G. The exchange
went viral and can be watched at (for example) “US Senator Blumenthal
Raises Concerns on 5G Wireless Technology Health Risks at Senate
Hearing,” Environmental Health Trust channel,
https://www.youtube.com/watch?v=ekNC0J3xx1w.

This complete lack of safety testing for 5G is rather shocking, given the
abundant evidence of physical harm from the less intense 4G and Wi-Fi, a
matter I addressed in an interview with wireless educator Cece Doucette.7
Peer-reviewed scientific studies have linked wireless radiation to cancer,
DNA damage, heart irregularities, lowered sperm counts, and many other
health issues. For anyone looking for an introduction to wireless dangers, I
recommend downloading the film Generation Zapped, winner of the Best
Documentary at the 2018 D.C. Independent Film Festival; it includes
compelling testimony from leading world scientists, doctors, and public
health experts, as well as victims.
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CHAPTER 17

OTHER THEORIES ABOUT COVID-19

Additional explanations for COVID-19 have been advanced that I won’t
elaborate on at length:

• It is gener ally acknowledged in the scientific community that viruses
are not technically living things, and there has long been some debate as to
what they actually constitute. In a 38-minute video posted in March 2020,
Andrew Kaufman, MD, articulates the view that what is being identified
under electron microscopes as the COVID-19 virus is actually identical to
exosomes—structures which eliminate toxins from cells. Such toxins, he
says, could result from various sources, not excluding EMFs. The video
may be seen at “A Breakdown on Current Testing Procedures,” Secrets of
Saturn, March 30, 2020, https://www.youtube.com/watch?v=X-
r8Dy5mnYx8. Dr. Thomas Cowan, Dr. Robert O. Young, and Arthur
Firstenberg, referenced in the preceding chapter on 5G, express an outlook
on viruses very similar to Kaufman’s.

• Dr. Stephanie Seneff, PhD, a Senior Research Scientist at MIT’s
Computer Science and Artificial Intelligence Laboratory, makes a case that
the reason some people have such a lethal reaction to COVID-19 is
exposure to the toxic Monsanto-produced pesticide glyphosate, both in their
diet and by inhaling atmospheric glyphosate into their lungs (glyphosate is
present in the biofuels increasingly used by vehicles to replace fossil fuels).
Dr. Seneff ’s paper is called “Connecting the Dots: Glyphosate and COVID-
19,” and may be read at https://jennifermargulis.net/glyphosate-and-covid-
19-connection/.

• Zack Bush, MD, holding an outlook comparable to Seneff ’s, points
out that the worst-hit regions for COVID death were also areas with the
worst air pollution—Wuhan, Northern Italy, New York City. He views
lethal cases of COVID as not simply viral, but being caused by hypoxic
injury, comparable to cyanide poisoning, and principally aggravated by
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exposure to air pollutants—including the airborne glyphosate Seneff alludes
to. Bush has elaborated his view in a number of interviews—see, e.g.,
“Doctor Who Predicted COVID-19 Answers All,” The HighWire with Del
Bigtree, May 8, 2020,
https://www.facebook.com/HighWireTalk/videos/783415185521346/.

• Finally, why are antibiotics helping COVID-19 victims, but not anti-
viral medications? Lawrence Broxmeyer, MD, has written an article for the
magazine Nexus, proposing that the coronavirus acts as a “passenger virus”
for a deadlier lung disease—tuberculosis. Broxmeyer’s article, “Questions
Raised by the ‘New’ Coronavirus,” may be read at
https://www.academia.edu/42205426/Questions_raised_by_the_new_coron
avirus.
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THE DEEP STATE’S 
END-GAME



CHAPTER 18

POPULATION REDUCTION

The globalist oligarchs have an agenda of population reduction. CNN
founder Ted Turner has said: “A total world population of 250-300 million
people, a 95 percent decline from present levels, would be ideal.”1 Robert
McNamara, former President of the World Bank, calling population growth
“the gravest issue the world faces,” stated, “Either the current birthrate must
come down more quickly, or the current death rates must go up.”2 Zbigniew
Brzezinski, long-time architect of U.S. foreign policy, said: “In earlier times
it was easier to control a million people, literally, than physically to kill a
million people. Today it is infinitely easier to kill a million people than to
control a million people.”3 Perhaps most telling for COVID-19 is Prince
Philip’s remark made in 1988: “In the event that I am reincarnated, I would
like to return as a deadly virus in order to contribute something to solve
overpopulation.”4 These quotes are just a tiny sampling of what can be
found out there by looking on search engines for “population control
quotes.”

In April 2020, former Russian intelligence officer Vladimir Kvachkov
gave a televised interview commenting on the population control agenda
associated with COVID-19. He also addressed other aspects of the crisis
which I find relevant enough to include here. Translated from the Russian:

Kvachkov: The coronavirus phenomenon, that they falsely
deem a pandemic, needs to be examined from the perspective
of global powers—religious, political, financial, economic and
national. The coronavirus phenomenon, the so-called pandemic
—and let me tell you, there’s no pandemic, it’s all a lie—needs
to be considered as a global, strategic special operation. This is
exactly how you need to think of this thing. These are
command and staff exercises of the world’s behind-the-scenes



powers on controlling humanity. That is what the goal of this
coronavirus is.

I’ll repeat it once again, we have little faith in God and
even less in the existence of Satan, the enemy of the human
race. So, the aim of the behind-the-scenes Zionist and financial
powers is reducing the world’s population. It’s their idée fixe.
They think there’s too many of us ordinary people in the world.
There should be around 100 million of their own kind and a
maximum of 1 billion people on Earth to serve them. Then
they’ll be living in abundance here on Earth. Because, us the
people, the earthlings—there’s too many of us for the behind-
the-scenes world powers.

This is why the coronavirus and the financial crisis that has
emerged almost immediately—they’re inextricably tied to one
another. The aim is to stop people’s movement around the
world, to curtail political freedoms.… The first attempt to take
away those rights from people happened on September 11,
2001. Not many seem to remember that, after the so-called
attack on the WTC towers, Pentagon and the White House
[Kvachkov apparently refers here to the presumed target of
Flight 93 which crashed in Pennsylvania] in the USA, the
global war on terrorism was declared.… The behind-the-scenes
powers created the events of September 11, 2001.

Now they need another excuse for greater control and
takeover of humanity. That’s how they came up with the
coronavirus. Basically, to put it this way, it’s not a pandemic,
not an epidemic. Even now, I literally looked at the data this
morning. 300 people in the world die from it daily. You can
imagine what kind of scale this is. Of course, I’m sorry about
each person who dies, but 300 people across 7.5 billion people
—that’s basically nothing.…

Once again, these are command and staff exercises of the
behind-the-scenes Zionist and financial liberal world powers
with the aim of limiting the political rights that people are
basically accustomed to having. Especially in Western Europe.



That’s their second goal. The first goal is to reduce the
population numbers on Earth. That’s their satanic goal. The
second, political goal of the behind-the scenes world powers is
to seize power, and the third goal is related to finances and
power over the economy.

Now is a very important moment. Note, it allegedly started
in China. Even though the Chinese are now adamant and report
that the coronavirus was created artificially. It has an artificial
origin—it’s been proven scientifically already. Of course, in
every virus, seeing that it’s the simplest kind of microorganism
—as far as I remember—mutations can happen, but they’re of
an accidental nature. And when you take the RNA molecule,
not DNA—they have RNA—and there’s a part of the genome
that’s clearly been carved out and another one inserted in its
place— and this happens three or four times. It is perfectly
obvious that the Chinese scientists have figured this out—it
was artificially created and purposely spread—initially in
Wuhan.…

Accordingly, we as military intelligence, look at “who?”—
it is obvious; and “where?”—it is also obvious. Europe and
China are two geo-economic adversaries of the USA.…

Interviewer: Of course, we would like to hear your opinion
regarding a practical plan of action, how to act, how to protect
oneself, some recommendations. Maybe it’s not your field of
expertise, but maybe you could tell us something.

Kvachkov: I’m, of course, no epidemiologist. Although, you
could say I’m a parasitologist, because you have to be one in
order to understand the power structures in Russia. So, I’m
speaking as a military doctor—epidemiologist and
parasitologist. Until we’re able to get rid of our internal
parasites who rule over us, we won’t be able to tackle other
parasites.5



The response to COVID encouraged population reduction in ways that
may not be obvious at first glance. The wearing of masks, enforced social
distancing, the closing of restaurants and movie theaters—these prevent
young men and women from meeting, dating, and beginning the normal
types of relationship that leads to marriage and family.

But a very fundamental method of population control is mandatory
vaccination. Quoting James Corbett:

In its 1968 annual report, the Rockefeller Foundation addressed
the “Problems of Population,” lamenting that “[v]ery little
work is in progress on immunological methods, such as
vaccines, to reduce fertility, and much more research is
required if a solution is to be found here.” . . . The
Rockefeller’s Population Council and other research
organizations joined with the World Health Organization
(WHO) in 1972 to create a Task Force on Vaccines for Fertility
Regulation. By 1995, they were able to report progress in
“developing a prototype of an anti-hCG-vaccine.”6

(hCG stands for human chorionic gonadotropin, a hormone that
supports development of an egg in a woman’s ovary, and its release during
ovulation.)

But as we will see in the next chapter, there is one individual in
particular who has come to symbolize the fusion of COVID-19 with
vaccines and population control.
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CHAPTER 19

BILL GATES

As Bill Gates seems to have emerged as the unofficial “director” of the
planet’s response to COVID-19, we should know something about his
background, besides being Microsoft’s co-founder.

• His father, William H. Gates, Jr. was a director of Planned
Parenthood,1 the largest provider of abortions in the U.S.

• Gates was friends with the notorious pedophile Jeffery Epstein, and
according to the New York Times, met with him many times, even after
Epstein was convicted of sex crimes.2

• The Bill and Melinda Gates Foundation—America’s largest
foundation with assets of $46.8 billion—bought half a million shares of
Monsanto,3 infamous for spreading carcinogenic glyphosate across the
planet, as well as replacing natural foods with GMOs. The Foundation is
also heavily invested in 5G, having purchased 5.3 million shares of Crown
Castle International, a major provider of 5G infrastructure.4

• In 2018, Britain’s The Telegraph reported:

A satellite company planning to launch a $1bn (£700m)
network of satellites to provide “live and unfiltered” coverage
of the Earth has been backed by former Microsoft chief
executive Bill Gates and Japanese tech giant Softbank. The
tech leaders are backing EarthNow, which plans to launch 500
satellites to cover Earth’s atmosphere in video surveillance and
provide live video feedback with only one second of delay.5

• In 2019 the Daily Mail related:

Could dimming the sun save the Earth? Bill Gates wants to
spray millions of tonnes of dust into the stratosphere to stop



global warming . . . but critics fear it could trigger calamity.…
This is not the crackpot plan of a garden-shed inventor. The
project is being funded by billionaire and Microsoft founder
Bill Gates and pioneered by scientists at Harvard University.6

• Gates is also investing in lab-grown meat to replace the meat we
consume. Quoting CNBC:

Bill Gates has invested in lab-grown meat companies, as has
Richard Branson. “Raising meat takes a great deal of land and
water and has a substantial environmental impact,” Gates wrote
on his personal blog, Gatesnotes.com, a few years ago. “Put
simply, there’s no way to produce enough meat for 9 billion
people. Yet we can’t ask everyone to become vegetarians.
That’s why we need more options for producing meat without
depleting our resources.”7

• Gates is even investing in artificial breast milk. The Science Times
reported in 2020:

A new and better breast milk alternative has arrived, and it
claims to be helpful for the environment as well. The U.S. firm,
BIOMILQ, is artificially producing human breast milk from
cultured human mammary epithelial cells to be commercially
available to consumers. The start-up company has received
$3.5 million from an investment fund that is co-founded by Bill
Gates, Jeff Bezos, Richard Branson, and Mark Zuckerberg. The
fund was established to help prevent the ill effects of climate
change brought about by carbon emissions.8

From sunlight to food to the human body, Bill Gates wants to replace
the natural with the artificial. What’s not to love?

• Gates has attended the Bilderberg Group,9 the shadowy power brokers
who meet annually to privately set global public policy. They are described
in detail in Daniel Estulin’s book The True Story of the Bilderberg Group.



• In 2020, Microsoft featured a commercial by the occult “spirit-
cooking” artist Marina Abramović, notorious for her cannibalistic art, but
was forced to pull it after it received over 25,000 “thumbs down.”10

• With millions of people impoverished by the lockdown, some
wondered why Gates—whose net worth is over $100 billion—was
inappropriately beaming and giggling when CNN’s Fareed Zakaria told him
“The economy’s not going to be anything like it was, it’s going to take a
long time to recover.”11

• But most relevant to our COVID-19 discussion is Bill Gates’s role as a
eugenicist. As James Corbett notes:

And perhaps it was coincidence that the Bill and Melinda Gates
Foundation organized their London Summit on Family
Planning, at which the Gates recommitted themselves to
funding population control in the third world, in July 2012, on
the anniversary of the First International Eugenics Congress,
held in London exactly 100 years prior.”12

In a 2010 Ted Talk, Gates stated:

The world today has 6.8 billion people. That’s headed up to
about nine billion. Now, if we do a really great job on new
vaccines, health care, reproductive health services, we could
lower that by, perhaps, 10 or 15 percent.13

In his Instagram post of April 9, 2020, Robert F. Kennedy, Jr., nephew
of President John F. Kennedy, enumerated many examples of the
catastrophes caused by Gates-funded vaccines. Quoting him just partially:

Gates’ obsession with vaccines seems fueled by a
messianic conviction that he is ordained to save the world with
technology and a god-like willingness to experiment with the
lives of lesser humans.

Promising to eradicate polio with $1.2 billion, Gates took
control of India’s National Advisory Board and mandated 50
polio vaccines (up from 5) to every child before age 5. Indian



doctors blame the Gates campaign for a devastating vaccine-
strain polio epidemic that paralyzed 496,000 children. In 2017,
the Indian Government dialed back Gates’ vaccine regimen and
evicted Gates and his cronies from the NAB. Polio paralysis
rates dropped precipitously.…

In 2010, the Gates Foundation funded a trial of a GSK’s
experimental malaria vaccine, killing 151 African infants and
causing serious adverse effects including paralysis, seizure, and
febrile convulsions to 1,048 of the 5,049 children.…

In 2010, Gates committed $10 billion to the WHO
promising to reduce population, in part, through new vaccines.
In 2014, Kenya’s Catholic Doctors Association accused the
WHO of chemically sterilizing millions of unwilling Kenyan
women with a phony “tetanus” vaccine campaign.

Independent labs found the sterility formula in every
vaccine tested.

After denying the charges, WHO finally admitted it had
been developing the sterility vaccines for over a decade.…

A 2017 study (Morgensen et al., 2017) showed that WHO’s
popular DTP is killing more Africans than the disease it
pretends to prevent. Vaccinated girls suffered 10x the death rate
of unvaccinated children. Gates and the WHO refused to recall
the lethal vaccine, which WHO forces upon millions of African
children annually.…

Gates appears gleeful that the COVID-19 crisis will give
him the opportunity to force his third-world vaccine programs
on American children.14

To amplify, the sterility formula discovered in the African vaccines
prevented women from secreting the hormone hCG—the very approach to
vaccine-induced sterility that the Rockefellersupported Task Force on
Vaccines for Fertility Regulation was developing in the 1990s (mentioned at
the end of the preceding chapter).



• For those who’d like more on Gates’s background, including some of
the mythology surrounding Microsoft’s beginnings, in 2020 James Corbett
produced a highly informative, scrupulously documented four-part series,
Who Is Bill Gates?, https://www.corbettreport.com/gates/.

Gates is now at the helm of the “vaccine response” to COVID-19. As
we’ve noted, he helped fund the Event 201 simulation that took place six
weeks before the Wuhan outbreak.

How do we know he’s not sincere? Personally, I’ve never seen Gates
make any recommendations like building up one’s immune system, eating
right, taking vitamins C and D, getting fresh air and exercise, etc.—for him,
the only answer to COVID-19 seems to be injection by syringe. Since Gates
is supposed to be an entrepreneur, it’s also noteworthy that his solution to
“overpopulation” is less people—rather than coming up with innovations,
such as making more use of arable land, raising (healthy) crops, housing
development, etc.
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CHAPTER 20

DEEP STATE GOAL #1: GLOBAL VACCINES

Now let’s examine the objectives behind the COVID-19 pandemic.
Bill Gates told Chris Wallace of Fox News: “It is fair to say things

won’t go back to truly normal until we have a vaccine that we’ve gotten out
to basically the entire world.”1 He told CNBC’s Becky Quick: “We’re
gonna have this intermediate period of opening up, and it won’t be normal
until we get a vaccine to the entire world.”2 He also told The Daily Show
that he is funding seven “factories” to develop a vaccine for the
coronavirus.3

Given the global track record of death, paralysis and sterility that
Gates’s vaccines have caused (enumerated by Robert F. Kennedy, Jr.) and
his openly expressed desire to reduce world population, would anyone trust
a Bill Gates vaccine?

On May 14, 2020, President Trump, stating he was confident a COVID-
19 vaccine would be ready by the end of 2020, said “Our military is now
being mobilized so at the end of the year, we’re going to be able to give it to
a lot of people very, very rapidly.”4

CNBC reported on May 22:

Secretary of Defense Mark Esper doubled down on Friday
by saying the Pentagon will meet an aggressive timeline to
have a coronavirus vaccine by the end of the year, a deadline
doubted by leading health officials.

“You know, our medical experts, our researchers have been
working on this vaccine now, and therapeutics and diagnostics
for a few months,” Esper explained on NBC’s “TODAY.”
“We’ve been ahead of the curve and in the fight from day one,
and this is the next phase of this battle, and we will deliver on



time the vaccines,” he added, saying he was “completely
confident” that the Pentagon will deliver.

Esper downplayed characterizations made by health
officials that a vaccine within the year would be
“aspirational.”5

One cannot but wonder at this bizarre transformation of the Defense
Department (DOD) from a military institution to a vaccine delivery system.
On May 12, the DOD announced it had awarded a $138 million contract to
ApiJect Systems America “to create a U.S.-based, high-speed supply chain
for prefilled syringes beginning later this year . . . suitable for combatting
COVID-19.”6

A commercial for RAPID USA, an ApiJect subsidiary, includes some
surprising details. Jay Walker, RAPID’s chairman, narrates it:

Today the world is battling a global pandemic and there’s
plenty of work to do. Some needs are obvious, like developing
medicines and vaccines. Some needs are less obvious, like
finding a faster way to put those medicines and vaccines into
small glass vials, so every person in America can quickly get
vaccinated.…

America has 330 million people, all of whom will likely
need two to four injections. That means packaging between
660 million and 1.3 billion doses of a vaccine, which requires
an enormous number of glass vials and syringes. We have some
of those glass vials and syringes in stockpiles, but not nearly
enough.…

These obstacles explain why America’s Assistant Secretary
for Preparedness and Response and the Strategic National
Stockpile, both part of the U.S. Department of Health and
Human Services, have teamed up with a U.S. company called
ApiJect Systems America, to help package hundreds of
millions of doses of vaccines and therapeutics fast. The
partnership is called the RAPID Consortium. RAPID will build
U.S.-based facilities to make a new kind of plastic prefilled



syringe at extraordinary speed. These facilities will make
enough prefilled syringes to inject every man, woman and child
in America with just the right dose 30 days after a vaccine
becomes available. Plus every prefilled syringe can have an
RFID chip. This will allow healthcare workers to use their
mobile phones to automatically capture where and when every
injection takes place.…7

Since RAPID is not a health care or pharmaceutical company, but a
syringe manufacturer, one wonders how Walker is so certain that “every
man, woman and child in America” will be injected, probably with “two to
four doses” of a vaccine that has not even been developed yet. The
inclusion of RFID chips (which are displayed in the commercial), add to the
Orwellian dimensions.

Canada has also hopped on the syringe bandwagon. The Toronto Star
reported on June 2:

Canada is gearing up for an eventual COVID-19 vaccine,
having inked a contract to buy 37 million syringes—roughly
enough to deliver shots to the country’s entire population.8

As to the vaccine itself, the New York Times reported on June 3: “The
Trump administration has selected five companies as the most likely
candidates to produce a vaccine for the coronavirus, senior officials said, a
critical step in the White House’s effort to deliver on its promise of being
able to start widespread inoculation of Americans by the end of the year.”9

The five finalists: AstraZeneca, Merck, Pfizer, Johnson & Johnson and
Moderna.

The Trump administration is not merely naming favored COVID
vaccine developers, but pouring U.S. tax dollars into them. Reuters reported
in May that “the U.S. Department of Health and Human Services (HHS)
agreed to provide up to $1.2 billion to accelerate British drugmaker
AstraZeneca’s vaccine development and secure 300 million doses for the
United States.”10

On June 8, Market Watch reported:



British drugmaker AstraZeneca has started manufacturing the
University of Oxford’s potential coronavirus vaccine ahead of
trial results and has doubled its capacity to two billion doses.
Chief Executive Pascal Soriot said the company wasn’t going
to wait for clinical results, which it expected to have in August,
and had begun manufacturing the experimental vaccine. The
pharmaceutical giant, AZN, which has already agreed to
provide the U.K. and the U.S. with doses, said it has secured
agreements to supply the vaccine to low and middle-income
countries through health organizations, including two backed
by Microsoft co-founder Bill Gates.11

Who ever heard of a company mass-producing a product without even
knowing if it works or not? Of course, when gifted with more than a billion
taxpayer dollars, risks are easier to take.

Of the five corporate contenders, only one is small and young:
Massachusetts-based Moderna Therapeutics. Bloomberg reported on April
16: “Moderna Inc. shares rose as much as 21% after the company said the
U.S. government has agreed to pay as much as $483 million for the
company to develop and test its COVID-19 vaccine now in an initial
clinical trial.”12 The Gates Foundation had already pledged up to $100
million to Moderna.13 As New Eastern Outlook reported: “Moderna’s other
partner is the US National Institute of Allergy and Infectious Diseases
(NIAID), a part of the National Institutes of Health (NIH). Head of NIAID
is Dr. Anthony Fauci, the person at the center of the Trump Administration
virus emergency response.”14

On May 15, Moncef Slaoui resigned from Moderna’s board to become
White House director of Operation Warp Speed—the plan to fast-track a
COVID vaccine. As Slaoui owned 156,000 stock options in Moderna, this
reeked of conflict of interest. Just three days later (May 18) Moderna made
headlines with its announcement15 of preliminary positive test results for its
COVID vaccine, and its stock jumped another 15 percent, increasing the
value of Slaouis’ holdings by $3 million. However, the conflict was too
glaring even for mainstream media to ignore, and Slaoui promised to divest
himself of his financial interest in Moderna.16



Furthermore, Moderna’s press release was less impressive once
analyzed. As STAT noted:

While Moderna blitzed the media, it revealed very little
information—and most of what it did disclose were words, not
data.… Even the figures the company did release don’t mean
much on their own, because critical information—effectively
the key to interpreting them—was withheld.… The company’s
statement led with the fact that all 45 subjects … developed
binding antibodies. Later, the statement indicated that eight
volunteers … developed neutralizing antibodies. Of the two
types, these are the ones you’d really want to see. We don’t
know results from the other 37 trial participants.… Moderna
disclosed the findings from eight subjects because that’s all it
had at that point.17

And as Need to Know reports:

Ian Haydon was one of 15 volunteer test subjects for
Moderna’s experimental COVID vaccine, and he said that less
than 12 hours after vaccination, he suffered muscle aches,
vomiting, spiked a 103.2 degree fever, and lost consciousness.
Moderna’s press release revealed that within 45 days, three
volunteers, a shocking 20%, experienced “serious” adverse
events and required hospitalization or medical intervention.
Moderna let Haydon believe the illness was just a sad
coincidence unrelated to the jab. Moderna never told Haydon
he was suffering an Adverse Event. On May 7th, he told Sanjay
Gupta about his reactions in a pre-interview. The two men
agreed to keep this bad news secret when he went on air, which
means they lied to the public. Dr. Fauci and Bill Gates are
proceeding with their plan to funnel half a billion taxpayer
dollars into their project with business partner Moderna to
create 30 million doses by November and two billion within a
year.18



A concern for many is whether or not the COVID vaccine will be
mandatory. Associated Press provided a hint in a June 26 news story:
“University of Tennessee students will have to get their flu shot this fall and
also be immunized for COVID-19 if a vaccine becomes available under an
emergency rule unanimously approved Friday by the university’s Board of
Trustees.”19

In a May 16 interview with Jason Goodman of Crowdsource the Truth,
famed attorney Alan Dershowitz—whose clients have included Jeffrey
Epstein and Harvey Weinstein—expressed his view:

Dershowitz: Let me put it very clearly: You have no
constitutional right to endanger the public and spread the
disease, even if you disagree. You have no right not to be
vaccinated. You have no right not to wear a mask, you have no
right to open up your business.

Goodman: Wait, can I stop you?—no right not to be
vaccinated, meaning if they decide you have to be vaccinated,
we have to be vaccinated?

Dershowitz: Absolutely, and if you refuse to be vaccinated, the
state has the power to literally take you to a doctor’s office and
plunge a needle into your arm, if the . . .

Goodman: Where is that in the constitution?

Dershowitz: . . . if the vaccination is designed to prevent the
spreading disease. If the vaccination is only to prevent a
disease that you will get—for example, if there’s a disease that
will kill you—you have the right to refuse that, but you have no
right to refuse to be vaccinated against a contagious disease.
Public Health, the police power of the Constitution, gives the
state the power to compel that, and there are cases in the United
States Supreme Court.20



Dershowitz’s comments won him no fans among civil libertarians, but
may have previewed for us the legal pretexts that might be used for a
mandatory COVID vaccine. The formula for coercion may quickly move
from “You’re selfish if don’t wear a mask” to “You’re selfish if you refuse a
vaccine.” The Nuremburg Code states: “The voluntary consent of the
human subject is absolutely essential.” That code applied specifically to
medical experiments, but a vaccine developed at “warp speed” will
certainly become an experiment on the nation and world. It sounds like
we’re going to need “red-pilled” attorneys to band together and mount legal
challenges to compulsory COVID-19 vaccinations.
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CHAPTER 21

EIGHT REASONS WHY WE
DON’T NEED A COVID

VACCINE

Let’s examine why we don’t need the coronavirus vaccine Bill Gates
clamors for.

(1) According to the Stanford University study we cited previously, the
actual death rate for COVID-19 is 0.12 to 0.2 percent.1 That would make
the survival rate at least 99.8 percent. On May 22, even the CDC—which as
we have seen, has relied on inflated mortality statistics—reduced its
estimated death rate from COVID to 0.26 percent, meaning a survival rate
of 99.74 percent.2

Why should everyone be forced to take a COVID vaccine, when 99.74
percent (or more) have strong enough immune systems to defeat the disease
on their own? For those who can’t beat it on their own, doctors are already
having excellent success with the anti-malarial drug hydroxychloroquine (a
derivative of chloroquine) in combination with zinc. So many efforts have
been made to suppress this medication that we will devote the next chapter
to it.

(2) Another reason why no COVID vaccine is needed is described by
Dr. Stefano Montanari, the Italian nano-pathologist, who says:

The major issue at stake is, or are, the vaccines. The regime
that now encompasses the world will force the world to
vaccinate–that is to vaccinate with and against a virus that does
not give immunity, as this (the coronavirus) is the case.

If 50 years ago, at my exam of pharmacology, I had told my
examining professor–who was one of the most knowledgeable
pharmacologists of the time–something like that, I would have



been thrown out of the door. For only an incompetent can
imagine a vaccine against a virus that does not give immunity
and has no chance of being effective. We are talking about a
virus that mutates at very fast speed, and we cannot possibly
run after it (its mutations).

It’s a virus somehow similar to the cold virus, whose family
it belongs to. You can’t vaccinate against the common cold
because the common cold does not give immunity. In the
course of a life, a person can have a cold 200 times, and at no
time will that cold give immunity (against the next). It is a
colossal fraud. We are close to 8 billion people forced to be
vaccinated and it will be an unimaginably enormous business.3

To paraphrase: if—as the mainstream media claims— COVID-19 is just
a naturally occurring mutation of the coronavirus, a vaccine won’t work.
Why? Because the coronaviruses—a cause of the common cold—keep
mutating into something new; this is why we never get immune to them,
and why no one ever developed a vaccine for the common cold. If a
COVID-19 vaccine is manufactured, the virus would presumably mutate
into something else—meaning the vaccine would become worthless against
new variants later on, but you’d still have the vaccine’s toxins in your body.

(3) Related to the foregoing point, cold and flu viruses typically run
their course and disappear from the scene (to be replaced in the future by
mutant varieties). Some authorities believe COVID is doing exactly that—
running its course. Sunetra Gupta, Professor of Theoretical Epidemiology at
Oxford University, said in a May 21, 2020 interview with Unherd: “I think
that the epidemic has largely come and is on its way out in this country.”4

On May 31, Reuters reported of Italy:

“In reality, the virus clinically no longer exists in Italy,” said
Alberto Zangrillo, the head of the San Raffaele Hospital in
Milan in the northern region of Lombardy, which has borne the
brunt of Italy’s coronavirus contagion. “The swabs that were
performed over the last 10 days showed a viral load in
quantitative terms that was absolutely infinitesimal compared



to the ones carried out a month or two months ago,” he told
RAI television.5

Beda M, Stadler, former director of the Institute for Immunology at the
University of Bern, wrote in June:

Sars-Cov-2 isn’t all that new, but merely a seasonal cold virus
that mutated and disappears in summer, as all cold viri do—
which is what we’re observing globally right now.… The virus
is gone for now. It will probably come back in winter, but it
won’t be a second wave, but just a cold.6

Former Congressman and Presidential candidate Ron Paul, himself a
physician, explains that when American death rates dropped, the media
switched to “cases”:

For months, the Washington Post and the rest of the
mainstream media kept a morbid COVID-19 “death count” on
their front pages and at the top of their news broadcasts. The
coronavirus outbreak was all about the number of dead. The
narrative was intended to boost governors like Cuomo in New
York and Whitmer in Michigan, who turned their states
authoritarian under the false notion that destroying people’s
jobs, freedom, and lives would somehow keep a virus from
doing what viruses always do: spread through a population
until eventually losing strength and dying out. The “death
count” was always the headline.

But then all of a sudden early in June the mainstream media
did a George Orwell and lectured us that it is all about “cases”
and has always been all about “cases.” Death, and especially
infection fatality rate, were irrelevant. Why? Because from the
peak in April, deaths had decreased by 90 percent and were
continuing to crash. That was not terrifying enough, so the
media pretended this good news did not exist.

With massive increases in testing, the “case” numbers
climbed. This is not rocket science: the more people you test



the more “cases” you discover. Unfortunately our mainstream
media is only interested in pushing the “party line.” So the
good news that millions more have been exposed while the
fatality rate continues to decline—meaning the virus is getting
weaker—is buried under hysterical false reporting of “new
cases.”

Unfortunately many governors, including our own here in
Texas, are incapable of resisting the endless lies of the
mainstream media. They are putting Americans again through
the nightmare of forced business closures, mandated face
masks, and restrictions of Constitutional liberties based on false
propaganda.

In Texas the “second wave” propaganda has gotten so bad
that the leaders of the four major hospitals in Houston took the
extraordinary step late last week of holding a joint press
conference to clarify that the scare stories of Houston hospitals
being overwhelmed with COVID cases are simply untrue. Dr.
Marc Boom of Houston Methodist said the reporting on
hospital capacity is misleading. He said, “quite frankly, we’re
concerned that there is a level of alarm in the community that is
unwarranted right now.”

In fact, there has been much reporting that the “spike” in
Texas cases is not due to a resurgence of the virus but to
hospital practices of COVID-testing every patient coming in
for any procedure at all. If it’s a positive, well that counts as a
“COVID hospitalization.” Why would hospitals be so
dishonest in their diagnoses? Billions of appropriated Federal
dollars are being funneled to facilities based on the number of
“COVID cases” they can produce. As I’ve always said, if you
subsidize something, you get more of it. And that’s why we are
getting more COVID cases.7

If these doctors are right, and COVID-19 is disappearing, then the
media will have a hard time keeping panic going, there should be no need



for a vaccine months down the road, nor is there any point in developing
one.

(4) Countries like China and South Korea have already “flattened the
curve” on COVID-19 without a vaccine. Nations like Taiwan and Sweden
have done it without even locking down their economies. (As of July 12,
Taiwan, with a dense population of 24 million, had only suffered seven
COVID deaths.8) This, too, proves no vaccine is necessary.

Of course, if—as we have previously seen scientists conclude—
COVID-19 is a bioweapon, then possibly whoever engineered it will also
continue dispersing it, or variants of it, around the world, creating the
illusion that the pandemic is never-ending.

(5) Dr. Richard Bartlett of Odessa, Texas, has been an emergency
physician for 28 years and served on Governor Rick Perry’s Health
Disparities Task Force. In a July interview on America Can We Talk?,
Bartlett explained that a major reason nations like Japan, Taiwan and
Singapore were having such low COVID death rates was their practice of
administering inhaled steroids. Bartlett reported having outstanding success
with the same approach, using the inexpensive medication Budesonide,
given twice daily by nebulizer. “It’s an asthma medicine,” he said, “it’s a
respiratory anti-inflammatory for COVID—which is a respiratory
inflammatory disease. And it works, A hundred percent of my patients are
alive. I’ve been treating this since March.” Bartlett said that Dr. Fauci’s
NIH had begun trials on Budesonide, but that it was “set up for failure” by
only administering it to patients in the late stages of the disease—in ICUs
and on ventilators.9

(6) Researchers at Northwestern University have found vitamin D may
protect against death from the disease. The Daily Northwestern reported:

A group of Northwestern researchers have recently found a
strong correlation between severe vitamin D deficiency and
COVID-19 mortality rates. According to a University release,
the researchers studied publicly-available global data from the
COVID-19 pandemic and observed that patients from countries
with high COVID-19 mortality rates had lower levels of
vitamin D compared to those from countries that were not



affected as severely.… They also discovered a strong
correlation between vitamin D levels and cytokine storm, a
hyperinflammatory condition caused by an overactive immune
system.10

(7) Many of the COVID vaccines being developed are taking us into
uncharted territory: genetic vaccines. Companies like Inovio are working on
DNA vaccines, while Moderna and Pfizer are developing messenger RNA
(mRNA) vaccines. These would work by delivering genetic instructions for
making a protein, which would then stimulate the immune system to make
antibodies that would fight COVID-19. In other words, they would,
however slightly, modify your genetic makeup. As Jon Rappoport of No
More Fake News—one of the best bloggers on the COVID-19 crisis—says:
“RNA vaccines and the technology they use are entirely experimental.…
What in the world could possibly go wrong?”11 No RNA or DNA vaccine
has ever been approved for humans before. Why would we want one
developed at “warp speed” and then delivered to everyone on the planet
without adequate long-term safety testing? We must bear in mind that
thanks to the Vaccine Injury Act of 1986, the public cannot sue vaccine
manufacturers for injury or death caused by their products. The afflicted
parties must go to “Vaccine Court,” and if able to prove their claim, are
compensated by the Americans taxpayers. Thus vaccine manufacturers have
little incentive to make their vaccines safe, since they produce them without
risk of liability.

Tal Zaks, chief medical officer of the Gates-backed Moderna, is a
former medic in the Israeli Defense Force (IDF). In a TED Talk, he
described his company’s products as “actually hacking the software of
life.”12 As of publication of this book, Moderna had never produced a
successful vaccine or brought a single product to market. Yet Zaks has said
he is confident that Moderna will be able to produce a billion doses of a
COVID vaccine in 2021.13

Here is a warning from Carrie Madej, MD:

[W]hat if our DNA, our genome, is modified and thus can
be patented and owned? This is not a sci-fi movie or a future



event, this is right now today. This is called recombinant DNA
and recombinant RNA technology, and this is what is proposed
for COVID-19 vaccines. The coronavirus COVID-19 vaccines
are designed to make us into genetically modified organisms;
that is the same lingo and terminology used for Monsanto
seeds. The frontrunners for this recombinant DNA technology
are Inovio, which is backed by the Gates Foundation,
GlaxoSmithKline and Sanofi. Also Moderna is in there too
now, but that’s also Gates-backed. I will add that this type of
DNA vaccine has never been used on humans before.… They
are now proposing to take something we’ve never used and to
inject it into everyone.

Vaccine trials are being fast-tracked at a level and a rate
that I have never seen in my life, nor did I ever expect to see
this. They are skipping over the animal trials, going directly to
human trials. They are not using good scientific methodology
at all; they have no randomized placebo-controlled trials for
any vaccine, which is the gold standard for any therapy to be
approved by the FDA. They’re not following any sound
scientific protocol to make sure this is safe for us, to make sure
it would work for us, to know anything about it, and they want
to inject it into everybody.…

The recombinant RNA, recombinant DNA technology
would cause permanent and unknown genetic changes in a
person’s body—permanent. Once their DNA has changed, he
or she will live with that change for the rest of their lives. And
also the ripple effects from that genetic change—who knows
what they could be for the rest of his or her life? There’s no
going back.14

(8) Cytokine storm—the deadly auto-immune response that afflicts a
small number of COVID victims—has actually resulted from experimental
vaccines in the past. In a guest appearance on Joni Table Talk, Robert F.
Kennedy, Jr. stated:



Governments have been trying for almost 30 years to
develop a coronavirus vaccine and it’s been unsuccessful. And
beginning in 2002, there were three outbreaks of coronavirus—
we called them SARS at that point and MERS. The first SARS
was a natural illness that jumped from a bat to human beings.
The second two were lab-created that had escaped and infected
human beings. And so the government of China and a
consortium of Western governments all got together and put
millions and millions of dollars into an effort to develop a
coronavirus vaccine. And between 2002 and 2014, they worked
very hard to do that. And what happened is, they developed
about 35 vaccines. and four of them were really promising.
They chose the four most promising and they gave them to
ferrets, which is the animal that is most analogous to human
beings when it comes to upper lung respiratory infections. The
ferrets had a brilliant, robust and durable antibody response.
But then something horrible happened. When those ferrets
were challenged—when they were exposed to the wild virus—
they got horribly sick, they got inflammation throughout their
bodies and they died.

And the scientists remembered that something very similar
had happened in 1960s, where they had developed a vaccine
for RSV, which is very similar to coronavirus; it’s an upper
respiratory infection ailment. They had skipped the animals and
given them directly to 35 children, and the children again had
developed a very robust antibody response. But when those
children were exposed to the wild virus, they got very, very
sick—much sicker than unvaccinated children. Two of those
kids had died; it was a scandal. And they realized when the
same thing happened with the ferrets, that there was something
that they called enhanced immune response; it’s also called
pathogenic priming. And what it means is when you get the
vaccine, it appears that you have an antibody response, but
when you actually encounter the wild virus, you become much



sicker and it actually creates a pathway that hurts you a lot
more than with unvaccinated people.

So this was 2012. In 2014, NIH under Fauci developed a
dengue vaccine which had some signals in it that there was
pathogenic priming. In other words, in the clinical trials they
saw some signs that you could get an antibody response, but
get much sicker when you were exposed. But they ignored
them. They gave it to the Philippines, and they gave hundreds
of thousands of children this vaccine, and when the dengue
came around, those children became horribly ill and 600 of
them died. And in the Philippines today, people are being
criminally prosecuted for that.

So the danger with the coronavirus vaccine is that you
really need to test it on animals first to make sure whatever the
vaccine is, that we don’t get that really great immune response,
followed by lethal infections. And it’s very very strange to me,
and seems almost criminally reckless, that Anthony Fauci is
allowing these companies to skip animal trials and to go
directly to human trials.15

Here is the abstract of the official report from the National Institutes of
Health:

Severe acute respiratory syndrome (SARS) emerged in China
in 2002 and spread to other countries before brought under
control. Because of a concern for reemergence or a deliberate
release of the SARS coronavirus, vaccine development was
initiated. Evaluations of an inactivated whole virus vaccine in
ferrets and nonhuman primates and a virus-like-particle vaccine
in mice induced protection against infection but challenged
animals exhibited an immunopathologic-type lung disease.16

The question must therefore be raised if a vaccine for COVID-19 might
result in a similar deadly outcome: robust antibody reaction, followed by
extreme illness when the actual virus is encountered. Is this perhaps even a
factor in the deadly “cytokine storm” (autoimmune reaction) that already



occurs in a few COVID patients? It would be interesting to see a study
undertaken on COVID victims who succumbed to autoimmune reaction,
and determine just how many previously received annual free flu shots.

Lest we forget history’s lessons, in 1976 President Gerald Ford was
persuaded to go on television and tell Americans it was urgent they be
inoculated against swine flu. Congress appropriated $136 million for the
vaccine’s manufacturers. The vaccine paralyzed hundreds of people, at least
25 died, and over a billion dollars in lawsuits resulted. The vaccinations
were halted—and the swine flu itself turned out to be no threat at all. I
strongly recommend watching the old Sixty Minutes segment on the 1976
fiasco, from an era when journalism was more forthright. (At time of
publication, it could be found on YouTube as “The Swine Flu Fraud of
1976, on 60 Minutes,” the LibertyArchives3 channel,
https://www.youtube.com/watch?v=8elE7Ct1jWw.) Sixty Minutes vetted, in
depth, how CDC executives colluded with drug manufacturers, suppressed
research that had foretold the vaccine could cause neurological damage, and
engaged in a disingenuous television marketing campaign, even falsely
claiming endorsements from celebrities like Mary Tyler Moore.

The Sixty Minutes report underscored the cozy relationships CDC
executives have often enjoyed with the pharmaceutical industry. Julie
Gerberding, director of the CDC from 2002 to 2009, now heads Merck’s
vaccine division; in January 2020, she sold over 100,000 shares of Merck
stock valued at $9.1 million.17
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CHAPTER 22

THE STORM OVER
HYDROXYCHLOROQUINE

Now for a ninth reason we don’t need a COVID vaccine. As we saw in
the preceding chapter, even according to the CDC in May, the COVID
survival rate was 99.74 percent. And here’s a way to make the survival rate
even higher: Doctors have had excellent success with the anti-malarial drug
hydroxychloroquine in combination with zinc or Azithromycin. A study of
1,061 COVID-19 patients, published by the eminent French microbiologist
and physician Didier Raoult, found that over 90 percent were cured within
10 days using a combination of hydroxychloroquine and Azithromycin.1

Los Angeles emergency medical physician Dr. Anthony Cardillo spoke
about hydroxychloroquine with Jory Rand of ABC7 Los Angeles:

Cardillo: What we are finding clinically, with our patients, is
that it really only works in conjunction with zinc.
Hydroxychloroquine opens the zinc channel, the zinc goes into
the cell, it then blocks the replication of the cellular machinery.
So it has to be used in conjunction with zinc. We are seeing
some clinical responses in that regard. There are people that
take it regularly for other disease processes. We have to be
cautious and mindful that we don’t prescribe it for patients who
have COVID that are well. It really should be reserved for
people that are really sick in the hospital, or at home, very sick,
that need that medication. Otherwise we’re going to blow
through our supply for the patients who take it regularly for
other disease processes.

Rand: But what you’re saying is you are prescribing it and it is
working for COVID-19 patients?



Cardillo: Every patient I have prescribed it to has been very,
very ill. And within eight to 12 hours, they were basically
symptom-free. And so clinically, I am seeing a resolution that’s
near to what we saw in the French study and other studies
worldwide. But what I am seeing is that people that are taking
it alone, by itself, it’s is not having efficacy.

Rand: That is very interesting news, and hopefully we can get
that worldwide spread.2

Laura Ingraham of Fox News interviewed Dr. Ivette Lozano:

Ingraham: My next guest, Dr. Ivette Lozano, says the state
pharmacy board is requiring her to reveal patients’ medical
diagnoses in order to obtain the drug. Dr. Lozano, you’re in
Texas; isn’t that a violation of privacy that you’re being
questioned as a physician in that manner?

Lozano: Absolutely, and this is what was very alarming to me
— when I wrote a prescription and had the pharmacist call me
and let me know that he could not fill that without me
disclosing the diagnosis of the patient. And so we had a little
scuffle on the phone, and I told him that I couldn’t do that
because of HIPAA laws. And he was insistent that the laws had
been changed, and the pharmacy board had passed a mandate
that that drug could not be dispensed unless it was
accompanied by a diagnosis.

Ingraham: CVS Pharmacy released a statement to the
Ingraham Angle tonight. Here’s what it says: “We balance the
off-label use of certain prescription medications to treat
COVID-19 pneumonia with ongoing needs of patients who are
prescribed these drugs. Our pharmacies make dispensing
decisions to help ensure there’s adequate supply of medication
to meet patient needs while complying with all applicable
regulations.” Well, a dear friend of mine just told me, Dr.



Lozano, that she was called by the pharmacist and was
interrogating her—and this was a CVS pharmacist—
interrogating her over a prescription she wrote for
hydroxychloroquine for one of her patients. And she said
“What are you what are you talking about?” And they were
insistent, and she ultimately finally got it, but not without the—
you know, the hassle; it’s curious given your own experience
with this drug.

Lozano: So it’s been an extremely difficult situation for me in
the last couple of days. Yesterday I wrote five prescriptions for
hydroxychloroquine, and I sent them to a pharmacy that I have
used for the last 20 years, and I actually got a phone call from
the pharmacist, letting me know that she was not going to refill
another prescription for me for hydroxychloroquine. And so I
told her that she couldn’t do that, that these patients were sick,
and that if I wrote the prescription, she needed to fill these. And
she told me that she was not going to fill another prescription
for me, and so I said, “Well, I need your name and I’m going to
call the pharmacy board.” And she said “I have the right to
deny to fill this prescription for you.” And so I asked her, “Are
you out? Do you not have any?” And she told me that she had
100 pills in the pharmacy, and I told her “Let’s just order some
more; you can overnight this medication.”

Ingraham: It like costs nothing.

Lozano: So the prescription costs $13, and I have so many
very, very sick patients in the office, and today was horrible,
because I treated 15 people that needed 15 prescriptions, could
not go there, had to swarm all over Dallas to try and get these
prescriptions.

Ingraham: Dr. Lozano, really quickly, do you find good results
giving hydroxychloroquine to mild to moderate patients? Do
you find good results?



Lozano: I have severe patients in the office. I have patients that
have been diagnosed with pneumonia and been turned away
from clinics. I’ve got patients that have been turned away from
hospitals. I’ve got patients coming in with temperatures of
102.9, white blood cell counts of 17,000, all positive COVID
tests. Their physicians are refusing to give them medication for
fear that they are going to be in trouble with the licensing
board, and the issue we have now is we’ve got pharmacists that
are refusing to fill this medication, and so this is critical now. I
have a huge problem on my hands. I have patients that are
coming in from Austin, Houston, San Antonio—these are not
my patients . . .

Ingraham: This is ridiculous. But just back to the question
really quickly—it’s working in patients that you’ve treated, that
you’ve been able to prescribe it to, correct?

Lozano: Every patient that I treated—serious, moderate—has
had resolution of symptoms within 24 hours, they are improved
within five hours, the fevers are gone within two days. The
lung restriction, which is the most important, resolves within
about four to five hours. You see dramatic improvement. It’s
incredible; I’m surprised myself.

Ingraham: Doctor Lozano, I hope the FDA is watching this.
People’s lives are on the line because of these restrictions, or
these warnings I should say, because it’s trickling down to the
pharmacies and the pharmacies board. You educated a lot of
people with this segment tonight; thank you for explaining it to
us.3

Simone Gold, MD, encountered similar frustrations as Dr. Lozano:

I was actually presented with a definite COVID positive
patient, and I prescribed hydroxychloroquine and zinc. Because
I was very up on the literature on this, and I got severely



reprimanded for it, and I also had received a letter from the
State Board threatening all doctors—I was just one—with
potential investigation into me for unprofessional conduct if I
was to prescribe hydroxychloroquine. This was so shocking to
me; it had never happened where the government told a
physician if they had a right, or not a right to prescribe an
FDA-approved medication, I mean that was just a sui generis
event that that took me by surprise and I thought to myself: if
doctors don’t speak up, we’re really all lost.4

It’s no surprise that pressure has been exerted from high places to
suppress hydroxychloroquine. Not only does this inexpensive medication
threaten Big Pharma’s profits, it discredits any need for a universal COVID
vaccine and all that goes with it.

The Surgisphere scandal appears to have been a product of these
circumstances. In June 2020, Britain’s The Guardian reported:

The World Health Organization and a number of national
governments have changed their COVID-19 policies and
treatments on the basis of flawed data from a little-known US
healthcare analytics company, also calling into question the
integrity of key studies published in some of the world’s most
prestigious medical journals.…

Two of the world’s leading medical journals–the Lancet
and the New England Journal of Medicine–published studies
based on Surgisphere data. The studies were co-authored by the
firm’s chief executive, Sapan Desai. Late on Tuesday, after
being approached by the Guardian, the Lancet released an
“expression of concern” about its published study. The New
England Journal of Medicine has also issued a similar notice.
…

The Guardian’s investigation has found:
• A search of publicly available material suggests several of

Surgisphere’s employees have little or no data or scientific
background. An employee listed as a science editor appears to



be a science fiction author and fantasy artist whose professional
profile suggests writing is her fulltime job. Another employee
listed as a marketing executive is an adult model and events
hostess, who also acts in videos for organisations.

• The company’s LinkedIn page has fewer than 100
followers and last week listed just six employees. This was
changed to three employees as of Wednesday.

• While Surgisphere claims to run one of the largest and
fastest hospital databases in the world, it has almost no online
presence. Its Twitter handle has fewer than 170 followers, with
no posts between October 2017 and March 2020.…

• Desai’s Wikipedia page has been deleted following
questions about Surgisphere and his history, first raised in
2010.

On 22 May the Lancet published a blockbuster peer-
reviewed study which found the antimalarial drug
hydroxychloroquine, which has been promoted by Donald
Trump, was associated with a higher mortality rate in COVID-
19 patients and increased heart problems.…

The Lancet study, which listed Desai as one of the co-
authors, claimed to have analysed Surgisphere data collected
from nearly 96,000 patients with COVID-19, admitted to 671
hospitals from their database of 1,200 hospitals around the
world, who received hydroxychloroquine alone or in
combination with antibiotics. The negative findings made
global news and prompted the WHO to halt the
hydroxychloroquine arm of its global trials. But only days later
Guardian Australia revealed glaring errors in the Australian
data included in the study.…

One of the questions that has most baffled the scientific
community is how Surgisphere, established by Desai in 2008 as
a medical education company that published textbooks, became
the owner of a powerful international database. That database,
despite only being announced by Surgisphere recently, boasts



access to data from 96,000 patients in 1,200 hospitals around
the world.…

Dr. James Todaro, who runs MedicineUncensored, a
website that publishes the results of hydroxychloroquine
studies, said: “Surgisphere came out of nowhere to conduct
perhaps the most influential global study in this pandemic in
the matter of a few weeks.” “It doesn’t make sense,” he said.
“It would require many more researchers than it claims to have
for this expedient and [size] of multinational study to be
possible.”5

Dr. Fauci had known that inexpensive chloroquine is effective since
2005, when Virology Journal—official publication of Fauci’s own National
Institutes of Health—published an article, “Chloroquine is a Potent
Inhibitor of SARS Coronavirus Infection and Spread.”6 (Genetically, the
COVID-19 and SARS viruses are 79 percent similar.7) Rather than
recommend a treatment already known to work—a medication safely
prescribed since the 1940s—Fauci continued to push for a vaccine whose
outcome and side effects are unknown, as well as draconian lockdown
measures.

The President himself Tweeted:

Later the President said he was personally taking hydroxychloroquine
with zinc. His comments triggered a frenzy of media attacks on the drug,
based on politics rather than science. Medical doctors Simone Gold and
Dan Wohlgelernter said in a joint interview:



Gold: I always want to remind people, this is an FDA-
approved drug for 65 years; it’s generic, it’s cheap, it’s widely
available, we give it to pregnant women, we give it to
breastfeeding women, we give it to elderly patients, we give it
to patients who are immune-compromised. Most of those
patients are on it for decades; there was never controversy
about hydroxychloroquine right up until March 20th, 2020. So
I would look at the studies before then; you know, the early
studies before Trump said he kind of liked the drug.… I do find
the data after Trump thought it was possibly helpful is suspect
absolutely . . .

The Lancet study and the New England Journal of
Medicine study both were retracted. I really want to emphasize
that’s a very rare thing for a world-famous journal to do.… the
reason their study was retracted is the data that went into those
studies could not be independently verified. You can draw what
conclusions from that as you will: Was the data even gathered?
Was the data faulty? Was it fabricated? We don’t know, because
we asked the company that provided the data, a company called
Surgisphere, which has been quite secretive to reveal their data
and they have absolutely refused. Because they wouldn’t reveal
their data, those studies had to be retracted by the journals.

Wohlgelernter: Why did this become politicized? The fact is,
President Trump first mentioned hydroxychloroquine and
advocated for its use as a non-physician in mid-March. But we
had data from China and from France well before that in
February, showing a significant beneficial impact of
hydroxychloroquine. Yet you saw physicians, politicians,
journalists saying that hydroxychloroquine is all hype and it’s
all due to the President pushing it. And that’s revisionist
history. The fact is there was a great deal of excitement in the
medical community internationally a month before President
Trump ever mentioned it, because of the data reported from
China and from Dr. Raoult in France.



And it’s sad that people used whatever political animosity they
had toward the President to attack the medication that in fact
had helped many people with coronavirus, and could have
helped many more had it and its reputation not been so sullied
by political accusations and by poorly designed studies.8

In June, despite the Surgisphere scandal and mounting evidence of
hydroxychloroquine’s effectiveness, the FDA announced:

Based on ongoing analysis and emerging scientific data, FDA
has revoked the emergency use authorization (EUA) to use
hydroxychloroquine and chloroquine to treat COVID-19.… We
made this determination based on recent results from a large,
randomized clinical trial in hospitalized patients that found
these medicines showed no benefit for decreasing the
likelihood of death or speeding recovery.… The FDA is aware
of reports of serious heart rhythm problems in patients with
COVID-19 treated with hydroxychloroquine.…9

The World Health Organization quickly followed suit. On June 18, the
Associated Press reported:

The World Health Organization’s top scientist [Soumya
Swaminathan] says it’s now been definitively proven that the
cheap malaria drug hydroxychloroquine—the drug favored by
President Donald Trump—doesn’t work in stopping deaths
among people hospitalized with the new coronavirus.…

The UN health agency announced this week that it is
suspending the hydroxychloroquine arm of its own trial testing
various experimental therapies for COVID-19, referring to
previous results from a large UK trial and a separate analysis of
evidence on the drug.10

The trials Swaminathan referred to were the “Solidarity” and
“Recovery” trials. Marlin Nass, MD, debunked these in her article “WHO



and UK Trials Use Potentially Lethal Hydroxychloroquine Dose—
According to WHO Consultant.” Excerpts:

Last week, I was alerted to the fact that India’s ICMR, its
official medical research agency, had written to the WHO,
telling WHO that the hydroxychloroquine doses being used in
the Solidarity trial were 4 times higher than the doses being
used in India. Then I learned that Singapore had been hesitant
to participate in the WHO trial due to the hydroxychloroquine
dose.

The UK “Recovery” trial was very similar to, but not part
of, the international Solidarity conglomeration of clinical trials.
The Recovery trial ended its HCQ arm on June 4, reporting no
benefit. In-hospital mortality of the 1,542 patients receiving
hydroxychloroquine was 25.7%, or 396 deaths, about 10%
higher than those receiving standard care, a non-significant
difference.

The UK Recovery trial Study Protocol notes it is funded in
part by the Wellcome Trust and the Bill and Melinda Gates
Foundation, and by UK government agencies.… Twitter users
began to notice a dosing problem, with hashtag
#RecoveryGate.…

The doses used in these trials are not recommended for
therapy of any medical condition, which I confirmed with
Goodman and Gilman’s Pharmacology textbook, the drug’s US
label, and the online subscription medical encyclopedia
UptoDate.

To sum up:
1. In the UK Recovery trial, and in WHO Solidarity trials,

HCQ is used in a non-therapeutic, toxic and potentially lethal
dose.

2. HCQ is furthermore being given, in clinical trials, too
late in the disease course to determine its value against
SARSCoV-2.…

The conclusions to be drawn are frightening:



a) WHO and other national health agencies, universities
and charities have conducted large clinical trials that were
designed so hydroxychloroquine would fail to show benefit in
the treatment of Covid-19, perhaps to advantage much more
expensive competitors and vaccines in development, which
have been heavily supported by Solidarity and Recovery trial
sponsors and WHO sponsors.

b) In so doing, these agencies and charities have de facto
conspired to increase the number of deaths in these trials.

c) In so doing, they have conspired to deprive billions of
people from potentially benefiting from a safe and inexpensive
drug, when used properly, during a major pandemic. This
might contribute to prolongation of the pandemic, massive
economic losses and many increased cases and deaths.11

In contrast to the WHO, India’s Hindustan Times reported:

No major side-effects of antimalarial drug
Hydroxychloroquine (HCQ) have been found in studies in
India and its use can be continued in preventive treatment for
COVID-19 under strict medical supervision, the Indian Council
of Medical Research (ICMR) said on Tuesday. The ICMR’s
statement came against the backdrop of the World Health
Organization (WHO) temporarily suspending the testing of the
drug as a potential treatment for COVID-19 over safety
concerns.…

The ICMR in its revised advisory on May 22 recommended
use of the HCQ as a preventive medication for COVID-19 for
asymptomatic healthcare workers in non-COVID hospitals and
frontline staff on surveillance duty in containment zones and
paramilitary/police personnel involved in coronavirus related
activities.

Besides, the drug was also recommended for all
asymptomatic healthcare workers involved in containment and
treatment of COVID-19 and household contacts of laboratory-



confirmed cases.… Another investigation from three central
government hospitals here indicates that amongst healthcare
workers involved in COVID-19 care, those on HCQ
prophylaxis were less likely to develop SARS-CoV-2 infection,
compared to those who were not on it.12

In June, Gateway Pundit reported:

The Association of American Physicians and Surgeons
(https://aapsonline.org) filed a lawsuit [on June 2] against the
Department of Health and Human Services and the FDA for
“irrational interference” by the FDA with timely access to
hydroxychloroquine. Never in history have we seen such a
determined effort by the scientific community and
pharmaceutical industry to downplay and lie about the use of a
successful drug to treat a deadly disease.

Hydroxychloroquine is the first choice in a study of 6,000
doctors treating the coronavirus. In the field and in independent
testing hydroxychloroquine displayed amazing results in
treating the COVID-19 virus. But there was great pushback
against hydroxychloroquine for two reasons. The first reason
was because it was safe and very inexpensive. The second
reason is because Donald Trump promoted its use.13

http://https//aapsonline.org


An unpleasant truth is that neither the FDA nor the WHO operate
simply for the public good. Like the CDC, FDA officials enjoy “revolving
door” relationship with Big Pharma. As Regulatory Focus noted in 2018:

It’s well known that leaving the US Food and Drug
Administration (FDA) for industry can bring a major salary
bump, so it should come as no surprise that the number of FDA
employees making the leap in 2018 continues to increase.

Biotech company Moderna announced Wednesday that
Wellington Sun, former director of the Division of Vaccines
and Related Product Applications at FDA’s Center for
Biologics Evaluation and Research, will be their new head of
vaccine strategy and regulatory affairs.



Last month, Patrick Frey, chief of staff at FDA’s Office of
New Drugs (OND), left to join Amgen as director of global
regulatory policy.

And former OND director John Jenkins was appointed in
June to the board of directors of Corbus Pharmaceuticals. Also
in June, Elaine Morefield, former deputy office director for
review and administration at FDA, was appointed director of
product quality at Aclaris Therapeutics, while Gerald Masoudi,
former FDA chief counsel, was appointed chief legal officer at
Juul Labs.

That news follows the departure of Gayarti Rao, former
director of FDA’s Office of Orphan Products Development,
who moved over to Rocket Pharmaceuticals in May.

Meanwhile, 20-year FDA veteran Badrul Chowdhury, most
recently director of the Center for Drug Evaluation and
Research’s (CDER) Division of Pulmonary, Allergy and
Rheumatology Products, took a job in April as senior vice
president at AstraZeneca.

Sarah Pope Miksinski, former director of the Office of New
Drug Products in FDA’s Office of Pharmaceutical Quality, left
the agency in February, also for AstraZeneca. And in July
2017, Geoffrey Kim, former director of FDA’s Division of
Oncology Products, moved to AstraZeneca to become its VP of
oncology and head of oncology strategic combinations.

Jean-Marc Guettier, former director of FDA’s Division of
Metabolism and Endocrinology Products, left FDA in
December 2017 for Sanofi, while Niraj Mehta, former associate
director for global regulatory policy at FDA moved over to
Merck as a director in March 2018.…14

And after Trump pulled U.S. funding of the World Health Organization,
its largest financial backer became the vaccine-centric Bill and Melinda
Gates Foundation.
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CHAPTER 23

DEEP STATE GOAL #2:
GLOBAL DIGITAL ID

In the future, in order to travel, shop and work, you will probably
require proof of vaccination. CNN’s Alisyn Camerota asked Dr. Fauci,
“Can you Imagine a time where Americans carry certificates of immunity?”
He responded: “That’s possible. It’s one of those things that we talk about
when we want to make sure we know who the vulnerable people are and
not. This is something that’s being discussed. I think it might actually have
some merit under certain circumstances.”1

Although many people envision this as a paper certificate, Bill Gates
wants it digital. He has stated: “Eventually we will have some digital
certificates to show who has recovered or been tested recently or when we
have a vaccine who has received it.” Screen shot:

How does one create a “digital” certificate? According to Rice
University, this would amount to a “quantum-dot tattoo.”

Kevin McHugh, an assistant professor of bioengineering at
Rice since this summer, and a team at his previous institution,
the Massachusetts Institute of Technology, report in a cover
story in Science Translational Medicine on their development
of quantum-dot tags that fluoresce with information after
they’re injected as part of a vaccination.



The tags are incorporated in only some of the array of
sugar-based microneedles on a patch. When the needles
dissolve in about two minutes, they deliver the vaccine and
leave the pattern of tags just under the skin, where they become
something like a bar-code tattoo.

Instead of ink, this highly specific medical record consists
of copper-based quantum dots embedded in biocompatible,
micron-scale capsules. Their near-infrared dye is invisible, but
the pattern they set can be read and interpreted by a customized
smartphone.…

“The Bill and Melinda Gates Foundation came to us and
said, ‘Hey, we have a real problem—knowing who’s
vaccinated,’” said McHugh, who was recruited to join Rice
with funding from the Cancer Prevention and Research
Institute of Texas. “They said, ‘We go on vaccination
campaigns where people get into Hummers, drive to a rural
village, set up a tent and start immunizing people, but they
don’t always know who’s been immunized before and what
vaccines are still needed.’”2

Bill Gates has long been interested in implantable human devices.
James Corbett reports:

In 2014 it was announced that Microchips Biotech, Inc., a
company in Lexington, Massachusetts, had developed a new
form of birth control: “a wireless implant that can be turned on
and off with a remote control and that is designed to last up to
16 years.” According to MIT Technology Review, the idea
originated when Bill Gates visited Robert Langer’s MIT lab in
2012 and asked him if it would be possible to create an
implantable birth control device that could be turned on or off
remotely. Langer referred Gates to the controlled release
microchip technology he had invented and licensed to
MicroCHIPS Biotechnology, and the Gates Foundation granted
$20 million to the firm to develop the implants.3



Add to this the ID2020 Alliance, which seeks to make digital IDs a
global phenomenon. Its home page displays the Microsoft logo, along with
the logo of Gavi—the Vaccine Alliance that partners vaccine manufacturers
with the World Health Organization and World Bank, and which has
received more than $4 billion from the Gates Foundation.4 In September
2019 Biometric Update reported:

The ID2020 Alliance has launched a new digital identity
program at its annual summit in New York, in collaboration
with the Government of Bangladesh, vaccine alliance Gavi,
and new partners in government, academia, and humanitarian
relief.… Digital identity is a computerized record of who a
person is, stored in a registry. It is used, in this case, to keep
track of who has received vaccination.… “Digital ID is being
defined and implemented today, and we recognize the
importance of swift action to close the identity gap,” comments
ID2020 Executive Director Dakota Gruener.5

Gates stated in a speech at the Financial Inclusion Forum in 2015:

Every country really needs to look through these KYC—
know your customer—rules to make sure that customers are
able to prove who they are. But of course in many countries
you don’t have any type of ID system. And the lack of an ID
system is a problem, not just for the payment system, but also
for voting and health and education and taxation. And so it’s a
wonderful thing to go in and create a broad identification
system.

Again, India is a very interesting example of this, where the
Aadhaar system, which is a 12-digit identifier that’s correlated
to biometric measures, is becoming pervasive throughout the
country and will be the foundation for how we bring this
lowcost switch to every mobile phone user in India. The same
type of thing is happening now in Pakistan, and there’s early
beginnings of creating these ID programs in Africa as well.



We expect to be able to use the IDs so that when you show
up for any government service—say, you walk into a primary
health clinic—we’ll be able to take that bio ID very quickly
and bring up your electronic health record. Even if you’ve
moved from one part of the country to the other, you will be
well tracked and well served without nearly as much
paperwork or waiting. And so the ID system is foundational.6

Obviously, Bill Gates does not see digital ID as merely a tool for
recording vaccinations.

In the UK, it was no surprise when Tony Blair, perennial spokesman for
the British Establishment, added his voice to the call for a global ID. The
Daily Mail reported:

People will need a new form of “digital ID” so they can
prove their “disease status” as the world moves out of
lockdown, Tony Blair has said. The former Prime Minister said
that only if people can show easily whether they are clear of
coronavirus will industries like international travel be able to
restart. Speaking at the virtual CogX technology conference,
Mr. Blair said that such a system would operate alongside track
and trace programmes as the economy reopens.…

Mr. Blair had previously urged the Government to set up a
mass testing programme which would see the bulk of the UK
population checked for coronavirus, saying it is the only way to
prevent a second outbreak.…

“It is a natural evolution of the way that we are going to use
technology in any event to transact daily life and this COVID
crisis gives an additional reason for doing that.… There has
always been a good case for introducing some form of digital
ID, but I think that case is even more powerful today.”7

In July 2020, Mint Press News reported how digital ID, vaccination
records and payment processing are being integrated into a single system,
using Africa as a testing ground:



A biometric digital identity platform that “evolves just as
you evolve” is set to be introduced in “low-income, remote
communities” in West Africa thanks to a public-private
partnership between the Bill Gates-backed GAVI vaccine
alliance, Mastercard and the AI-powered “identity
authentication” company, Trust Stamp.

The program, which was first launched in late 2018, will
see Trust Stamp’s digital identity platform integrated into the
GAVI-Mastercard “Wellness Pass,” a digital vaccination record
and identity system that is also linked to Mastercard’s click-to-
play system that [is] powered by its AI and machine learning
technology called NuData. Mastercard, in addition to
professing its commitment to promoting “centralized record
keeping of childhood immunization” also describes itself as a
leader toward a “World Beyond Cash,” and its partnership with
GAVI marks a novel approach towards linking a biometric
digital identity system, vaccination records, and a payment
system into a single cohesive platform. The effort, since its
launch nearly two years ago, has been funded via $3.8 million
in GAVI donor funds in addition to a matched donation of the
same amount by the Bill and Melinda Gates Foundation.

In early June, GAVI reported that Mastercard’s Wellness
Pass program would be adapted in response to the coronavirus
(COVID-19) pandemic. Around a month later, Mastercard
announced that Trust Stamp’s biometric identity platform
would be integrated into Wellness Pass as Trust Stamp’s system
is capable of providing biometric identity in areas of the world
lacking internet access or cellular connectivity and also does
not require knowledge of an individual’s legal name or identity
to function. The Wellness Program involving GAVI,
Mastercard, and Trust Stamp will soon be launched in West
Africa and will be coupled with a Covid-19 vaccination
program once a vaccine becomes available.8

NOTES



1. “Dr. Fauci: Antibody Tests Are Coming Soon,” CNN, April 10,
https://edition.cnn.com/videos/health/2020/04/10/dr-anthony-fauci-coronavirus-full-
interview-newday-vpx.cnn.

2. Mike Williams, “Quantum-dot Tattoos Hold Vaccination Record,” December 19,
2019, Rice Department of Bioengineering, https://news.rice.edu/2019/12/18/quantum-
dot-tattoos-hold-vaccination-record/.

3. James Corbett, “Who Is Bill Gates?” The Corbett Report, May 1, 2020,
https://www.corbettreport.com/gates/.

4. Ibid.

5. Chris Burt, “ID2020 and Partners Launch Program to Provide Digital ID With
Vaccines,” Biometric Update, September 20, 2019,
https://www.biometricupdate.com/201909/id2020-and-partners-launch-program-to-
provide-digital-id-with-vaccines.

6. Video clip and transcript at James Corbett, “Who Is Bill Gates?” The Corbett
Report, May 1, 2020, https://www.corbettreport.com/gates/.

7. Harry Howard, “Tony Blair Calls for New ‘Digital ID’ So People Can Prove Their
Coronavirus ‘Disease Status’ Alongside Test and Trace Programmes as World Eases
Out of Lockdown,” Daily Mail, June 9, 2020,
https://www.dailymail.co.uk/news/article-8403369/Tony-Blair-calls-new-digital-ID-
people-prove-coronavirus-disease-status.html?ito=amp_twitter_share-top.

8. Raul Diego, “Africa to Become Testing Ground for ‘Trust Stamp’ Vaccine Record
and Payment System,” Mint Press News, July 10, 2020,
https://www.mintpressnews.com/africa-trust-stamp-covid-19-vaccine-record-payment-
system/269346/.

https://edition.cnn.com/videos/health/2020/04/10/dr-anthony-fauci-coronavirus-full-interview-newday-vpx.cnn
https://news.rice.edu/2019/12/18/quantum-dot-tattoos-hold-vaccination-record/
https://www.corbettreport.com/gates/
https://www.biometricupdate.com/201909/id2020-and-partners-launch-program-to-provide-digital-id-with-vaccines
https://www.corbettreport.com/gates/
https://www.dailymail.co.uk/news/article-8403369/Tony-Blair-calls-new-digital-ID-people-prove-coronavirus-disease-status.html?ito=amp_twitter_share-top
https://www.mintpressnews.com/africa-trust-stamp-covid-19-vaccine-record-payment-system/269346/


CHAPTER 24

DEEP STATE GOAL #3:
CASHLESS SOCIETY

We’ve obviously been heading into a cashless society for some time,
with electronic transactions—credit cards and debit cards—increasingly
replacing money. China—which many view as a prototype for a
technocratic totalitarian world government— is virtually cashless now.1
Even street beggars there take digital handouts in lieu of cash.

James Corbett notes:

In 2012, the Bill and Melinda Gates Foundation helped found
the “Better Than Cash Alliance,” which brings together
governments, international organizations and the private sector
“to accelerate the transition from cash to digital payments
globally.”2

The coronavirus crisis has accelerated the drive for a cashless planet.
The online journal Euromoney noted in its article “Cashless after COVID-
19?”:

When the World Health Organization released a statement on
March 9 recommending that people turn to cashless
transactions to fight the spread of COVID-19, a number of
governments and retailers across the world took action.…
Some retailers have banned the use of cash in their stores to
keep employees and customers safe, opting for contactless
payments instead.… This could be the push needed for some
countries to become truly cashless.3

Money is considered “dirty.” After all, it could carry that invisible
bogeyman, the COVID-19 virus. It’s not difficult to see where this could



lead. If a digital tattoo could store your vaccine information, a small
upgrade would enable it to store your financial information. As we saw at
the end of the last chapter, a system that integrates digital identity, vaccine
records and payments processing is already being tested in Africa.

Most of us, at some time, have known that unpleasant feeling of
swiping a credit card that doesn’t work. What happens when our digital
tattoo won’t let us buy food, gasoline, or a bus ticket, because we aren’t up
to date on vaccines, or have in some other way become unacceptable to the
government? This is truly the realm of 1984 and Brave New World, and I
think it appropriate to now quote the Book of Revelation, 13:16-17:

And the second beast required all people small and great, rich
and poor, free and slave, to receive a mark on their right hand
or on their forehead, so that no one could buy or sell unless he
had the mark.

Revelation tells us that the Antichrist will rule the planet. To govern the
world requires a world government. This too has been a Deep State
objective for many decades, as I documented in my 1988 book The
Shadows of Power. So it was no surprise to read this in the March 26, 2020
Guardian:

Gordon Brown has urged world leaders to create a
temporary form of global government to tackle the twin
medical and economic crises caused by the COVID-19
pandemic. The former Labour prime minister, who was at the
centre of the international efforts to tackle the impact of the
near-meltdown of the banks in 2008, said there was a need for
a taskforce involving world leaders, health experts and the
heads of the international organisations that would have
executive powers to coordinate the response.…

“This is not something that can be dealt with in one
country,” he said. “There has to be a coordinated global
response.” …Brown said his proposed global taskforce would
fight the crisis on two fronts. There would need to be a



coordinated effort to find a vaccine, and to organise production,
purchasing and prevent profiteering.4

World government has long been equated with a one-world currency. In
1944, Federal Reserve Board Chairman Martin Eccles said: “An
international currency is synonymous with international government.”5 Just
as the European Union has been a regional stepping stone toward a one-
world government, so is its “euro” a stepping stone toward a world
currency. Looking further back, at the end of World War II, the
establishment of the United Nations (incipient world government)
coincided with establishment, at the Bretton Woods Conference, of the
World Bank and IMF (world financial system). At Bretton Woods, John
Maynard Keynes proposed a world currency called bancor, but the plan
was then considered too radical to gain international acceptance. However,
we may now be on the threshold of world currency, but in a form we didn’t
foresee back then—digital.

This appears to correlate with what Deep State oligarchs are calling “the
Great Economic Reset,” whose pretext is the economic distress caused by
the global COVID lockdown. Brandon Smith summarized the situation well
writing for Alt Market:

For those not familiar with the phrase “global economic
reset,” it is one that has been used ever increasingly by elitists
in the central banking world for several years. I first heard it
referenced by Christine Lagarde, the head of the IMF at the
time, in 2014. The reset is often mentioned in the same breath
as ideas like “the New Multilateralism” or “the Multipolar
World Order” or “the New World Order.” All of these phrases
mean essentially the same thing.…

Many alternative economists often wrongly attribute the
Fed’s habit of making things worse to “hubris” or “ignorance.”
They think the Fed actually wants to save the financial system
or “protect the golden goose,” but this is not reality. The truth
is, the Fed is not a bumbling maintenance man, the Fed is a
saboteur, a suicide bomber that is willing to destroy even itself



as an institution in order to explode the US economy and clear
the path for a new globally centralized one world system.
Hence, the “Global Reset”.…

Now in 2020 we see the globalist plan coming to fruition,
with the elites revealing what appears to be their intent to
launch their reset in 2021. The World Economic Forum
officially announced the Great Reset initiative as part of their
COVID Action Platform last week, and a summit is scheduled
in January 2021 to discuss their plans more openly with the
world and the mainstream media.

The WEF also posted a rather bizarre video on the Reset,
which consists of a series of images of the world falling apart
(and images of factories releasing harmless carbon emission
into the air, which I suppose is meant to scare us with notions
of global warming). The destruction is then “reset” at the push
of a button, with everything reversing back to a pristine human-
less world of nature and the words “Join Us”.…

The goal is rather obvious—Terrify the population with
poverty, internal conflicts and a broken supply chain until they
lobby the establishment for help. Then, offer the “solution” of
medical tyranny, immunity passports, martial law, a global
economic system based on a cashless digital society in which
privacy in trade is erased, and then slowly but surely form a
faceless “multilateral” global government which answers to no
one and does whatever it pleases.

I remember back in 2014 when Christine Lagarde first
began talking about the reset. That same year she also made a
very strange speech to the National Press Club in which she
started rambling gleefully about numerology and the “magic
number 7”. Many within the club laughed, as there was
apparently an inside joke that the rest of us were not privy to.
Well, I would point out that the World Economic Forum
meeting on the global reset in 2021 will be held exactly 7 years
after Lagarde gave that speech. Just another interesting
coincidence I suppose…6
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CHAPTER 25

CONTACT TRACING/ 
SURVEILLANCE STATE

With the arrival of COVID-19, the Rockefeller Foundation swiftly and
arbitrarily assigned itself a leadership role. It issued a 29-page National
COVID-19 Testing Action Plan. The foreword reads:

Testing is our way out of this crisis. Instead of ricocheting
between an unsustainable shutdown and a dangerous, uncertain
return to normalcy, the United States must mount a sustainable
strategy with better tests and contact tracing, and stay the
course for as long as it takes to develop a vaccine or cure. Any
plan to do so must win the faith of private and public sector
leaders across the country, and of individual Americans that
they and their loved ones will be safer when we begin to return
to daily life.

The Rockefeller Foundation exists to meet moments like
this. In the past two weeks we have brought together experts
and leaders from science, industry, academia, public policy, and
government—across sectors and political ideologies—to create
a clear, pragmatic, data-driven, actionable plan to beat back
COVID-19 and get Americans back to work more safely.

Our National COVID-19 Testing Action Plan lays out the
precise steps necessary to enact robust testing, tracing, and
coordination to more safely reopen our economy—starting with
a dramatic expansion of testing from 1 million tests per week to
initially 3 million per week and then 30 million per week,
backed by an Emergency Network for COVID-19 Testing to
coordinate and underwrite the testing market, a public-private
testing technology accelerator, and a national initiative to



rapidly expand and optimize the use of U.S., university, and
local lab capacity.1

At the time of publication, the U.S. House of Representatives was
considering the strangely numbered bill, H.R. 6666 “COVID-19 Testing,
Reaching, and Contacting Everyone (TRACE) Act.” It would delegate $100
billion “to conduct diagnostic testing for COVID–19, to trace and monitor
the contacts of infected individuals, and to support the quarantine of such
contacts” as well as unspecified “other purposes.” Civil libertarians have
noted that the bill is fraught with potential to abuse Americans’ freedoms.
And as we have seen in Chapter 15, details of this bill, including who
would get lucrative contracts, were worked out between Gates Foundation
representatives and Congressman Bobby Rush before the COVID outbreak
even began.2

And as National File reported in June 2020:

Some Republicans are voicing concern after Texas state
health officials granted a $295 million Coronavirus Contact
Tracing deal to MTX Group.… It turns out the firm is a partner
of Google, National File has learned. MTX Group got the
contract without conservative Republican Lieutenant Governor
Dan Patrick being “in the loop” to the decision process, and
Patrick is just one of numerous policymakers questioning the
company’s deal with the state, which authorizes MTX to serve
as virus investigators charting people’s contacts and
relationships.…

Department of Health and Human Services (HHS) and
Centers For Disease Control and Prevention (CDC) policy
confirms that “Contact Tracing” data may be sent to the World
Health Organization (WHO) and to law enforcement
authorities “to place someone under quarantine or isolation.”
The Contact Tracing records, stored at the CDC and elsewhere,
can also be sent to the Department of Justice, State
Department, Department of Homeland Security, congressional



offices, and to various medical and legal departments and
contractors.

Meanwhile, Americans are fearing the political
implications of contact tracing, considering that Chelsea
Clinton is on the board of trustees of one official contact
tracing group [Partners in Health] that has accepted large sums
of money from Bill Gates and George Soros organizations.…3

Even Israeli intelligence is penetrating America’s contract tracing
apparatus. As Whitney Webb reports:

A company tied to Israel’s military signal intelligence unit,
Unit 8200 [the “Israeli NSA”], has recently partnered with the
state of Rhode Island to use an artificial intelligence-based
system developed in tandem with the Israel Defense Forces
(IDF) to profile Americans potentially infected and/or “at risk”
of being infected with coronavirus, then informing government
authorities of their “risk profile.” Once flagged, state health
officials can target those individuals as well as their
communities for mandatory testing, treatment and/or more
restrictive lockdown measures.

The firm, Israel-based Diagnostic Robotics, is poised to
announce a series of new such partnerships with several other
U.S. states as well as major U.S. hospital systems and
healthcare providers in the coming weeks, according to a
company spokesperson. The first of these announcements came
on June 30 regarding the firm’s new partnership with Mayo
Clinic, which will soon implement the Diagnostic Robotics’
“artificial intelligence platform that predicts patients’
hospitalization risk.” They have also been in discussions with
Vice President Mike Pence about the platform’s
implementation nationwide since April.…

Diagnostic Robotics’ efforts to predict and monitor entire
populations with AI is a potent tool that can be used for many
purposes that have little to do with public health. Much like



“contact tracing” software that was first justified by the
pandemic has subsequently been used to target and track
protesters, Diagnostic Robotics’ predictive analytics and
“hotspot” maps can be used for the same ends. Given the track
record of the national security states of both the U.S. and Israel,
such “unofficial” uses of these “digital solutions” to the
pandemic are not just speculative, they are guaranteed.4

The millions of Americans now out of work have created a massive idle
labor force that can be tapped to become “contact tracers.” In its article
“Lost Your Job? Consider Becoming a ‘Contact Tracer,’” CBS News
reports: “Experts estimate that between 100,000 and 300,000 contact tracers
—who can earn up to $65,000 per year—will be needed nationwide based
on state populations and projected COVID-19 infection rates.”5

A California woman, who became certified as a contact tracer, put
together a 22-minute video exposing what contact tracing does,
documenting her observations with state documents. Excerpts:

Once you get a test that is positive, it goes to a tracer, and
that tracer is going to do some research on you, find out a little
bit about you and give you a call. Now they’re going to tell you
that you tested positive, and that you need to be isolated for a
minimum of 10 days on the onset. And it has to be no fever for
three days, so if you’re on day nine but you still have the fever
you need to add another three days until your fever is cleared.
And by isolation I mean total isolation—this is nobody near
you. Even your dog can’t be there, so you can see here
[displays document] that specifically with a person that is
symptomatic, they should maintain separation from household
animals, as they would any other household members, and
avoid direct contact with any of your pets. So you cannot
contact your pets, people, anybody in your family.… You could
have to go into a hotel room if you have no way of not sharing
a bathroom or any space—they will check that out, so you’ll
have to show video evidence if the conference is done via



teleconference, walk them around your house, let them know
that you have space to be isolated.

Now the next is quarantine. Quarantine means I am healthy,
I have no symptoms, I have not contracted the disease, but
maybe for 14 days they’re going to check to make sure that I
haven’t. So that means again that I cannot leave my house, and
as a contact tracer I’m supposed to set you up with social
services, so if you have kids and you have no one to care for
them, we’ll take your kids, we’ll take care of that. If you have
groceries, we’ll do groceries, but you literally cannot be in
contact with anybody and you cannot leave your house even if
you’re healthy. You are still quarantined, not to be leaving the
house. Unfortunately, you could be totally healthy, get out of
quarantine, and guess what?—be at a restaurant, someone else
in the vicinity has it? Be quarantined again.…

I’m going to ask you who did you come in contact with?
And if you tell me “I don’t know,” I’m going to tell you to look
at your phone and we can do it together, and look at your social
media, and we’ll figure out where you have been. And you
need to make sure you know your movies, flight numbers, and
anything with large venues. Now some of the places, what
they’ve already instituted now, you have to put your contact
information when you go to a restaurant, you go to a hair salon,
any of those things, because that way they can track you. You
would say I went to this movie, or I went to this restaurant,
everybody who’s at that restaurant will be contacted then by
the contact tracer. So let’s say unfortunately I got it, well guess
what? My family would have to be quarantined, and not just
for the 10 days, they have to be quarantined for 14 days.…

Let’s say I was on a train; we were all sitting in the same
cabin because I was getting to work, and there were 10, 15
people on that train—all of them would need to be quarantined.
I had gone to work, everybody at work would need to be
quarantined. I went to a restaurant after work—all of them need
to be quarantined. Can you see how a disease, when it is



already widely spread, this doesn’t make sense to quarantine
the population, in terms of you could get quarantined again and
again and again? Even though you’re healthy and never sick,
you will not be allowed to leave your house.

Now you’ve been hearing that this all is “voluntary,” you’ll
hear it throughout the speeches, I’ve listened to a lot of
governors; I’ll put on the Washington governor really quickly
so you can hear him, but let me show you, before I do that, a
couple of the documents that are out there, this is right on his
website.6

Screenshot from video:

The situation abroad is similar. Britain’s Guardian reports:

The Government launched its NHS Test and Trace programme
at the end of May. It sees anyone with symptoms told to self-
isolate and get checked. If they test positive their close contacts
are then also told to self-isolate even if they do not have any
symptoms.7

Smartphones, of course, already have GPS that can enable governments
to track people’s exact whereabouts. Now contact tracing apps are being
integrated into them. ZDnet noted in May:

Apple on Wednesday released iOS 13.5 and iPadOS 13.5. The
update includes bug fixes, improvements, and .… Apple also
included a new COVID Exposure Notification feature in iOS
13.5 on the iPhone. The feature is part of Apple and Google’s
previously announced partnership that enables a contact tracing



API for health officials to build apps and use to fight the spread
of COVID-19.8

Knowing the level of corruption within governments, it is not hard to
envision politicians coopting contact tracing to target enemies and
“politically incorrect” individuals for quarantines. Given COVID’s broad
dissemination, and the large number of people who are symptom-free but
test positive, it would be easy enough to find an instance where a targeted
individual had been in the vicinity of someone “COVID positive” and order
them into personal lockdown.
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PART FIVE

WHAT MAY LIE AHEAD



CHAPTER 26

POSSIBLE SCENARIOS

Trying to forecast the future is always dangerous. The more specific the
prediction, the more likely to be wrong. I personally don’t know anyone in
alternative media who, in 2019, foresaw a lockdown coming in 2020 based
on a pandemic.

Another development that blindsided us in 2020 were the devastating
riots that erupted after the George Floyd “I can’t breathe” incident of May
25. I’d like to briefly address this, because it didn’t seem to have occurred
in total isolation from COVID-19:

• Alternative media had been mounting devastating challenges to the
mainstream depiction of COVID-19. On May 22—just three days before
the Floyd incident—the CDC reduced its COVID death rate estimate to
only 0.26 percent. It was clear that the increasingly discredited “panic”
narrative could no longer be sustained. With its back to the wall, the media
greatly benefitted from a new event that diverted public attention from its
claims’ glaring fallacies, which this book has addressed in earlier chapters.

• The Floyd incident became a hot topic only because mainstream media
elected to hype it, above countless other murders and examples of police
injustice.

• The incident occurred right after numerous states began easing
lockdowns. The unrestrained looting and arson by Antifa and BLM
destroyed innumerable small businesses who already had only a glimmer of
hope for recovery. It thus extended and amplified the lockdown’s economic
devastation.

Many questions about the incident itself were ignored by mainstream
media:

• Timothy D. Japhet, an attorney in Corpus Christ, Texas, explained on
Facebook that he had been George Floyd’s court-appointed attorney in
Texas starting in 2016, and that Floyd had died in 2017. Japhet is definitely



listed as an attorney in Corpus Christi; why would he invent such a story,
which would be easy to debunk? If true, this meant the man in the iconic
Floyd videos was someone else.

• A Ford Mercury pulled up behind Floyd’s car and started filming
before he was actually arrested. Perhaps it happened that way, but most
people wouldn’t start filming before anything of real interest occurred.

• Derek Chauvin—the much-photographed police officer—had worked
security at the same Minneapolis club as Floyd, according to Maya
Santamaria, owner of the El Nuevo Rodeo, though she was uncertain if they
knew each other.1

• Chauvin kept his knee on Floyd’s neck for almost nine minutes, even
after he went unconscious, thus requiring no possible need for restraint.
Chauvin didn’t seem to mind being photographed in a highly visible and
incriminating posture.

• The public was given fragmentary clips gathered from smartphones,
security cameras, and police body cams, often with sound and images
redacted. It was unclear if Floyd had at some point resisted arrest. And
when the park police (a separate police unit) stopped at the scene, Floyd’s
arresting officer handed them a written note. This was unusual and never
explained. Did the note possibly say “We are in the middle of an exercise”?

Some suspect the incident was orchestrated. Others believe it unfolded
naturally, and was then chosen as the most provocative pretext available for
the riots which followed. The aftermath certainly was orchestrated. In
several cities, palettes of bricks awaited protestors, in locations where no
nearby construction was scheduled.2 The massive looting and destruction,
the “Defund the Police” campaign, the pledging of $1.7 billion to Black
Lives Matter by U.S. corporations,3 the removal of historic statues—and
even paintings from the Capitol building—and the exacerbation of racial
tensions toward a “divide and conquer” race war, all pointed to a
phenomenon that was not “spontaneous” or “grass roots.” Given the
revelation in 2016 by DCLeaks.com that George Soros’s Open Society
Foundations had donated $650,000 to BLM,4 I am reminded of what Jerry
Kirk, one-time member of SDS and the Communist Party, said in his
testimony before the House and Senate Internal Security Panels in 1969:



Young people have no conception of the conspiracy strategy of
pressure from above and pressure from below.… They have no
idea that they are playing into the hands of the Establishment
they claim to hate. The radicals think they are fighting the
forces of the super rich, like Rockefeller and Ford, and they
don’t realize that it is precisely such forces which are behind
their own revolution, financing it, and using it for their own
purposes.5

This book is being published in August 2020. Who knows what
surprises lie ahead for 2021, or the rest of 2020? There has been speculation
about tensions with China or Iran leading to war, and about weather events
—natural or engineered. I’d be remiss if I failed to mention—or tried to
predict—the 2020 elections, but it is probably not coincidental that so much
happened during an election year. Neither party’s nominating conventions
had occurred yet as I write this. There is talk of mail-in voting in November
—which would be rife with opportunities for fraud—and even of the
election itself being postponed. Joe Biden does not appear mentally
coherent, so if he won, would probably be soon forced to retire for health
reasons. This means his candidacy would really be about his Vice
Presidential running mate, who would replace him in the Oval Office. If the
Democrats swept both houses of Congress along with the Presidency, it
could generate a “Big Government” (socialist) state with hardcore
lockdown and gun control measures. However, such would meet inevitable
resistance from the people. Possibly the Deep State would prefer Trump
remain in office, as his approval of a mandatory vaccine would discourage
opposition from his followers, the “Deplorables.”

We can’t predict the future with any certainty, but a few developments
seem likely.

For one, it is not possible for governments, federal or state, to sustain
the lockdown, with tens of millions of workers on unemployment checks,
indefinitely. With governments cut from their main revenue source—taxes
on wages—economic decline seems inevitable, and collapse possible. And
collapse could induce the economic reset and cashless society discussed in
Chapter 24.



Another possibility is food shortages. Forbes, which no one would
accuse of alarmism, notes:

Food and agriculture is not immune to this impact and
we’ve seen a destabilization of our food system during this
pandemic. And this destabilization has infiltrated all aspects of
the food chain including farmers, processors, distributors,
wholesalers and retailers.

On the one hand, it seems a bit odd to think food would be
impacted by COVID-19 given the need to feed the world
during the pandemic. However, not all aspects of the
agricultural economy are on equal footing. For example, large
meat producers have had to temporarily shut down plants as
many workers have contracted the virus and contract labor that
is critical for crop harvesting has voiced concerns about
contracting the virus. This in turn has created labor shortages
for growers, processors and retailers. Accordingly, even though
demand for food remains high as is apparent from the long
lines at your local grocery store, the supply chain to support the
demand is in a fragile state.…

Smithfield Foods, one of the largest food processors of pork
products, became the latest company to announce a shutdown
due to the spread of coronavirus among more than 200 of its
employees.6

Some believe food shortages could reach famine level. The Guardian
reported in April 2020:

The world is facing widespread famine “of biblical
proportions” because of the coronavirus pandemic, the chief of
the UN’s food relief agency has warned, with a short time to
act before hundreds of millions starve.

More than 30 countries in the developing world could
experience widespread famine, and in 10 of those countries
there are already more than 1 million people on the brink of



starvation, said David Beasley, executive director of the World
Food Programme.

“We are not talking about people going to bed hungry,” he
told the Guardian in an interview. “We are talking about
extreme conditions, emergency status—people literally
marching to the brink of starvation. If we don’t get food to
people, people will die.”

“This is truly more than just a pandemic—it is creating a
hunger pandemic,” said Beasley.”7

Will food shortages reach catastrophic famine, or remain more
moderate, as Forbes envisions? That might depend on how much
“Pandemic Two” impacted the food supply. It’s worth recalling that,
historically, politicians have used hunger as a tool of control—as when
Soviet dictator Joseph Stalin inflicted the horrific Holodomor on Ukraine in
1932-33.

No one could be faulted for keeping an emergency supply of food on
hand.

One development that seems highly likely: a COVID vaccine. The
White House’s “Operation Warp Speed” project; the production of hundreds
of millions of syringes; AstraZeneca’s manufacture of millions of vaccine
doses without even waiting for clinical trial results; the suppression of
hydroxychloroquine; the mainstream media’s panic headlines; and of course
Bill Gates’s pronouncements that we won’t return to normal without a
global vaccine—all these forecast that the Deep State does intend having a
COVID vaccine administered.

At the time of this book’s publication, there was no justifiable pretext
for a compulsory vaccine; as we’ve already seen in Chapter 21—the low
death rate acknowledged by the CDC, the disease’s declining incidence in
various countries, etc. Logically, then, something unforeseen and
catastrophic would be needed to frighten the public into accepting
mandatory vaccination. Bill Gates may have given us a clue in his April
2020 conversation with Stephen Colbert:



Colbert: Well, Bill, since you tried to warn us about this
pandemic and we didn’t listen, what’s the next thing you’re
warning us about that’s going to happen five years from now
that we’re not listening to at the present?

Gates: Well, the idea of a bioterrorist attack is kind of the
nightmare scenario, because it would be a pathogen with a high
death rate. The good news is most of the work we’re going to
do to be ready for Pandemic Two—I call this Pandemic One—
most of the work we’ll do to be ready for that are also the
things we need to do to minimize the threat of bioterrorism.8

On June 25, Gates told a CNN Global Town Hall: ““Better treatment is
reducing the deaths, but, particularly as you get into October and
November, this thing will be back in big numbers, if we don’t restrain our
behavior more than it looks like we are right at the moment.”9 And on June
26, he told Suzanne Clark of the U.S. Chamber of Commerce Foundation:
“This won’t be the last pandemic that we face.… We’ll have to prepare for
the next one. That will get attention this time.”10

Gates appears to enjoy being cast as a prophet whose wise warnings
about impending pandemics went unheeded. However, given the
foreknowledge suggested by the proceedings listed in Chapter 15 (Event
201, advance arrangements for the Contact Tracing Act), Gates more likely
just has inside information about what’s next. Therefore I take pretty
seriously his warnings about “Pandemic Two.”

What might this consist of? Given evidence we’ve seen (Chapter 14)
that COVID-19 may be a lab-engineered bioweapon, perhaps a more
virulently engineered strain of coronavirus will be released in the future. It
could be announced that the COVID virus had mutated—by chance, of
course—and turned deadlier. With the public already conditioned to accept
mandatory masks and social distancing “to protect the population,”
mandatory vaccination would simply be a bump up.

However, since a truly lethal bioweapon might threaten members of the
Deep State itself, other possibilities are conceivable. One pertains to 5G.
We’ve already discussed (Chapter 16) Arthur Firstenberg’s observation that



past pandemics coincided with electromagnetic rollouts; that the
telecommunications industry has never safety-tested 5G; that at 60 GHz, 98
percent of transmitted electromagnetic energy is absorbed by atmospheric
oxygen; and that China’s 5G rollout city was Wuhan, where people were
sometimes photographed dropping dead instantaneously. Because 5G waves
can be directed as beams, they could, if weaponized, target some
individuals while leaving others alone. The International Appeal to Stop 5G
on Earth and in Space, which has over 300,000 signatories, summarizes the
situation:

In order to transmit the enormous amounts of data required
for the Internet of Things (IoT), 5G technology, when fully
deployed, will use millimetre waves, which are poorly
transmitted through solid material. This will require every
carrier to install base stations every 100 metres in every urban
area in the world. Unlike previous generations of wireless
technology, in which a single antenna broadcasts over a wide
area, 5G base stations and 5G devices will have multiple
antennas arranged in “phased arrays” that work together to emit
focused, steerable, laser-like beams that track each other.

Each 5G phone will contain dozens of tiny antennas, all
working together to track and aim a narrowly focused beam at
the nearest cell tower. The US Federal Communications
Commission (FCC) has adopted rules permitting the effective
power of those beams to be as much as 20 watts, ten times
more powerful than the levels permitted for current phones

Each 5G base station will contain hundreds or thousands of
antennas aiming multiple laser-like beams simultaneously at all
cell phones and user devices in its service area. This
technology is called “multiple input multiple output” or
MIMO. FCC rules permit the effective radiated power of a 5G
base station’s beams to be as much as 30,000 watts per 100
MHz of spectrum, or equivalently 300,000 watts per GHz of
spectrum, tens to hundreds of times more powerful than the
levels permitted for current base stations.



At least five companies are proposing to provide 5G from
space from a combined 20,000 satellites in low- and medium-
Earth orbit that will blanket the Earth with powerful, focused,
steerable beams. Each satellite will emit millimetre waves with
an effective radiated power of up to 5 million watts from
thousands of antennas arranged in a phased array. Although the
energy reaching the ground from satellites will be less than that
from ground-based antennas, it will irradiate areas of the Earth
not reached by other transmitters and will be additional to
ground-based 5G transmissions from billions of IoT objects.
Even more importantly, the satellites will be located in the
Earth’s magnetosphere, which exerts a significant influence
over the electrical properties of the atmosphere.11

Neither the coronavirus nor the lockdown’s economic distress have
done much to slow 5G’s deployment. On April 23, 2020, RCR Wireless
News reported:

SpaceX, Elon Musk’s private American aerospace company,
yesterday launched an additional 60 Starlink satellites into
orbit, bringing the total number of satellites in the Starlink
constellation to 422. That’s enough, says Musk, to provide
minimal internet coverage.… Because there is no need to lay
down fiber-optic cables and because they can carry large
amounts of data quickly, Starlink satellites have the potential to
bring internet coverage to previously hard—and in some cases,
nearly impossible—to reach places.12

Here is a conceivable scenario. There is a gradual resumption of
economic activity. However, at some point, perhaps the next flu season, the
coronavirus makes a supposed “comeback”—Gates’s “Pandemic Two.” 5G
might be turned on full-force, especially at 60 GHz, sickening people, some
to the point of death. Mis-labeled a second wave of COVID-19, this would
likely be blamed on civil libertarians and constitutionalists for “reopening
the economy too soon.” Alternative media, including books like this one,
could be increasingly savaged as “fake news.” The government proclaims,



“We must return to complete lockdown.” The weary public says, “No! We
cannot tolerate another lockdown!” Bill Gates announces: “No problem!
The vaccine is ready.” The CDC and FDA say: “We have approved the
vaccine. Anyone who takes it will be given an immunity passport and
allowed to return to work.” As an added inducement, those taking the
inoculation might be excused from mask requirements. The public now
eagerly lines up for shots. They were already acclimated to the “new
normals” of masks and social distancing during the first lockdown. It was
one thing to stand outside a grocery store for an hour in April; who’d want
that in January?

If the Deep State has its way, we would then also see all the other
measures Gates and his cronies advocate: forced quarantines mandated by
contact tracers; quantum-dot tattoos serving as vaccination proof; digital
IDs; and a “global reset” ushering in a cashless society.
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CHAPTER 27

Chapter 27 HOPE AND
ENCOURAGEMENT

The news isn’t all bad. The Bible doesn’t end with the Antichrist, it
ends with the return of Christ, the Day of Judgement, and a new heaven and
a new earth.

It might be tempting to think: If this is really prophesied, then what’s
the point of resisting the New World Order? And the answer to that is
obedience to God. The Lord’s Prayer says: “Thy will be done on Earth as it
is in Heaven.” A Luciferian system running the world is not God’s will; it’s
a violation of it. We have a duty to stand against evil. In fact, the human
race’s immediate future very much depends on our opposing this system—
whether by resistance, protests, class action lawsuits, and of course, sharing
information: by word of mouth, email, social media, communicating with
our elected representatives, letters to editors, calls to talk radio shows, and
(for those who can) blogs and vlogs.

I grew up in an agnostic home, and I realize that some people will feel
annoyed by my depicting the New World Order in spiritual terms. However,
the oligarchs themselves do that—at their highest levels, they are
consciously, and in practice, Luciferian. This has been documented by (for
just three examples): William Guy Carr of Canadian Intelligence in the
1950s (with books such as Pawns in the Game); FBI veteran Ted
Gunderson, for decades until his death in 2011; and quite recently former
Dutch currency banker Ronald Bernard, whose online interviews have gone
viral. Anyone doubting that the oligarchy is Luciferian need only look at the
normalization of abortion, gay marriage, and transgenderism in our culture.
Such systemic changes ultimately occur from topdown influence, not grass-
roots activism.

Given the battle’s spiritual character, is the church itself awake to what’s
happening? Some Christian spokespersons are. In the Catholic domain,



Archbishop Carlo Maria Viganò’s letter to President Trump garnered much
attention:

In recent months we have been witnessing the formation of
two opposing sides that I would call Biblical: the children of
light and the children of darkness. The children of light
constitute the most conspicuous part of humanity, while the
children of darkness represent an absolute minority. And yet
the former are the object of a sort of discrimination which
places them in a situation of moral inferiority with respect to
their adversaries, who often hold strategic positions in
government, in politics, in the economy and in the media. In an
apparently inexplicable way, the good are held hostage by the
wicked and by those who help them either out of self-interest
or fearfulness.…

In society, Mr. President, these two opposing realities co-
exist as eternal enemies, just as God and Satan are eternal
enemies. And it appears that the children of darkness—whom
we may easily identify with the deep state which you wisely
oppose and which is fiercely waging war against you in these
days—have decided to show their cards, so to speak, by now
revealing their plans. They seem to be so certain of already
having everything under control that they have laid aside that
circumspection that until now had at least partially concealed
their true intentions. The investigations already under way will
reveal the true responsibility of those who managed the
COVID emergency not only in the area of health care but also
in politics, the economy, and the media. We will probably find
that in this colossal operation of social engineering there are
people who have decided the fate of humanity, arrogating to
themselves the right to act against the will of citizens and their
representatives in the governments of nations.1

Not everyone shares Archbishop Viganò’s confidence in President
Trump, who has given mixed signals—withdrawing U.S support for WHO
on one hand, supporting a “warp speed” vaccine on the other. Moving to the



evangelical sphere, Pastor Chuck Baldwin, who was the Constitution
Party’s Presidential candidate in 2008, writes:

Anyone who has bought into the hype that all of these
government lockdowns, a ruined economy, suppression of our
liberties and a total disruption of our way of life are for the
purpose of saving lives has drunk some serious Kool-Aid. We
are supposed to believe that the same people who are
enthusiastically promoting the killing of over 60 million
unborn babies without so much as a modicum of conscience
are somehow crying crocodile tears of compassion because
people (including babies) MIGHT die from a flu-like virus?
What poppycock!

As I pointed out in this column last week, Secretary of
State Mike Pompeo admitted that the corona scare was a
government exercise (read: a practice run-through for
something bigger). It was an exercise for total government
control over our lives. This has been the agenda of Big
Government statists in both political parties for decades. With
constant fearmongering and hysteria from Big Government
hacks in the mainstream media over the coronavirus, the power
elite have taken the American people further down the road to
serfdom and slavery than any previous attempt.

And I will say it again: This plan would not have worked
had Donald Trump not been in the White House. This plan
totally depended on evangelical pastors and churches
sheepishly going along with it. This they would not have done
had a liberal Democrat been in the White House. Are you
kidding? Commanding churches to cancel their services—no
communions, no baptisms, no Easter services—a total
shutdown of houses of worship nationwide? Are you kidding
me? You and I both know that if Hillary Clinton were president
and she had said that no more than ten people could assemble
in church—or anywhere else, for that matter—pastors and
Christians would have protested in the streets and would have



defiantly continued their public services en masse. But, because
Donald Trump issued the declaration, almost the entire
evangelical world bowed the knee to the state without a
whimper.

The rest was easy. Restaurant closures, business closures,
school closures, travel restrictions, rationed medical care and
empty hospitals: Once evangelicals had been neutralized, there
was no resistance.

Even so-called patriot leaders such as Oath Keepers
Founder and President Stewart Rhodes joined the chorus of Big
Government shills calling for government lockdown of our
lives. Rhodes’ open letter to governors could have been easily
written by Big Pharma Fascist Anthony Fauci.…

And speaking of Fauci, this little tyrant along with Mr.
Global Government himself, Bill Gates, have positioned
themselves to make billions of dollars in profits from
government-mandated forced vaccinations, which they are both
screaming for. And make no mistake about it: Anthony Fauci
knows exactly what he’s doing.…

All of these media hacks fomenting panic and fear; all of
these government lockdowns; all of these school closures,
business closures and stay-at-home orders are NOT about
protecting us from a flu virus. They are all about preparing us
for mandated vaccines and total government surveillance and
control over our lives—including our jobs, our families, our
education, our religious practices, our medical care and our
travel.

As it turns out, it looks like the tyrants don’t need to
confiscate our firearms after all in order to enslave us. Pastors
and churches are leading the way for America’s voluntary
enslavement—all in the name of safety.2

Mount Athos is an autonomous monastic state in Greece, comprising 20
monasteries of the Orthodox Christian faith. In April 2020, one of the most
respected figures on Mount Athos, Elder Evthymios of Kapsala, wrote an



epistle concerning how the Orthodox Church should respond to the
coronavirus, which I quote in part:

In older times and in similar cases of deadly epidemics, she
[the church] would perform sanctifications of the waters
(αγιασμός) and go out in procession with the sacred icons and
holy relics. Why should these not be done today as well? “Is
the Lord’s hand unable” to help us in these days too (cf. Is.
59:1)?

During the third decade of the twentieth century, my village
was struck by a plague which killed fifty little children in a few
days. They could not dig the graves fast enough.

Then they brought the skull of Saint Charalampes from
Saint Stephen’s in Meteora and the plague immediately ceased.

Ever since the Lord performed the Mystical Supper and
handed down the most holy mystery of the Divine Eucharist,
the world-saving Divine Liturgy has not ceased to be
celebrated to this day.

Neither Diocletian, nor the Turks, nor the communists in
Russia, nor the Germans during the years of the occupation
managed to stop the Divine Liturgy and the faithful from
approaching Holy Communion.

And now, with the fear of the virus, the churches have
closed down and the faithful are deprived of the saving grace of
the mysteries, of which they have so great a need. On the
contrary, while everyone here [in Greece] remains fearfully
silent, in the Orthodox Churches of Serbia, Bulgaria, and
Georgia divine worship continues unhindered, the churches are
open, Divine Liturgy is celebrated, and the faithful are not
afraid of being affected by the virus.

The protective measures employed by the present
government are unconstitutional, unbearable, extreme, and
unfair to the Greek Orthodox, while they have also created an
atmosphere of terrorism, which the media aggravate.



Yes, the virus exists and we must protect our health and the
health of those around us. Fear, however, must vanish, because
when man is in a state of fear he cannot think and act rationally
and discreetly.…

Many are anxiously expecting the defeat of the coronavirus
by the invention of the vaccine, which will be obligatory for
all. As for us, we refuse to be vaccinated.

Whoever is afraid, let him receive as many vaccines as he
likes, but he should know that they may produce unforeseen
and grave side-effects, as was the case a few years with the
vaccines against the bird flu done to children, many of whom
became paralysed.

Likewise, many of those who received the vaccine against
hepatitis B contracted multiple sclerosis, and the same happens
with other vaccines as well. Unless God guard us, what can
vaccines and medicine do? . . .

We have superior vaccines and the “medicine of
immortality,” the holy Mysteries.…

And while everyone is struggling to confront the virus,
some people have other things in mind and as their goal. Top
doctors and scientists are pointing out that what is happening is
a discipline test: the goal is to manipulate the people in the
direction they want.

This seemed strange and incredible until recently, but it is
not imaginary, since men are now publicly saying that “The
coronavirus pandemic has brought to the fore the need for a
world-wide democratic government” (George Papandreou) and
proposing that “each man have on him a microchip with
biometrical data in relation to this virus or to other epidemic
measurements” (Evangelos Venizelos).

These people are openly speaking of the mark [of the
Antichrist] and world-wide dictatorship, but do we get it? And
what are we doing? Saint Païsios has spoken and written so
much about this topic.



Can we possibly trust these men who have enslaved us to
the foreign lenders and who are now leading us into slavery to
the Antichrist?3

Archbishop Viganò, Pastor Baldwin, and Elder Evthymios, each in their
own way, exemplify “awake” theologians who understand realities of
geopolitics and how they relate to faith and prophecy. Unfortunately, they
are in the minority amongst churchmen—as is true in any walk of life for
people living “out of the Matrix.”

However, I take encouragement in the words of such men, hoping that
they, and other “red-pilled” clergymen, will be beacons for the churches.

Louis Farrakhan of the Nation of Islam has also spoken out. NewsOne
reported:

One of the many timely references made in Nation of Islam
Minister Louis Farrakhan‘s address on the Fourth of July was
about the development of a vaccine for the COVID-19
pandemic that has upended 2020 and threatened more public
health havoc moving into the new year.…

“I say to my brothers and sisters in Africa . . . if they come
up with a vaccine, be careful,” Farrakhan said before
expanding his warning to include Black people in the United
States, as well.

“Do not take their medications. We need to call a meeting
of our skilled virologists, epidemiologists, and students of
biology and chemistry,” Farrakhan implored. “We need to give
ourselves something better”.…

Farrakhan also called out the prominent proponents of the
vaccine, including Dr. Anthony S. Fauci, the director of the
National Institute of Allergy and Infectious Diseases, for
having what he said was the audacity to insist that a vaccine
was the best way to combat the coronavirus. He said Fauci and
others were more interested in population control than public
health.



“They’re plotting to give 7 billion 500 million people a
vaccination,” Farrakhan said incredulously. “Dr. Fauci, Bill
Gates and Melinda, you want to depopulate the earth. What the
hell gives you that right?”4

As an author who has appeared on many podcasts, I am hearing more
and more reports of both political and spiritual awakening. Amid the
darkness are positive trends. Even “Matrixed” citizens who once scoffed at
“conspiracy theorists” are beginning to sense, in their inner being, that
something isn’t right with the lockdowns and the illogical statements
uttered by bureaucrats and the media. Bill Gates and the Deep State may
have made the mistake of flooring the accelerator—pushing the agenda too
hard instead of “boiling the frog”—thus unintentionally jolting people
awake.

• Even in the mainstream media, some are speaking up. John Bolt of Sky
News Australia has been bitingly critical of his country’s lockdown. Tucker
Carlson of Fox News minced no words:

[W]e do think it’s worth four minutes taking a pause to
assess whether or not they were in fact lying to us about the
coronavirus and our response to it. And the short answer is this:
Yes, they were definitely lying. As a matter of public health, we
can say conclusively the lockdowns were not necessary. In fact,
we can prove that. And here’s the most powerful evidence:
States that never locked down at all—states where people were
allowed to live like Americans and not cower indoors alone—
in the end turned out no worse than states that had mandatory
quarantines.…

The media definitely don’t want to revisit what they were
saying just a few weeks ago, when they were acting as press
agents for power-drunk Democratic politicians. Back then,
news anchors were ordering you to stop asking questions and
obey.… And then Memorial Day arrived in May, and some
states started to reopen. Millions of grateful Americans headed
outdoors for the first time in months, and the media attacked



them for doing that. They called them killers. Swimming with
your kids, they told us, was tantamount to mass murder.…

But it didn’t take long for that message to change
completely. In fact, it took precisely five days.… If all of this
seems like a pretty abrupt pivot, fret not. Rioting is not a health
risk as long as it helps the Democratic Party’s prospects in the
November election. Rioting will not spread the coronavirus.…

But that doesn’t mean you get to go outside. You don’t.
Thanks to coronavirus, you do not have the right to resume
your life, and if you complain about that, it’s “white
nationalism.” That was their professional conclusion.…

We were all played. Corrupt politicians scared us into
giving up control over the most basic questions in our lives. At
the same time, they gave more power to their obedient
followers, like Antifa, while keeping the rest of us trapped at
home and censored online. In other words, they used a public
health emergency to subvert democracy and install themselves
as monarchs.5

Fraser Nelson wrote a post for Britain’s Telegraph entitled “The Threat
Has Passed, So Why Are Our Civil Liberties Still Suspended?”

The virus seems to have peaked by lockdown on 23 March.
None of this was known at the time. Instead, we had panic and
Prof. Neil Ferguson saying that 250,000 would die unless rules
were mandatory. So politically, the Prime Minister had no
choice. He has since remarked to colleagues how surprised he
has been both at how easy it was, in the end, to take away
people’s freedom—and how hard it is, now, to give it back.

Rather than a presumption towards liberty—that people
should be free unless there’s a compelling reason to restrict—
the coronavirus crisis has ushered in a new idea. That
restrictions must stay, unless it can be proven that it’s safe to
lift them. It’s a pretty hard test to meet as the science is—still—
pretty far from consensus. The government’s own scientific



advisers are in safety-first mode, convinced that they’ll be
blamed if anything goes wrong. Ministers find themselves up
against a new foe: the precautionary principle. So children are
denied basic education because unions say classrooms are
unsafe and ministers can’t prove otherwise. Most of the
Cabinet regards the two-metre social distance regulation as a
recipe for economic ruin. There was no scientific evidence
behind this distance in the first place, but it’s hard to prove that
one metre is better because the whole thing is arbitrary.…

Lockdown was for just three weeks at first, to “buy time”
for the NHS to get ready. We then stayed locked down to
“flatten the curve.” Deaths peaked on 8 April and have fallen
90 per cent since. London has barely two dozen COVID
diagnoses a day— yet the city’s 1.4 million children are not
allowed to go to school .… There are no longer “excess deaths”
detected in any age group. Four out of five UK COVID cases,
now, report no symptoms. It is nigh-on impossible to justify
Britain’s restrictions on today’s threat.… Some 1,500
paediatricians wrote to the government yesterday, urging
ministers to consider how school closures will scar “the life
chances of a generation of young people.”6

• In the spring of 2020, protests against the lockdown erupted
worldwide. Noteworthy: they were peaceful, void of the looting and
destruction that accompanied so many of the protests following the Floyd
incident. James Corbett has highlights from numerous lockdown protests at
https://www.corbettreport.com/are-there-lockdown-protests-qfc-060/.

• Sometimes more vigorous protests succeeded. As The Unz Review
reported in July:

The relentless advance of coronavirus terror has been broken.
Recalcitrant Serbs rebelled against their President when he
ordered them back under house arrest. After two days of street
battles with dozens of policemen hospitalised, the sturdy
protesters won; the authorities surrendered and gave up their

https://www.corbettreport.com/are-there-lockdown-protests-qfc-060/


plans to lock Belgrade down. Shops, pubs and restaurants in
Belgrade will have an early evening curfew; but this is much
better than the full lockdown they intended.7

• In Chicago, six Romanian-American churches announced they were
re-opening in defiance of Governor J.B. Pritzker’s unconstitutional order.
Their open letter laid out the safety guidelines they would follow, which
exceeded the CDC guidelines that allowed Target, abortion clinics and
liquor stores to stay in business.8

• People in law enforcement are beginning to speak out. Seattle police
officer Greg Anderson, a veteran of the Iraq War as well as of 10 years on
the police force, posted a viral video on YouTube. After refusing to take the
video down, he was fired. Excerpt:

I’ve been in law enforcement for ten years and I’m
speaking to my peers, other fellow officers, people in any kind
of law enforcement position. I’ve seen officers nationwide
enforcing tyrannical orders against the people, and I’m hoping
it’s the minority of officers, but I’m not sure anymore, because
every time I turn on the television, every time I turn I look to
the Internet, I’m seeing people arrested or cited for going to
church, for traveling on the roadways, for going surfing,
opening their businesses, going to the park with their families.
or doing nails out of their own house, using their own house as
a place of business, and having undercover agents go there and
arrest them and charge them—with what? With a crime?

I don’t know what crime people are committing by doing
nails in their own house, but we’re seeing this more and more
and more, and we need to start looking at ourselves as officers
and thinking: “Is what I’m doing right?” Now I want to remind
you that regardless of where you stand on the coronavirus, we
don’t have the authority to do those things to people just
because a mayor or a governor tells you otherwise. I don’t care
if it’s your sergeant or your chief of police. We don’t get to
violate people’s constitutional rights because somebody in our



chain of command tells us otherwise. It’s not how this country
works.9

• Courageous medical doctors are speaking up; this book has already
cited many. Sherri Tenpenny, MD (www.drtenpenny.com/), Annie Bukacek,
MD (http://hhckalispell.com/) and Carrie Madej, MD
(https://www.youtube.com/channel/UCOVus4q3qrOyKV_cxyfwfhw) have
all been outspoken. Kelly Victory, MD, has an informative 17-minute video
summing up the COVID situation at
https://www.bitchute.com/video/FFzc6ppAQAjW/. California MD Jeff
Barke stated at a May rally (excerpts):

What if the experts are wrong? What if “quarantine the
healthy” doesn’t actually save lives? [Applause] What if
wearing a mask in public is not effective? My name is Dr. Jeff
Barke, and I’m here representing thousands of physicians
across the country, whose voices are being silenced because we
don’t agree with the mainstream media and the experts who are
telling us what to do. [Applause] Never in the history of this
great Republic have we quarantined the healthy.…

As a physician I can tell you, yes, this virus is dangerous
but as we see the statistics come in, we’re realizing that the
fatality rate of this virus is in the ballpark of a bad seasonal
influenza. What we’re also knowing is that just like other
respiratory viral illnesses in the past, we get over this virus by
achieving herd immunity. We can never achieve herd immunity
by keeping the herd quarantined. It’s time that we protect the
vulnerable and the most at risk when we allow the young and
the healthy to open the doors and go back to work. Do not let
your voices be silenced.10

Dr. Mohammad Iqbal Adil, Consultant General, laparoscopic and
colorectal surgeon for the United Kingdom’s National Health Service, and
who has worked in teaching hospitals for 30 years, has turned whistle-
blower:

http://www.drtenpenny.com/
http://hhckalispell.com/
https://www.youtube.com/channel/UCOVus4q3qrOyKV_cxyfwfhw
https://www.bitchute.com/video/FFzc6ppAQAjW/


The recent so-called “pandemic” of the coronavirus has
created an extraordinary humanitarian crisis all over the world.
…

For the last two months the entire world has been locked
down, they are in home arrest, they have been isolated,
threatened.… All the large and small businesses are clamped
down, and it’s an extraordinary situation where all the schools
are closed and 1.8 billion children in 180 countries are affected.
…

It’s a pyramid where the 1 or 2 percent people are
controlling the 98 to 99 percent of people all over the world,
and in the middle of the pyramid is a vicious and merciless
police, military and bureaucracy. The poor public has no
support by these law and order maintenance authorities,
because they work not for the public, they work for this top 1
to 2 percent filthy rich.…

Every patient who is admitted to the COVID ward due to
chest infection, flu, pneumonia and respiratory problems, or
[even] heart or cancer problems, is labeled as “COVID-19
positive,” which is increasing the number greater and greater
all over the world. That’s why the “Worldometer,” which is
fake, a calculator, I don’t know who is controlling this
“Worldometer” and who is sponsoring them.…

Also they want to create a vaccination for that, so that
everybody would have a vaccination which will be
electronically monitored through the computers and through
the electronic tags, and it would be like a quantum tattoo on
their wrist or arm.… That is going to happen in the near future,
believe me on that.11

As we have already mentioned, health care providers in Michigan filed
a lawsuit against Governor Gretchen Whitmer as her unprecedented
lockdown is threatening the lives of many non-COVID patients across the
state by denying them needed surgeries and preventative care.12



• Norway canceled its contact tracing app over privacy concerns.
Associated Press reported in June that “the Norwegian Data Protection
Agency said, amongst other things, that the low infection rate meant data
gathering on the app could no longer be justified against privacy concerns.
… The app was suspended ahead of an Amnesty International report
analyzing contact tracing apps from Europe, the Middle East and North
Africa, which found that the Norwegian app was one of the most alarming
for privacy because of its ‘live or near-live tracking of users’ locations. The
rights group said it shared its findings with authorities earlier this month
and urged them to change course. ‘This episode should act as a warning to
all governments rushing ahead with apps that are invasive and designed in a
way that puts human rights at risk,’ said Claudio Guarnieri, head of
Amnesty’s Security Lab.”13

• While I don’t encourage violence, there is much footage of 5G towers
being burned down; people are aware of what’s coming.

• David Icke gave a viral interview about the New World Order and its
plans on London Real. The video had over four million views before it was
banned by YouTube; it can still be seen on Icke’s website at
https://davidicke.com/2020/04/06/david-icke-live-london-real-today-
330pm-uk/.

• Cartoonist Ben Garrison, who has over 200,000 Twitter followers, has
produced a cartoon of Bill Gates presiding over a “COVID-1984” world
with mandatory vaccines.

https://davidicke.com/2020/04/06/david-icke-live-london-real-today-330pm-uk/


Credit: Ben Garrison, https://grrrgraphics.com/.

• Black comedian Terrence K. Williams, with over 800,000 Twitter
followers, produced a video Tweet where he said he’d rather shoot “fried
chicken grease” up his arm than a Bill Gates vaccine.14

• Russia Today reported:

Russian tennis legend Marat Safin has suggested the
coronavirus pandemic could be a pretext for the mass
implanting of microchips into humans, as the former world
number one gave an unexpected take on the crisis.

“I think they are preparing people for ‘chipization’ [chip
implants],” Safin, 40, said in an Instagram chat with Russian
outlet Sports.ru. “Back in 2015, Bill Gates said we’ll have a
pandemic, that the next enemy is a virus, not a nuclear war.
They did a simulation at the Davos [economic] forum of what
it would be like. I don’t think Bill Gates is a predictor, he just
knew.”

https://grrrgraphics.com/


“I think with this virus the situation isn’t like what we’re
being told, but people believe it all, the horror stories on TV.
Some people believe civilization will end; I don’t believe that.
We’ll just be going around with chips soon,” Safin added,
continuing his unorthodox take on the current crisis.

In a further twist, the two-time Grand Slam winner even
suggested there were shady forces at work that may be behind
recent events. “They’ve put the whole world [in lockdown] at
home, so everything works,” said Safin. “I think there are guys
even bigger than world leaders who are the real masters of
money, the masters of the world, they can turn things around
easily. Call it a shadow government, call it whatever you like. I
think we don’t even know they exist. The Rothschilds and the
Rockefellers are well-known names, but someone else is
behind them.”15

• Italian Member of Parliament Sara Cunial delivered a blistering seven-
minute speech in May in which she said, in remarks directed at Prime
Minister Giuseppe Conte: “Next time you receive a phone call from the
‘philanthropist’ Bill Gates, forward it directly to the International Criminal
Court for crimes against humanity.”16

• A “We the People” petition that calls for “Investigations into The Bill
& Melinda Gates Foundation for Medical Malpractice & Crimes Against
Humanity” has garnered more than half a million signatures. If you’d like to
sign it, it’s at https://petitions.whitehouse.gov/.

In an age of instant information, truth can travel fast. Bill Gates is being
savaged on social media like never before. And maybe he, like fellow
billionaire Mike Bloomberg, will learn: You can’t buy the people, and you
can’t buy the truth.

I think it would be fitting to close with a quote from Robert F. Kennedy,
Jr.

Every part of our lives will be subject to control. This virus is
about training us for submission, training us to do what we’re
told. To not go to the beach unless we’re told, to not kiss our

https://petitions.whitehouse.gov/


girlfriend without their permission. They’re turning us into
production units and consuming entities. They are going to rob
us not only of our democracy and our liberties, but our souls.
They are going to inject us with the medicines they want and
they’re going to charge us for the diseases they give us. They
are going to control every part of our lives. What we are doing
at Children’s Health Defense is using the last instruments of
democracy we have left—the Courts—to fight them. We are in
the last battle. We are in the apocalypse. We are fighting for the
salvation of humanity. We all knew this was coming, though I
never believed it would come in my lifetime. But here it is.17

For Further Reading and Viewing
Alternative media features too many awesome websites and YouTube

channels for me to list comprehensively; here is a selection that can help
keep you updated on the COVID situation (as well as other pertinent
issues). If video channels are censored following this book’s publication,
look for backups on Bitchute:

The Corbett Report https://www.corbettreport.com/
No More Fake News (John Rappoport’s website)

https://nomorefakenews.com/
The End Game (Spiro Skouras channel)

https://www.youtube.com/channel/UCkKOQNYoZjaa_8V0uPOueeQ
Children’s Health Defense (Robert F. Kennedy, Jr.)

https://childrenshealthdefense.org/
“Facts about COVID-19” by Swiss Policy Research (regularly updated)

https://swprs.org/a-swiss-doctor-on-covid-19/
The HighWire with Del Bigtree

https://www.bitchute.com/channel/okiFK5CwQrZS/
Dr. Rashid Buttar https://www.drbuttar.com/ YouTube:

https://www.youtube.com/user/drbuttar
London Real (with Brian Rose) https://londonreal.tv/ Dr. Dolores Cahill

https://dolorescahill.com/
Dr. Henry Makow https://www.henrymakow.com/

https://www.corbettreport.com/
https://nomorefakenews.com/
https://www.youtube.com/channel/UCkKOQNYoZjaa_8V0uPOueeQ
https://childrenshealthdefense.org/
https://swprs.org/a-swiss-doctor-on-covid-19/
https://www.bitchute.com/channel/okiFK5CwQrZS/
https://www.drbuttar.com/
https://www.youtube.com/user/drbuttar
https://londonreal.tv/
https://dolorescahill.com/
https://www.henrymakow.com/


SGT Report channel https://www.youtube.com/user/SGTbull07
UnHerd channel

https://www.youtube.com/channel/UCMxiv15iK_MFayY_3fU9loQ
Dr. Sherri Tenpenny https://www.drtenpenny.com/
David Icke https://davidicke.com/
Gateway Pundit https://www.thegatewaypundit.com/
The Last American Vagabond

https://www.thelastamericanvagabond.com/
The New American magazine https://www.thenewamerican.com/ 5G

Crisis https://www.5gcrisis.com/
Cellular Phone Task Force (Arthur Firstenberg site)

https://www.cellphonetaskforce.org/
Dr. Judy Mikovits does not have a website at this time, but look for her

online interviews and read her book Plague of Corruption.
For periodic “breaking news” and up-to-date information pertinent to

the content of COVID-19 and the Agendas to Come, Red-Pilled, visit
https://jamesperloff.com/covid-book-updates/.
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