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HILBERT TRANSFORMS

The Hilbert transform (HT) of a one-dimensional function x(q) of ¢ is another function of ¢, obtained by a
filtering process that has special properties. It is of special interest in modulation theory and signal processing,
in which the variable q is a time variable, but it is also of great significance in circuit theory where the variable
of interest is frequency. Because of the Fourier transform relationship between the time and frequency domains,
properties of the HT in one domain hold also in the other domain. While the formal properties are the same,
they signify different important properties of the signals or circuit variables. The development of this topic is
substantially mature.

Definition

The Hilbert transform of a function x(¢), denoted by £(¢), is defined by
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We note that this expression is just the convolution of x(¢), and A(¢), = 1/xt, Fig. 1(a). By definition, the Cauchy
principal value of the integral is taken; this choice is seldom of practical significance in real systems because
physical constraints that restrict the integrand where we might expect 1/(¢ — 1) to become infinite. This aspect
is referred to again later in connection with realization and approximation aspects.

The HT is a one-dimensional function, but variants have been applied to obtain some of its properties in
two or more dimensions.

Salient Properties
The most significant properties of Hilbert transforms for electrical and electronic engineering are as follows:

(1) The transfer function of the filtering effected by the HT has a constant magnitude at all frequencies, and a
phase of +7/2 at negative frequencies and —n/2 at positive frequencies [Fig. 1(b)].

(2) The signal x(¢) + j&(¢) with real x(¢) contains only components at positive frequencies in the frequency
domain.

(3) The frequency function X(f) —j&(f) with real X(f) corresponds to a time function that is zero for time ¢ < 0,
namely a causal time function.
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Fig. 1. (a) HT impulse response and (b) phase of its Fourier transform.

(4) For minimum phase signals there is an HT relationship between their log-envelopes and their phases.

In a later section we refer to more details of some of the properties.

Brief List of Applications

More discussion of selected applications may be found later in the article; the following is a list of its applications
in electrical and electronic engineering:

(1) The “analytic signal” representation of practical signals in terms of complex values corresponding to the
complex phasor method of representing sinusoids as introduced by Ref. 12

(2) In modulation theory—in single sideband modulation, envelope-compatible single sideband, and single-
sideband frequency modulation (1,10,25)

(3) In analysis and application of causality to synthesis of circuits (2,16)

(4) In filter design (9)

(5) In influence functions in sheet-electrostatics, such as for acoustic surface-wave devices

(6) In pattern matching, for establishing additional dimensions (6)

(7) In image processing in connection with edge detection

(8) In speech signal processing for manipulating the bandwidth by dividing the instantaneous frequency (4)

Hilbert Transformer

A Hilbert transformer is an implementation for generating an output signal that is the Hilbert transform of an
input signal. It may operate by implementation of the convolution or by operations in the frequency domain by
Fourier transformation. An implemented Hilbert transformer must be an approximation, as discussed later.
As a consequence of the necessary approximations some of the mathematical elegance of the true Hilbert
transform disappears.
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Origins

The original introduction of the HT into electrical and electronic engineering is traceable to Bode in 1945 in
connection with fundamental realizability conditions for electrical circuits (2), and to Gabor in 1946 in connec-
tion with the analytic signal (12). Gabor’s approach opened up the complex signal approach to communication
theory just as Steinmetz’s use of complex numbers had revolutionized circuit theory. Both authors referenced
the theory of the HT given by Titchmarsh in 1937 which is still widely referenced (24).

Properties

Table 1 lists the salient properties of the HT for electrical and electronic engineering; these follow from the
definitions. More-extensive tables are given in Refs. 11,14, and 15. Later subsections discuss several specific
properties or relationships that form the basis of important applications.

Fourier Transform. The Fourier transform of the Hilbert transform is a useful tool in manipulation.
It is easiest to derive the relationship by considering the unit step u(¢) = —%, for t < 0; u(t)= %, for ¢t > 0. The
Fourier transform U(f) of u(¢) is given by
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Thus, writing “<” for the relationship between a function and its Fourier transform
1
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and similarly, with u(f) being the unit step in the frequency domain,
—J2uf) = i
bud s

These characteristics in time and frequency behaviors are illustrated in Fig. 1. In particular, the magnitude
of the Fourier transform is constant at unity and all positive frequencies experience —n/2 phase shift, and all
negative frequencies experience +/2

Hilbert Transform of a Constant. If we consider the HT of a constant, x(¢) =c, namely a “dc¢” compo-
nent, and use the Cauchy principal value of the integral, we have
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Table 1. Salient Properties of the Hilbert Transform

Hilbert Transform
Function or Property Notes
a x(t) &) =(1/n)f72_[x(0)/(t — )ldr  Notation; convolution with 1/t
b () —x(t) HT of Hilbert transform
¢ ax(t) 4 byii) ai(t) + bil(t) Superposition, from linearity
d x(at),a=>0 ilat) Scale independence
e xf—at),a=10 —x(—at) Scale independence
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— [ 13012
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Convolution, integration
Derivatives
Phase relationship

phase relationship

a is a constant

real x, ¥

energy or power

x, & are orthogonal

which is consistent with the observation that equal and opposite contributions are made by positive-A and

negative-\ parts of the integral.

We note that if instead of the Cauchy principal value we take the integral along a path that avoids the
singularity at A =0 in the last integral of Eq. (1) by passing around the singularity via a small semicircle such
as the path y in Fig. 2, with p =0, then

HT, (c) :f L =—je

_og Th
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Fig. 2. Path of integration for y(z) =y(¢ + jr) which is analytic for T > 0. The integration path along the real axis, t=0, is
B1 + Be.

where c is the constant value of x(¢).

The inversion of this HT is obtained by repetition of the HT as in the next section. Then we find the
inverse HT,(—jc) =c, as we might expect.

Iteration. The repetition of a Hilbert transform produces the original function, with its sign changed:

HT[£(t)] = —xi(t)

This property is easily appreciated by noting that the HT in the frequency domain is —ju(f) and [—ju(f)]? = —1.
We note that this property is in accordance with the treatment of a constant by an ideal HT, but that for
realizable approximate HT any constant in the original function x(¢) is lost.

Causality. A very fundamental appearance of the Hilbert transform arises in relationships between
real and imaginary components of Fourier transforms of causal time-functions. A causal time-function x(¢) is
one where x(¢) =0, t < 0 and x(¢) # 0 for some ¢ > 0, namely if it is regarded as the response of a system to an
impulsive input it does not anticipate the input.

If the inverse Fourier transform (IFT) x(¢) of some frequency function X(f) is causal, then the real and
imaginary parts R(f) = Re(X(f)) and I(f) = Im(X(f)) of X(f) have a special relationship as follows. Let us consider
q(#) to be the symmetric function, q(¢) =x(¢) + x(—#), and then x(¢) = [% + u(®)lq(#), where u(¢) is the unit step.
With Q(f) written for the Fourier transform of ¢(¢) it follows that
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where * denotes the convolution, §(f) is the Dirac § function §(f) =0, f # 0, and the Fourier transform of u(¢) is
U(f)=1/(2xf). Then

Xifi= |:Q'lf]+fm ﬂdq =ReX(f) 4+ iImX(f)
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from which it is evident that

Im(X(f) = —HT[Re(X (f)]
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Furthermore

HT[Im X (f)] = HT[-HT[Re X (f)]] = +ReX(f)

Thus the real and imaginary parts of the Fourier transform of a causal function form a Hilbert transform pair.

Single-Sided Fourier Transform. If a complex signal x(¢) has a Fourier transform X(f) that is nonzero
for only positive frequencies, then x(¢) = Re[x(¢)] + jHT{Relx(¢)]}; that is, the real and imaginary parts of x(¢)
form a Hilbert transform pair. This property can be proved as for the causal time-function above. This property
of causal systems, and some extensions, are sometimes referred to as the Kramers—Kronig relations (14).

Hilbert Transform of a Sinusoid. An important signal with a single-sided spectrum is the complex
exponential, c(f) = exp(j2nf1t) whose Fourier transform is C(f) =3(f — f1). That is, it is causal in the sense that
C({)=0,f < 0. The real and imaginary parts of the Fourier components of c¢(¢) are cos(2nf1¢) and sin(2xf1¢) re-
spectively. Hence, from the causality in frequency, HT[cos(27f1¢)] = sin(2rf1¢) and HT[sin(27f1¢#)] = —cos(27f1¢).

Pre-Envelope, Envelope, and Instantaneous Frequency. The concepts of “envelope” and “instanta-
neous phase” of a signal are intuitively apparent for narrowband signals. Generalizing the concept of a complex
function with magnitude A and total phase wt + ¢, namely x(¢) = A exp(jwt + j¢), to represent a sinusoid s(¢) =A
cos(wt + ¢), it is customary to represent a compound signal [e.g., Fig. 3(d)] as a sinusoid with time-varying real
amplitude A(¢) and total phase ®(¢):

sit) = ZA"" cos(awpt + ¢y, ) = Alt) eos[D(t)]
k

= Re[A(2)e/™™'] = Re[yit)]

It is useful to define the imaginary part of y(¢) to be

Im[y(#)] =Im[A(t)e’"'] = ) A, sin(eyt +¢;) = §¢)
k

where §(¢) is the HT of s(¢), via Eq. (1). Dugundji, Ref. 10 has called the complex signal y(#) =s(¢) + jé(¢) the
“pre-envelope” of s(¢), noting that the envelope A(¢) is given by

Alt) = [s*(t) + 82, (7)

Also the total phase ®(¢) is given by

a

g
Dit) = arﬁan[;} (8

The instantaneous frequency wi,st(¢) is defined to be d®/d¢t radian/s:

dd _ s(ds/dt) — s(ds/dt)

@ingtF) = 7 = 2142 9]

These A(t) and w;,st(¢) are the apparent envelope (bold line) and frequency of the oscillation in Fig. 3(d).
The special value of these definitions of envelope and phase or frequency is that they are consistent when
the compound signal is shifted in frequency. That is, if each component of s(¢) is shifted in frequency by A,
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Fig. 3. Envelope and phase: x(¢) + j&(¢) represented by %6,_1 A, exp(j6;) with arbitrary A, and 6,. (a) Sum of six phasors
representing frequency components (dashed) of the signal x(¢) and the resultant phasor (full line). (b) Real signal x(¢) (full
line), 2(t) (dashed), and envelope (heavy line) for components at frequencies 4, 5, 6, 7, 8, and 9 Hz; (d) as for (b) but with
each component shifted up in frequency by 10 Hz = 20 rad/s Hz; (c) instantaneous frequency, d¢/d¢, for the signal of (b)
(full line) and of (d) (dashed), respectively.

forming

s3() =) Ay cos(At + et + ¢y )
k

= Re {expﬁjﬂrj EA;, exp( joyt + j¢'H:|
)

then the envelope of so(¢) is A(¢), the same as in Eq. (7) and the new instantaneous frequency of sy is
Winst.2(t) = winst(t) + A. The signals of Fig. 3(b) and 3(d) differ only in that each component has been shifted by
the same amount. Fig. 3(c) shows that winst(£) = winst.2(2); these signals have a constant difference.

Analytic Signal. The term “analytic” signal is used more often than “pre-envelope” for the complex
signal y(¢) = x(¢) + j&(¢). This name is appropriate because the HT properties arise if any function y(¢) is analytic
in the upper half complex time (z=# + j7) plane and if y — 0 for # — oo, which it satisfies for finite-energy
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signals. Consider a function y(z) in the complex z plane that is analytic (i.e., has no singularities) for t > 0 as
shown in Fig. 2. We form the function that we are interested in integrating to get the HT, namely y(¢)/(¢ — p),

and consider
(21 (Z) (2]
f}’kz, dz-|—f yiz) dz+f Y@ o
rp—2 y P2 8.8, B2

Letting z=Re/’ on I', and z =1im,_,¢r¢/* on y, we find that

o0

yi)

dt =0

Jry(co) — jry(p) +f

—o0

where the last term is the Cauchy principal value of the integral (on 8; and 82). By equating real and imaginary
parts separately, we have
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Thus, with the exception of x(co0) and &(oc0), the analytic condition leads directly to the HT relationship between
the real and imaginary parts of the complex signal x + j&. Now x(co) corresponds to any constant or dc term,
which, as we have seen, is not passed via the HT. The Z(co) term would correspond to a constant (which is zero)
in the resultant HT of the original real signal.

Minimum Phase. Functions may be classified as being minimum phase in the time domain or in the
frequency domain.

Minimum Phase in Time Domain. A function y(¢) is said to be minimum phase if y(z) = y(¢ + j7), expressed
as a polynomial function of z, has no zeros in the positive-t half complex z plane (Fig. 2):

yLzJ:ocl_[Lz—zuj (12)
n

Such a function has a magnitude that is unchanged by the conjugation of a zero (value of z,). The term
“minimum phase” is used to denote that function of a given magnitude [of the “common envelope set” (25)] that
has the phase

Ly(z) = Zl’zeru angles)
n

which is minimized if the zeros are confined to the lower-half z plane. An important result is that the spectrum
of the minimum phase signal is bunched toward small values of frequency.
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Minimum Phase in Frequency Domain. Similarly a Laplace transform X(p) is said to be minimum
phase if there are no zeros for o > 0, that is, on the right-half of the complex-frequency p =j2nf + o plane.
All passive impedance functions are of this class. Transfer of a zero from the left to the right half plane would
not change the magnitude of the Fourier transform X(f), but it would change the phase. Thus the concept of
“common envelope” pertains in the frequency domain as well. The impedance functions of all passive circuits
are minimum phase, as are those of unconditionally stable active circuits. The time function of a circuit with
minimum phase frequency response tends to be bunched in time toward the beginning of the function.

With the function x(¢) (we consider only the time function here) expressed in amplitude and phase form

x(t) = xp(t) + jept) = e*Fe/#®

where xz and x; are the real and imaginary parts of x(¢) and a() =1n Ih + x% is the “logarithmic envelope”
of x(¢) and ¢(¢) = arctan(x;/xg) is the “phase” of x(¢), then a(¢) and ¢(¢) form a Hilbert transform pair.
The phase may be computed from

gt) = HT{In[Az)]} 13)

with A(¢) being the envelope corresponding to Eq. 7. Figure 4 illustrates (a) a specified envelope, (b) the phase
according to 13, and (c) the resulting minimum-phase signal. Part (e) of the figure shows the maximum-phase
signal obtained by reversing all the phases, and (d) shows the zero-phase version, that is, with all the phases
set to zero. The crosses on the plots show checking values obtained directly from processing the originally
known signal which was a simple exponential.

Equation (13) is equivalent to

Ait) = —HT[explgt)]} (14)

so that a signal with a minimum-phase spectrum may be produced with a specified envelope or a specified
phase.

Scale Invariance. In pattern recognition tasks it is often necessary to ensure that the size or scale of
the patterns to be recognized does not interfere with the recognition of similarity. Since the Hilbert transform
of s(At) (with A a positive constant) is §(A#), the Hilbert transform of a signal is unchanged in form if the signal
is changed in time scale. This is readily shown by substitution in the convolution integral, Eq. (1), and it may
be appreciated easily by noting that the transfer function of the Hilbert transform is constant for all positive
frequencies and also for all negative frequencies. Then change of frequency scale does not cause differential
distortion.

Hilbert transform product theorem. This theorem relates HTs of multiplied signals g(¢) and A(¢) and
their product. It states that if the Fourier transforms G(f) and H(f) are such that:

Gify=0, f=fi andH(/ ) =0, f=<f
then
HTI[g(t)h(t)] = HT[g(t)]h(t) = g(t)HT[h(t)]

The theorem has been generalized for multidimensional signals (26).
Two-Dimensional Hilbert Transforms. It is possible to generalize the definition of the HT for two or
more dimensions. If the original signal or image is the scalar function of N variables ¢,, namely x{¢1, ¢2, ...},
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Fig. 4. Finding phase from envelope: (a) The envelope A(¢) of some function x(¢) of time; (b) phase computed from
¢(t)=HT[n[A®)]; (c) Fourier transform of minimum-phase signal A(¢) exp(j¢); (d) Fourier transform of zero-phase signal
A(t) exp(jop); (e) Fourier transform of maximum-phase signal A(¢) exp(—j¢).

then the N-dimensional HT can be defined as
hY .
x"atJ:(l) ff *hp g d g an,.
i (rl—fulJl'lrz—fan...

An example of the resultant point spread function of a two-dimensional HT is shown in Fig. 5. The Fourier
transform of &(¢) then becomes

j“"sgnl;fljsgnl;fzj X (s foe- )

where X(f1, f2, ...) < x{t1, t2, ...}.
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Fig. 5. Point spread function of a two-dimensional HT.

Other generalizations of the HT. The Reisz transform (27) is a singular integral operator that reduces
to the HT when its parameter n = 1. The kernel of the Reisz transform is:

— *i
K;(x) =c, (]X|T+')

where X = {x1, 2, ..., Xj, ..., %, } and C, =T'[(n + 1)/2)/z"*V/2| " being the gamma function. In particular, for
n =1 we have the HT kernel:

x
Kix)= % =—
7 |x| X

4

Implementation of Hilbert Transformers

Approximations and Effects. As noted above, all implementations of Hilbert transformers involve
some approximations and hence departures from the ideal. While there are many detailed aspects of the
approximation problem, three major departures are fundamental. They all arise from the properties of the
kernel 1/ of the integral (1) etc.

Causality. The time function 1/ begins at ¢ < 0 as shown in Fig. 6(a). Thus the HT cannot be realized
in a causal world and the practical response has to be zero for ¢ < 0. The realized time response has to be
approximated, with 4,(¢) =0, t < T'1; h,(t) = Un(t — 1), t > T'1, involving a delay . Furthermore implementations
involving computation of convolutions (in nonrecursive filters) with finite numbers of elements require that
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Fig. 6. Fundamental restrictions of practical Hilbert transformers: (a) Ideal HT begins at —oo, continues to oo, and has
singularity at the origin; (b) causal HT must be zero before ¢ = 0; (c) band-limited HT is continuous through ¢ =0 and has
finite values. The rippling HT corresponds to hard-limiting in frequency; the smoother one was obtained by band-limiting
with a Hanning window, (d) sin(¢)/t form of band-limiting operator used to obtain the rippling version in (c).

h.(t) =0 for ¢t greater than some T'5. Typically we use symmetric formulations which result in no distortion of
the phase, and set

he(t) =0, t=0 (15)

:#. O0=¢t=2¢ (16)
Tif—1)

=0, t=2r (17)

as shown in Fig. 6(b).

Finite Magnitude. The function 1/¢ tends to —oco as ¢ — 0— and to +o0 as ¢ — 0+. In physical systems
the values are limited. Fortunately we are normally also restricted to processing signals that are effectively
band-limited, whether ideally (with sharp cutoffs) or with gradual cutoffs. Band-limiting effects a convolution
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Fig. 7. Quadrature filters: (a) A causal approximate HT requires a delay. The desired quadrature phase relationship is
obtained between a delayed version x(t — T) =x;(¢) of the original signal x(¢) and HT.(x(¢)) =y1(¢). Phases of the relevant
paths are shown in (c¢). (b) An equivalent quadrature phase relationship may obtain between two all-pass versions x»(¢) and
y9(t), as depicted in (d).

of the 1/t ideal HT with some smoothing function, and the effect is to make finite the transition slope at # =0
and hence to restrict the negative and positive peaks at t=0— and at ¢t =0+, as Fig. 6(c) and 6(d) illustrate.

Quadrature Filters. Often it is not necessary to generate exactly the HT, but it is sufficient to have
two signals that have an approximate HT relationship between them because of practical conveniences of
synthesizing suitable all-pass phase-shifting circuits. Figure 7 illustrates the principles. Such systems have
been used widely in connection with generation of single-sideband signals, as explained in the next section on
applications.

Discrete Hilbert Transformers. Most HTs are implemented in digital signal processing systems, and
they operate on sampled data. Thus the the Nyquist criterion is applicable; the sampling interval, T s, should be
at most 1/(2B) where B is the highest frequency of the signal, unless there are special considerations associated
with narrowband signals.

In direct convolution, the integral of Eq. (1) is approximated by the finite summation

N
¥n = Ehrlﬁz—r (18)
r=1

where the values of the unit pulse response of the Hilbert transformer represent the function 1/¢. An ideal HT
band-limited to B = %T Hz is readily found by inverse Fourier transforming the frequency function H(f) =+,
—B <f <0;=—j,0 <f < B, and its sample values are h, = [cos(nz) — 1]/n, which are just samples of 1/n, with
the even-n values set to zero. Of course a finite duration is needed, and the resultant errors in the frequency
response may be controlled by the choice of a suitable window function. The overall duration in seconds of the
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Fig. 8. Single-sideband generation: (a) Spectrum of analytic signal z =x + j& (b) shifted spectrum of ze/*"¢,.

response is controlled by the frequency resolution required, which is determined by the lowest frequency since
the frequency response has to change from —;j toj. Letting the transition band be b Hz sets the duration to be
of the order of 1/6 s, corresponding to 7/b samples. Several times this length may have to be used depending on
the accuracy of the required response. If the samples of the response are truly skew-symmetric, the only errors
in the transform are in the magnitude of the response and not of the phase. References 19 and 21 provide good
discussions of the design principles and methods.

Transform Domain HT. Since the HT is a convolution then any method for effecting convolutions
is potentially useful. The fast Fourier transform algorithm for implementing the discrete Fourier transform
(DFT) is widely used for such convolutions. The HT may be specified conveniently in the frequency domain by
H(f)=—j sgn(f), which is a multiplication of the relevant coefficients of the DFT. Because DFT filters form finite-
duration convolutions, they are equivalent to the direct convolution methods as far as design fundamentals
are concerned.

Recursive HT for Narrowband Signals. The duration of the response of a filter is associated with its
frequency resolution. Recursive structures provide infinite impulse response (IIR) filters. A complex resonator
is formed by the difference equation

¥n =a¥,_1 + wn

with a =exp(j9) which has the complex impulse response {1, a, ag, ...} whose real and imaginary parts are
{1, cos(9), cos(20), ...} and {0, sin(9), sin(20), ...}, respectively. Reference (3) uses the fact that such responses
are approximate HTs of each other to form Hilbert transformers in speech processing. The resonators were
combined with comb filters such that the complex exponentials were canceled after a finite time. The resultant
filters have transfer functions which were shown to be equivalent to DFT filters, but with few computations if
the relative bandwidths were small.

Applications

Modulation and Frequency Shifting. The HT provides a theoretical framework for many processes
on modulated signals. Single sideband modulation is readily effected by shifting the frequency of an analytic
signal: First the analytic signal is formed from the original message signal, z(¢) = x(¢) + jZ(¢). Then the frequency
is shifted by multiplication by exp(2nf.t), Fig. 8. Instead of the formal HT, if linear distortion of the signals is
acceptable, as it is in the case of speech signals, the quadrature filter approach is often used.

Other modulation processes involving HTs have been aimed at conservation of radio spectrum band-
width:

(1) Compatible Single Sideband 1 Refers to the generation of amplitude modulated signals that are compatible
with the envelope detection used in the majority of broadcast-band receivers but that have the spectral
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occupancy of single sideband signals. The principle invoked here is that if the envelope A(¢) is specified
then the minimum-phase signal may be generated by setting the phase to ®(¢) = HT(log[A(¢)], and it turns
out that the resultant one-sided spectrum is more compact than that of a double-sideband signal. The
complicated dependence of the performance on the filters used in radio receivers is a significant deterrent
in these approaches.

(2) Single-Sideband FM 1 Has a similar motivation, and depends on the same relationship, used in reverse. A
signal that has been frequency modulated so that it has the desired instantaneous frequency and phase has
an envelope impressed on it such that the spectrum is more compact. The relationship A(¢) = —exp(HT[®(#)]
leads again to the minimum phase signal that has a single-sided and compacted spectrum.

Instantaneous Frequency Manipulations of Signals. There were many efforts to reduce the band-
width occupied by communication signals such as speech. Typically manipulations of the instantaneous phase,
or frequency dividing, were shown to have some compressing effect. The use of the HT was instrumental in the
design and diagnosis of such systems, for example, Ref. 4.

Electric Circuits. The relationships between real and imaginary parts of a Fourier transform in the
frequency domain have been widely recognized in electric circuit theory and design and constitute some of the
earliest applications in electrical and electronic engineering (2), although Bode did not use the term “Hilbert
transform” explicitly.

Filter and Transmission-Line Synthesis. The HT has been valuable in solving problems of finding
a lossless electrical network or transmission line cascade that will provide a desired power spectrum into a
known resistive load from a given current source (16,23). An example is the design of a cascade of acoustic
tubes to approximate the shape of the human vocal tract for a given speech sound. The radiated power density
into the air is a known function of frequency, P(f), and the load is the acoustic radiation impedance of the
lips. The power input to the configuration is Pi(f) = |I1(f)|?R1(f), where I;(f) is the assumed known input (air)
current transform and R(f) is the real part of the input impedance Z1(f) = R1(f) + jX1(f). Since the system is
assumed to be lossless, then Pi(f)= P(f), and hence we can find that R1(f) = P(f)/|I,(f)|>. We need to find the
imaginary part X;(f). Since the physical system is realizable the impulse response of Z1(f) is causal and then
X1(f)=R(f). This is the step that depends on the HT. The subsequent procedure depends on an algorithmic
approach to undoing iteratively a system of echoes that are assumed to correspond to reflections from changes
in cross section of the cascade of tubes.

Filter Design. The single-sided spectral property of an analytic signal is equivalent to high-pass filtering
the real signal with a cutoff at zero frequency [Fig. 9(a) and 9(b)]. Reference 9 has used this property with
frequency shifting or heterodyning to implement filters with adjustable cutoff frequencies. In this application
of the HT a signal s is converted to an analytic signal s4. The spectrum of s4 with components 1, 2, 3, and 4 is
shifted by multiplication with a complex carrier exp(—jwt) so that the cutoff of zero frequency appears at the
desired part of the translated signal spectrum, here between 2 and 3 [Fig. 9(c)]. Thus the components (1, 2)
below this frequency are eliminated, giving sg. The resultant complex signal is translated back to the original
position by multiplying sg by exp(+jwt), as in Fig. 9(d).

Pattern Recognition; Scale Invariance. The property of scale invariance is attractive in pattern
recognition. References 6 and 8 are early expositions of these principles.

The simplest illustration is that a sine wave becomes a cosine wave under Hilbert transformation, and
the frequency is of course retained as is the amplitude. Thus the plot of a sinusoidal signal and its HT is just a
circle, as is well known; it matters not if the signal is at 1 Hz or 100 MHz. The scale-invariant effect is shown
in Fig. 10 for two multifrequency signals that differ in their time scales.

A more interesting effect is seen in Fig. 11 for two multifrequency signals which differ in that their
time-scales are varying slowly with time (5). Here, the slow time variation causes only a slight distortion of the
relationship between the two patterns. If the drift of scale is maintained the patterns remain similar, but the
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Fig. 9. Use of HT for filter design: (a) Spectrum of original signal s; (b) spectrum of analytic signal s4 derived from (a); (c)
spectrum of sg =HT[ss exp(—jwt)]; (d) spectrum of syp = Real[sp exp(+jwt)].

frequency of sampling points may change over a wide range. Such ideas were developed for matching warped
patterns in Ref. 18.

Image Processing and Edge Detection. Edge detection in images is based on some form of dif-
ferentiation that produces a peak where the derivative of the intensity changes fast. For edges that have a
given shape of intensity versus position, it might be desirable to ensure that the magnitude edge detection
signal does not depend significantly on the scale of the edge, namely that edges whose transition regions are
different should produce the same magnitude of output. The scale invariant property of the HT might appear
to be useful here. Such reasoning appears to lie behind some attempts to use the HT in two dimensions as a
filter whose output is a good indicator of edges and is independent of scale. However, we are of the opinion the
two-dimensional HTs are not really appropriate in that they have characteristics dependent on the orientation
of an edge (5).

However, direct application of the two-dimensional HT is not appropriate as it has characteristics that
are dependent on the orientation of an edge. Instead, different but related filtering that derives from the Reisz
transform (see above, under “Other generalizations of the HT”) have been used.

Computation of bias in spectral estimation. In spectral estimation a record of the signal of duration
T s is selected and the spectral density is estimated by evaluating the squared magnitude of its Fourier
transform. Provided T is large enough to avoid truncation of the autocorrelation of the signal then the bias in
the spectral estimate W(f) due to the finite value of T is found to be

" = W)
W) =W = goom | s

where W(f) is the true spectrum and principal value of the integral is used. Stark et al (28) give corresponding
two dimensional expressions relevant to the optical estimation of the spectral density in images.

HT relations in potential problems. Some important HT relationships exist between functions that
occur in potential theory. These have been used in geophysics in the analysis of perturbations of the earth’s
magnetic field. Such relations are general in electric and magnetic field theory, and a simple example illustrates.
We introduce the ideas with reference to electrostatic potentials because these may be more familiar. The
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Fig. 10. (a) Signal x(¢), and time-scaled x(kt) (dotted); (b) Hilbert transforms x(¢) and &(k¢); (c) plots of HT(x(¢)) against x(t)
and of X(kt) against x(kt) (dotted).

potential V(x, y, z) at the point {x, y, 0} due to a charge q coulombs at the origin is

1
v=9_14

er e Jxt 0P

where € is the permittivity. Thus we have

ﬂ_qx av. g v

=-—— and —=-—"— (2
dx  exl 442 dy  ex?4y? .

By comparing with the HT relations:

i A 4 —a
HT = d HT =
[32 +a2] t? + a® an L? +a2] 2 + a®
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Fig. 11. (a) Signal x(¢), and time-warped x[f(¢)]; (b) Hilbert transforms %(¢) and X[(f(¢)]; (c) the time scales (dotted is the
warped time vs. original time, and dashed is the distortion component, a quadratic term). (d) Plots of Z(¢) against x(¢) and
of X[f(¢)] against x[f(#)].

where a is a constant, we see that for constant y:

aVv aVv aV av
= HT[‘,—] and — = —HT[‘_—] (3)
dj.' dx ix d"}'

Nabighian, Ref. (29) derived from such relationships two dimensional methods for resolving the magnetic
anomalies of the earth’s magnetic field associated with magnetic ore bodies and he extended them in 3D in Ref
(30).

If electric charges are arranged in rows on a flat surface, the influences of these charges may lead to
Hilbert transform relationships. A practical example illustrates. Acoustic surface wave filters are devices in
which a pattern of electric charges is applied to the surface of a piezoelectric plate and the resultant stress
launches travelling surface waves [Fig. 12(a)]. These waves are sensed at another site on the plate by receiving
electrodes on which potentials arise from the induced charges associated with the pattern of strain in the
waves.
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Fig. 12. Lines of surface charge: (a) Line of charge in a surface; (b) field at radius r from the line; (c) value of x component
of field is proportional to 1/x.

The sending and the receiving electrodes are in the form of straight bars across the surface, and the waves
ideally have straight wavefronts perpendicular to the direction of propagation. The influence of the sending
electrodes is seen if we consider the electric field of a single line of positive charge [Fig. 12(b)]. The magnitude
of the field is proportional to 1/r, where r is the radial distance from the line. The direction of the field is
radially from the charge. Thus in the plane of the surface, the field along the surface, E,, is constant/r. For a
distribution of charge density g(x) the net field at a position d, which is d — x from the charge at x, is obtained
by integrating over all regions of charge:

[a2]

()
E.(d) = constant = f av dx

X=—0a d-x
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and we recognize this expression as the Hilbert transform again. A similar discussion shows that the reception
electrodes introduce another Hilbert transform. Hence the overall effect of the surface wave device is to include
two convolutions by Hilbert transforms, which corresponds to a simple delta function.

Further Reading

References 7 and 20 present the theory of the HT in very readable form. References 19 and 21 are excellent
expositions of the principles in discrete-time systems and design methods. For the mathematics, Refs. 11,13,
and 24 are recommended; Refs. 14 and 15 are more extensive treatments oriented toward signal processing.
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