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Figure 2. Head-to-tail method for combining successive displace-
VECTORS ments.

A vector is a physical quantity that has the attributes of mag-
nitude and direction, such as electric field intensity (E), mag- The rule for adding two vectors follows directly from the
netic field intensity (H), and current density (J). The magni- common-sense head-to-tail method for combining successive
tude of a vector is always a nonnegative real number (such as displacements, as shown in Fig. 2. The sum of two vectors is
0, 2 or �). The null vector (or zero vector) 0 has a magnitude another vector; in mathematical terms, a vector space is
of zero, and has no direction. An ordinary number is called a closed under vector addition. Vector addition is commutative,
scalar. A unit vector is a vector with a magnitude of 1 and any that is, the sum of two vectors does not depend on the order
direction. Unit vectors are used to specify directions. Figure 1 in which the vectors are added:
shows several vectors of different magnitudes and directions.

The concept of a vector is a generalization of the concept aaa + bbb = bbb + aaa
of a displacement in space (such as ‘‘go 300 m east’’ or ‘‘move

Vector addition is also associative, meaning that the sum ofthe capacitor 5 mm toward the connector end of the printed-
three or more vectors does not depend on the manner incircuit board’’). Vectors that lie entirely in a single plane are
which the vectors are grouped:called two-dimensional vectors, in contrast to three-dimen-

sional vectors, which can point in any direction in three-di-
aaa + (bbb + ccc) = (aaa + bbb) + cccmensional space. A two- or three-dimensional vector is repre-

sented with an arrow, the length of which is proportional to
To compute the sum of two vectors, it often is convenient tothe length of the vector, and the direction of which is the
express the vectors in terms of components along coordinatesame as the direction of the vector. Abstract vectors with
axes. The Cartesian components of a vector a are its compo-more than three dimensions are useful for computational pur-
nents along the Cartesian x and y coordinate axes (and the zposes; see below.
axis, in three dimensions). The component of a vector a alongThe standard symbolic notations for vectors are boldface
the x axis (for example) is usually written ax. The x and yletters (a) and lightface letters with an arrow overhead (a

�
).

components of a two-dimensional vector are shown in Fig. 3,Physically meaningful vectors have units. For example, the
which also illustrates the important theorem that a vector isunits of the electric field intensity vector E are volts per me-
equal to the vector sum of its projections on the coordinateter. The units of the vector are the same as the units of its
axes:magnitude. The set of all vectors with the same units is a

vector space. Units are also called dimensions, but the term
aaa = axx̂xx + ayŷyy‘‘dimension’’ has a different meaning in vector spaces.

Physical vectors such as position and momentum are prop-
From the Pythagorean theorem and from the fact that ax anderties of an object. The position vector of a point in space, r,
ay can be thought of as distances along the x and y axes, whichis defined by the object’s x, y, and z coordinates: r � (x, y, z).
are mutually perpendicular, one sees that a2 � a2

x � a2
y. ThisHowever, electrical engineering also makes use of vector

gives the important formulafields, such as the electric field, E, the magnetic field, H, and
the current density field, J. In general, a vector field is a func-
tion, for which we use the generic symbol F, that assigns a a =

p
a2

x + a2
y

vector F(r) to each point in space.
for the magnitude of a two-dimensional vector in terms of theIf a vector a with a magnitude a is multiplied by a number
magnitudes of the components along mutually perpendicular�, the result is a vector
axes.

A two-dimensional vector a is the displacement vectorbbb = αaaa
from the origin to the point whose Cartesian coordinates are

in the same direction as a with a magnitude equal to �a. In (ax, ay). For this reason a complex number (such as an imped-
mathematical language, a vector space is closed under scalar ance, or a phasor representing an alternating voltage or cur-
multiplication. rent) can be represented by a two-dimensional vector. For ex-

ax

ay

a

Figure 1. Several vectors of different magnitudes and directions. Figure 3. The x and y components of a 2-D vector.
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Given the x and y components of a two-dimensional vector,
one can determine the angle � that the vector makes with the
x axis from the formula

tan θ = ay

ax
bxax

ay

bya

b a + b

When using this formula numerically, one should remember
Figure 4. Illustration of components where sum of two or more vec- that the arctangent function returns angles modulo 180�, that
tors are equal to sums of components of the vectors. is, tan�1(ay/ax) lies in the range (�90�, 90�), not in the range

(0�, 360�) or (�180�, 180�). Therefore, one should determine
the quadrant in which the angle lies by examining ax and ay,ample, an impedance Z � 21 � j28 � can be represented by and adjust the value of the angle returned by the arctangent

a two-dimensional vector with the Cartesian components (21, function by 180� or 360� if necessary. For example, if ax � 0
28). The magnitude of the impedance in this example is �Z� � and ay � 0, then � lies in the second quadrant, and therefore
�212 � 282 � 35 �.

In three dimensions, the component resolution of a vector
a is θ = tan−1

�ay

ax

�
+ 180◦

aaa = axx̂xx + ayŷyy + axẑzz in this case.
There are two meaningful products of two- or three-dimen-

and the formula for the vector’s magnitude is sional vectors. The scalar product (also called the dot product
or inner product), which is written a 	 b, is the number

a =
p

a2
x + a2

y + a2
z

aaa · bbb = ab cos θab
in terms of the Cartesian components ax, ay, and az.

Figure 4 illustrates the fact that the components of the where �ab is the angle between a and b (measured so that �ab
sum of two or more vectors are equal to the sums of the com- is not less than 0� and is not greater than 180�). If n̂ is a unit
ponents of the vectors: vector, then n̂ 	 a � a cos �na is the component of a along the

direction specified by n̂ (see Fig. 6).
aaa + bbb = (axx̂xx + ayŷyy) + (bxx̂xx + byŷyy) = (ax + bx)x̂xx + (ay + by)ŷyy Geometrically, a 	 b is equal to the magnitude of a times

the magnitude of the component of b along the direction of
In other words, the x component of a � b is ax� bx. a. Trigonometric manipulation shows that the scalar product

The effective impedance of a combination of impedances is equal to the sum of the products of the Cartesian compo-
in series can be found by vector addition. For example, if an nents:
impedance Z1 � 1 � j3 � is in series with an impedance Z2 �
5 � j4 �, the effective impedance can be found by calculating aaa · bbb = axbx + ayby + azbz
the vector sum

If a and b are perpendicular to each other, then their scalar
ZZZ = ZZZ1 + ZZZ2 = (1,3) + (5,−4) = (6,−1) product vanishes:

from which one sees that the effective impedance is Z � 6 � aaa · bbb = 0
j1 �. Figure 5 shows a graphical solution to this example.

To specify the direction of a two-dimensional vector numer- and one says that a and b are orthogonal. One of the most
ically one uses the angle � between the direction of the vector important applications of the dot product is the computation
and a reference line, which usually is chosen as the positive of vector components. For example, to compute the rectangu-
x axis. For example, an impedance Z � 6 � j1 � (expressed lar components of a vector a, one takes the dot product of a
in terms of its resistive and reactive components) can also be with the Cartesian unit vectors:
represented in terms of its magnitude and phase angle as
Z � 6.08��9.46� (Fig. 5). ax = x̂xx · aaa and ay = ŷyy · aaa

The vector product (also called the cross product) of vectors
a and b is the vector a 
 b with the magnitude ab�sin �ab�,

ay

a

Z
θna

θa cos   na
Z2

Z2

Z
θ = –9.46°

|Z|= 6.08 Ω

Figure 6. n̂ 	 a � a cos �na is the component of a along the direction
specified by n̂.Figure 5. Graphical solution to Z � 6 � j1 �.
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where b is any vector. In this formula, the vector (n̂ 	 b)n̂ is
parallel to n̂, and the vector n̂ 
 (b 
 n̂) is perpendicular
to n̂.

For computational purposes, an n-dimensional vector is
any array v[ ] with n elements v[k] � vk, where k � 0, . . .,
n � 1. For example, a numerical solution of a differential

b

a

a × b

θ

equation such as
Figure 7. Right-hand rule.

LC
d2v
dt2 + RC

dv
dt

+ v = 0

orthogonal to both a and b, and with the sense that one ob- is a vector, the elements v[k] � vk � v(tk) of which are the
tains by rotating a into b and using the right-hand rule (Fig. approximate numerical values v(tk) of the function v at n sam-
7). To apply the right-hand rule, let the fingers of the right pling times t0, . . ., tn�1. Vectors of time-sampled values are
hand point from a to b. The thumb then points in the direc- examples of abstract vectors, that is, objects that do belong to
tion of a 
 b. three-dimensional space, but that have many of the proper-

The magnitude of the vector product a 
 b is equal to the ties of physical vectors.
area of the parallelogram defined by a and b. Referring to An abstract vector space V is a set, the elements x, y, z, . . .
Fig. 8, one sees that the base of the parallelogram is the of which obey the following axioms, where �, �, . . . are
length of the vector a, while the height is the length of b scalars:
times the sine of the angle between a and b. Hence the area
of the parallelogram is equal to ab �sin �ab�, which is the mag- 1. An operation of addition is defined, such that, for every
nitude of a 
 b. Often one refers to a 
 b as the directed area pair of vectors x, y in V, the vector sum x � y belongs
of the parallelogram, because a 
 b has both magnitude and to V, and y � x � x y.
direction.

2. Vector addition is associative: x � (y � z) � (x � y) �More generally, a directed area is any polygon, together
z.with one of the two possible directions in space perpendicular

3. A null vector 0 exists, with the property that for everyto the polygon.
vector x in V, x � 0 � x..The triple scalar product a 	 (b 
 c) is unchanged under

4. For every vector x in V, there exists a vector �x suchcyclic permutations of a, b, and c, and changes sign under
that x � (�x) � x � x � 0.permutations that change the cyclic order:

5. For every vector x in V, and for every scalar �, there is
a scalar multiple �x that belongs to V.

6. Scalar multiplication obeys the distributive laws �(x �

aaa · (bbb × ccc) = bbb · (ccc × aaa) = ccc · (aaa × bbb)

= −aaa · (ccc × bbb) − bbb · (aaa × ccc) = −ccc · (bbb × aaa)

y) � �x � �y and (� � �)x � �x � �x.
7. Scalar multiplication is associative, meaning thatThe triple scalar product is equal to the volume of the paral-

�(�x) � (��)x.lelepiped whose edges are defined by the vectors a, b, and c,
because the directed area of the base of the parallelepiped is 8. Multiplying any vector x by the zero scalar 0 gives the
a 
 b, and the height of the parallelepiped is the component null vector 0.
of c that is perpendicular to a 
 b. 9. Multiplying any vector x by the unit scalar 1 gives back

The value of the triple vector product a 
 (b 
 c) is given x: 1x � x.
by the BAC–CAB rule

The concept of an abstract vector space is very widely applica-
ble. The ‘‘vectors’’ x can be functions, column vectors, row vec-aaa × (bbb × ccc) = bbb(aaa · ccc) − ccc(aaa · bbb)

tors, or even matrices. Any property that is true for abstract
This formula is useful in electromagnetics and other areas in vectors is true for functions, column vectors, and so on.
which one must express a vector b in terms of components A set of abstract vectors x0, x1, . . ., xm�1 is called linearly
that are parallel or perpendicular to a given unit vector n̂. independent if the only scalars �0, �1, . . ., �m�1 such that
For example, if one sets a � c � n̂ in the BAC–CAB rule,
then one sees that

m−1∑
k=0

αkxk = 0

bbb = (n̂nn · bbb)n̂nn + n̂nn × (bbb × n̂nn)

are �0 � �1 � 	 	 	 � �m�1 � 0. On the other hand, if this
equation holds with some nonzero values of the scalars �0,
�1, . . ., �m�1, then the vectors x0, x1, . . ., xm�1 are called lin-
early dependent. In particular, if two abstract vectors x, y are
linearly dependent, then there is a number � such that y �
�x. For example, the functions sin �t and cos �t are linearly
independent, for there is no number � such that cos �t � �

a
θ

θab|sin   |
b

sin �t.
It can be proved that, for any given abstract vector spaceFigure 8. Base of parallelogram is length of vector a; height is

length of b times the sine of the angle between a and b. V, the number of linearly independent vectors in a set x0, x1,
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. . ., xm�1 is less than or equal to a certain maximum number plane polar coordinates (�, �), with a Z coordinate added to
describe three-dimensional objects. The other important or-n, which is called the dimension of the vector space. In effect,

the dimension of a vector space is equal to the number of thogonal curvilinear coordinates for engineering applications
degrees of freedom in the space. For example, there are at are spherical polar coordinates, which we discuss below.
most three linearly independent vectors in any set of three- One of the natural unit vectors in circular cylindrical coor-
dimensional vectors, because every three-dimensional vector dinates is ẑ, which points in the direction that one takes if
is linearly dependent on the Cartesian unit vectors x̂, ŷ, and one increases z while holding x and y (or � and �) constant.
ẑ. A set of linearly independent vectors e0, e1, . . ., en�1 that Another is the unit vector �̂ that points in the direction in
has the property that every other vector in a vector space V which one moves if one increases � while holding z and �
can be expressed as a linear combination constant. Still another is the unit vector �̂ that points in the

direction of increasing � (with z and � held constant). In
terms of the Cartesian unit vectors x̂ and ŷ, the circular cylin-
drical unit vectors in the XY plane (which are the same as

v =
m−1∑
k=0

vkek

the plane polar unit vectors) are
is called a basis of V. If the basis vectors are normalized so
that each one has unit length and they are mutually orthogo- ρ̂̂ρ̂ρ = x̂̂x̂x cos φ + ŷ̂ŷy sinφ
nal, then the basis is called orthonormal. The Cartesian unit
vectors x̂, ŷ, and ẑ are an orthonormal basis of the space of and
three-dimensional vectors. Orthonormal bases of vector
spaces whose elements are functions are used in many appli-

φ̂̂φ̂φ = −x̂̂x̂x sinφ + ŷ̂ŷy cos φ
cations, ranging from electromagnetic boundary-value prob-
lems to the theory of random processes. Because ẑ is orthogonal to x̂ and ŷ,

VECTOR COMPONENTS IN ORTHOGONAL
ẑ̂ẑz · ρ̂̂ρ̂ρ = 0 and ẑ̂ẑz · φ̂̂φ̂φ = 0CURVILINEAR COORDINATE SYSTEMS

Substituting for �̂ and �̂ from the formulas just above, oneSome electromagnetic engineering problems, such as scatter-
finds thating, radiation by an antenna, and wave propagation in cylin-

drical waveguides, take their simplest form when expressed
in coordinates that are adapted to the geometrical symmetry φ̂̂φ̂φ · ρ̂̂ρ̂ρ = 0
of the problem. For example, an optical fiber can be idealized

These equations demonstrate that �̂, �̂, and ẑ form an ortho-as a cylinder. The natural coordinate system in this case is
normal system of unit vectors, which one can use (instead ofthe cylindrical system. The circular cylindrical coordinates of
the fixed rectangular unit vectors x̂, ŷ, and ẑ) to express anya point r � (x, y, z) in three-dimensional space are (�, �, z),
vector in terms of its �, �, and z components. The unit vectorswhere
�̂, �̂, and ẑ define a local Cartesian coordinate system, the
axes of which point in different directions, depending on theρ =

�
x2 + y2

location of the point r. Because the unit vectors are mutually
is the perpendicular distance from the z axis to the point r, orthogonal, circular cylindrical coordinates are an example of

orthogonal curvilinear coordinates.
Any vector field F can be expressed in terms of its compo-φ = tan−1

�y
x

�

nents along �̂, �̂, and ẑ as follows:
is the azimuthal angle, measured from the X axis to the line
in the XY plane that goes from the origin to the point (x, y, F = Fρρ̂̂ρ̂ρ + Fφφ̂̂φ̂φ + Fzẑ̂ẑz0), and z is equal to the Z Cartesian coordinate of r, as is
shown in Fig. 9. Evidently cylindrical coordinates are simply

To compute the circular cylindrical components of F, one
takes the dot product with the circular cylindrical unit vec-
tors, obtaining

Fρ = ρ̂̂ρ̂ρ · FFF = Fx cos φ + Fy sinφ

and

Fφ = φ̂̂φ̂φ · FFF = −Fx sinφ + Fy cos φ

These formulas are used to compute the circular cylindrical
components, given the rectangular components.

The formulas that give the rectangular (XYZ) unit vectors
in terms of the circular cylindrical (or plane polar) unit vec-
tors are

ρ

φ

r

Z

Y

X

z

x̂̂x̂x = ρ̂̂ρ̂ρ cos φ − φ̂̂φ̂φ sinφFigure 9. Circular cylindrical coordinates of point r.
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and These formulas imply that r̂, �̂, and �̂ are mutually orthogo-
nal,

ŷ̂ŷy = ρ̂̂ρ̂ρ sinφ + φ̂̂φ̂φ cos φ

The unit vector ẑ is the same in both coordinate systems.
These formulas can be used to compute the rectangular com-
ponents, given the circular cylindrical components.

r̂̂r̂r · θ̂ = 0

r̂̂r̂r · φ̂ = 0

θ̂̂θ̂θ · φ̂ = 0
In general, if a global coordinate system is not Cartesian,

it would be convenient to be able to ‘‘attach’’ a local Cartesian
and therefore define a set of local Cartesian coordinate axescoordinate system at each point r. Curvilinear coordinate sys-
that are attached at the point r. The inverse relationstems in which this is possible are called orthogonal curvilin-

ear coordinates. Examples besides circular cylindrical and
spherical polar coordinates include elliptic and parabolic coor-
dinates in two dimensions and, in three dimensions, elliptic
cylinder coordinates, parabolic cylinder coordinates, conical

x̂̂x̂x = r̂̂r̂r sin θ cos φ + θ̂ cos θ cos φ − φ̂ sin θ

ŷ̂ŷy = r̂̂r̂r sin θ sinφ + θ̂ cos θ sinφ + φ̂ sin θ

ẑ̂ẑz = r̂̂r̂r cos θ − θ̂ sin θcoordinates, parabolic coordinates, prolate spheroidal coordi-
nates, oblate spheroidal coordinates, ellipsoidal coordinates

give the spherical polar unit vectors in terms of the rectangu-and paraboloidal coordinates.
lar unit vectors.The spherical polar coordinates of a point r � (x, y, z) are

To compute the spherical polar coordinates of a vector(r, �, �), where
field F whose rectangular components are known, take the
dot products of the spherical polar unit vectors with F:r =

�
x2 + y2 + z2

is the distance from the origin to the point r, Fr = Fx sin θ cos φ + Fy sin θ sinφ + Fz cos θ

Fθ = Fx cos θ cos φ + Fy cos θ sinφ − Fz sin θ

Fφ = −Fx sinφ + Fy cos φθ = cos−1
�z

r

�

is the polar angle, measured from the Z axis to the line that To compute the rectangular components given the spherical
goes from the origin to r, and polar coordinates, use the formulas given above for x̂, ŷ, and

ẑ in terms of the spherical polar unit vectors r̂, �̂, and �̂.
φ = tan−1

�y
x

�

VECTOR INTEGRATIONis the azimuthal angle, measured from the X axis to the line
in the XY plane that goes from the origin to the point (x, y,

Integrals that involve vectors are important in electrical engi-0), as is shown in Fig. 10. To locate points on the surface of a
neering because important quantities such as the electricalsphere (defined by the equation r � constant), one needs only
current through a surface or the work done in moving athe polar angle � and the azimuthal angle �.
charge along a three-dimensional path depend upon the mag-The formulas for the spherical polar unit vectors, r̂, �̂, and
nitude and direction of a vector, as well as the orientation of�̂ in terms of the rectangular unit vectors x̂, ŷ, and ẑ are
a surface or line.

The line integral of a vector field F along a curve C is de-
fined as the limit of the sum of contributions from line seg-
ments that approximate the curve:

r̂̂r̂r = x̂̂x̂x sin θ cos φ + ŷ̂ŷy sin θ sinφ + ẑ̂ẑz cos θ

θ̂̂θ̂θ = x̂̂x̂x cos θ cos φ + ŷ̂ŷy cos θ sinφ − ẑ̂ẑz sin θ

φ̂̂φ̂φ = −x̂̂x̂x sinφ + ŷ̂ŷy cos φ ∫
C

FFF(rrr) · dlll = lim
N→∞

N−1∑
i=0

FFF(rrri) · (rrri+1 − rrri)

For example, this formula gives the work that is done by a
force field F acting on a particle as it moves along the curve
C. The potential difference VAB between two points A and B is
equal to minus the line integral of the electric field intensity
E from A to B,

VAB = −
∫ B

A
EEE · dlll

In this example, the value of the potential difference is inde-

θ

φ

r

Z

Y

r

X

North pole

Meridian of r

Equator

pendent of the path taken from A to B. In general, however,
the value of a line integral depends upon the path. For exam-Figure 10. Spherical polar coordinates of point r.
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ple, the electromotive force E around a wire loop L that is r � n̂
l. The equation E � ��� implies that the electric field
intensity is equal to minus the gradient of the electric poten-immersed in a time-varying magnetic field,
tial. The gradient theorem states that the line integral from a
point r to a point s of the gradient of a scalar field � is equal
to the difference of the values of � at s and r:

E =
∮

L
EEE · dlll

depends upon the loop’s size, shape, and number of turns.
The surface integral of a vector field F over a surface S is

∫ s

r
(∇ψ) · dlll = ψ(sss) − ψ(rrr)

the limit of the sum, over plane polygons (with directed areas

Si) that approximate S, of products of the form (area of 
Si A special case is the familiar formula for the integral of an
times component of F perpendicular to 
Si): ordinary derivative,

∫ b

a

dψ

dx
dx = ψ(b) − ψ(a)

∫
S

FFF(rrr) · dSSS = lim
N→∞

N−1∑
i=0

FFF(rrri ) · �SSSi

An extremely important consequence of the gradient theoremFor example, the electric current IS that flows through a sur-
is the fact that the integral of a gradient is independent offace S is equal to the surface integral of the current density
the path of integration.J over S,

Formulas for the basic vector operators in the three most
important coordinate systems (rectangular, circular cylindri-
cal and spherical polar coordinates) are needed constantly in

IS =
∫

S
JJJ(rrr) · dSSS

electromagnetics. The gradient of a scalar field � is
Gauss’ law states that the electric flux through a closed sur-
face, �S D 	 dS, is equal to the charge enclosed in S.

Several important formulas involve the integral of a scalar
∇ψ = ∂ψ

∂x
x̂̂x̂x + ∂ψ

∂y
ŷ̂ŷy + ∂ψ

∂z
ẑ̂ẑz

field �, which is defined as the limit of a sum, over small
in Cartesian coordinates,volumes 
Vi that approximate V, of products of the form

(value of � times volume 
Vi):
∇ψ = ∂ψ

∂ρ
ρ̂ + 1

ρ

∂ψ

∂φ
φ̂ + ∂ψ

∂z
ẑ̂ẑz∫

V
ψ(rrr)dV = lim

N→∞

N−1∑
i=0

ψ(rrri)�Vi

in circular cylindrical coordinates, and

For example, the total electric charge distributed over a vol-
ume V is equal to the volume integral of the electric charge ∇ψ = ∂ψ

∂r
r̂̂r̂r + 1

r
∂ψ

∂θ
θ̂ + 1

r sin θ

∂ψ

∂φ
φ̂

density �.

in spherical polar coordinates.
The divergence of a vector field F (written as � 	 F, or some-VECTOR OPERATORS

times as divF) is defined as the limit, as the volume 
V ap-
proaches zero, of the integral of F over the surface 
S thatElectromagnetic engineering makes intensive use of the gra-
bounds 
V, divided by 
V:dient, divergence, curl, and Laplacian, which are called vector

differential operators because they either operate on vectors,
produce a vector result, or both.

The gradient of a scalar field � (written as ��, or some-
∇ · FFF = lim

�V→0

∫
�S FFF · dSSS

�V
times as grad�) is a vector field that, at each location r in

If F is a flux vector (a rate of transfer of some physical quan-space, points in the direction in which � increases most rap-
tity Q per unit area, per unit time), then the divergence � 	 Fidly. The magnitude of �� is equal to the maximum rate at
is equal to the rate (per unit volume) at which Q is created orwhich � changes. These properties are evident from the defi-
destroyed. In other words, the divergence of F is nonzeronition of the gradient in terms of its component along an arbi-
wherever there are sources or sinks of the physical quantitytrary unit vector n̂:
Q of which F is the flux. Gauss’ theorem,

n̂̂n̂n · (∇ψ(rrr)) = lim
�l→0

ψ(rrr + n̂̂n̂n�l) − ψ(rrr)
�l

∫
V
(∇ · FFF ) dV =

∫
S

FFF · dSSS

The change in � under a small displacement from r to r �
states that the integral of the divergence of F over any volumen̂
l is approximately equal to the dot product of n̂
l with
V is equal to the integral of F over the surface S that bounds��:
V. For example, according to Gauss’ theorem and one of Max-
well’s equations,ψ(rrr + n̂̂n̂n�l) − ψ(rrr) ≈ (∇ψ(rrr)) · (n̂̂n̂n�l)

For example, if � is the electric potential, then 
� is the work
done by an external force in moving a unit charge from r to

∫
S

DDD · dSSS =
∫

V
∇ · DDDdV =

∫
V

ρdV = QV
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where D is the electric flux density, � is the electric charge The curl, gradient and divergence obey the operator identi-
tiesdensity, and QV is the electric charge enclosed in V. This is

simply a restatement of Gauss’ law. The conservation of elec- ∇ × (∇ψ) = 0tric charge can be expressed in the equation

(the curl of a gradient is zero) and
∇ · JJJ + ∂ρ

∂t
= 0

∇ · (∇ × FFF ) = 0

in terms of the divergence of the electric current density J. (the divergence of a curl is zero). The relation � 
 (��) � 0
Explicit formulas for the divergence � 	 F of a vector field implies that the integral of a gradient around a closed path

F are vanishes, and the relation � 	 (� 
 F) � 0 implies that the
curl of a vector field cannot describe sources or sinks.

Formulas for the curl � 
 F of a vector field F in the major∇ · FFF = ∂Fx

∂x
+ ∂Fy

∂y
+ ∂Fz

∂z coordinate systems are

in Cartesian coordinates, ∇ × FFF =
�

∂Fz

∂y
− ∂Fy

∂z

�
x̂̂x̂x +

�
∂Fx

∂z
− ∂Fz

∂x

�
ŷ̂ŷy +

�
∂Fy

∂x
− ∂Fx

∂y

�
ẑ̂ẑz

in Cartesian coordinates,∇ · FFF = ∂(ρFρ )

∂ρ
+ 1

ρ

∂Fφ

∂φ
+ ∂Fz

∂z

in circular cylindrical coordinates, and ∇ × FFF =
�

1
ρ

∂Fz

∂φ
− ∂Fφ

∂z

�
ρ̂̂ρ̂ρ +

�
∂Fρ

∂z
− ∂Fz

∂ρ

�
φ̂̂φ̂φ

+ 1
ρ

�
∂(ρFφ )

∂ρ
− ∂Fρ

∂φ

�
ẑ̂ẑz∇ · FFF = 1

r2

∂(r2Fr)

∂r
+ 1

r sin θ

∂(sin θFθ )

∂θ
+ 1

r sin θ

∂Fφ

∂φ

in circular cylindrical coordinates, andin spherical polar coordinates.
The curl of a vector field F (written as � 
 F, or sometimes

as curlF) is defined as the limit, as the area of a small, flat
surface 
S (�n̂) approaches zero, of the line integral of F
around the closed curve 
C that bounds 
S:

∇ × FFF = 1
r sin θ

�
∂(sin θFφ )

∂θ
− ∂Fθ

∂φ

�
r̂̂r̂r

+ 1
r

�
1

sin θ

∂Fr

∂φ
− ∂(rFφ )

∂r

�
θ̂ + 1

r

�
∂(rFθ )

∂r
− ∂Fr

∂θ

�
φ̂

in spherical polar coordinates.n̂̂n̂n · (∇ × FFF ) = lim
�S→0

∮
�C FFF · dlll

�S
The Laplacian operator on a scalar field � (usually written

as �2�) is defined as the divergence of the gradient:Stokes’ theorem,

∇2ψ = ∇ · (∇ψ)∫
S
(∇ × FFF ) · dSSS =

∮
C

FFF · dlll
The Laplacian of a scalar field � is nonzero only at points at
which there are sources or sinks of the vector field ��. For

states that the line integral of a vector field F around a closed example, the right-hand side of Poisson’s equation,
curve C is equal to the integral of the curl of F over any sur-
face enclosed by C. Stokes’ theorem and Faraday’s law, ∇2ψ = − ρ

ε0

is nonzero only where the electric charge density � is nonzero.E =
∮

C
EEE · dlll = −∂	C

∂t
In Cartesian coordinates, the formula for the Laplacian is

(where �C � �S B 	 dS is the magnetic flux enclosed by C, and
B is the magnetic induction), imply one of Maxwell’s equa- ∇2ψ = ∂2ψ

∂x2 + ∂2ψ

∂y2 + ∂2ψ

∂z2
tions,

The formulas for the Laplacian in the most important orthog-
onal curvilinear coordinate systems are∇ × EEE = −∂BBB

∂t

In a fluid, the curl of the velocity field v is nonzero only where ∇2ψ = 1
ρ

∂

∂ρ

�
ρ

∂ψ

∂ρ

�
+ 1

ρ2

∂2ψ

∂φ2 + ∂2ψ

∂z2
there is a net circulation of fluid, as there is in a whirlpool or
eddy. In a region of space, or in a material, in which there in circular cylindrical coordinates, and
are no conduction currents, the electric field intensity E obeys
the wave equation

∇2ψ = 1
r2

∂

∂r

�
r2 ∂ψ

∂r

�
+ 1

r2 sin θ

∂

∂θ

�
sin θ

∂ψ

∂θ

�
+ 1

r2 sin2
θ

∂2ψ

∂φ2

in spherical polar coordinates.
∇ × (∇ × EEE) + µε

∂2EEE
∂t2 = 0
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The Laplacian of a vector field is defined in such a way
that the equation

∇ × (∇ × FFF ) = ∇(∇ · FFF ) − ∇2FFF

is true in all orthogonal curvilinear coordinate systems. In
Cartesian coordinates, the Laplacian acts only on the compo-
nents of a vector field F:

∇2FFF = (∇2Fx)x̂̂x̂x + (∇2Fy)ŷ̂ŷy + (∇2Fz)ẑ̂ẑz

However, in curvilinear coordinates (such as circular cylindri-
cal or spherical polar coordinates), the gradient and diver-
gence operators act on the unit vectors as well as on the com-
ponents of F, because the unit vectors depend upon the
position vector, r.

BIBLIOGRAPHY

M. L. Boas, Mathematical Methods in the Physical Sciences, 2nd ed.,
New York: Wiley, 1983.

C. D. Cantrell, Modern Mathematical Methods for Physicists and Engi-
neers, Cambridge University Press, 1998.

D. A. Danielson, Vectors and Tensors in Engineering and Physics,
Reading, MA: Addison-Wesley, 1997.

G. H. Golub and C. F. Van Loan, Matrix Computations, 3rd ed., Balti-
more, MD: Johns Hopkins University Press, 1996.

G. E. Hay, Vector and Tensor Analysis, New York: Dover, 1979.
B. Hoffmann, About Vectors, New York: Dover, 1975.
E. Kreyszig, Advanced Engineering Mathematics, 7th ed., New York:

Wiley, 1992.
P. Liebeck, Vectors and Matrices, New York: Pergamon, 1972.
P. A. Morse and H. Feshbach, Methods of Theoretical Physics, Vols. I

and II, New York: McGraw-Hill, 1953.

C. D. CANTRELL

University of Texas at Dallas

VECTOR SPACES, LINEAR. See LINEAR ALGEBRA.


