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tics of video data (2,3) and its differences from other data
types can be summarized in Table 1.

Both video and image data contain much more information
than plain textual data. The interpretation of the video and
image data is thus ambiguous and dependent on both the
viewer and the application. By contrast, textual data usually
have a limited and well-defined meaning. Textual data are
neither spatial nor temporal and can be thought of as one-
dimensional data. Image data, however, contain spatial but
not temporal information and can be regarded as two-dimen-
sional data. Video data, on the other hand, have a third di-
mension—that is, time. Compared to traditional data types
like textual data, video and image data do not have a clear
underlying structure and are much more difficult to model
and represent. One single image is usually of the magnitude
of kilobytes of data volume, and 1 min of full motion video
data contains 1800 image frames. The data volume of the
video data is said to be about seven orders of magnitude
larger than a structured data record (3). Relationship opera-
tors such as equal defined for textual data are simple and
well-defined. However, the relationships between video (or
image) data are very complex and ill-defined. This causes
many problems for video data indexing, querying, and re-
trieval. For example, there is no widely accepted definition of
a simple similarity operator between two images or video
streams.

Identifying the rich information content or features of
video data helps us to better understand the video data, as
well as to (a) develop data models to represent, (b) develop
indexing schema to organize, and (c) develop query processing
techniques to access them. The video data content can be clas-
sified into the following categories (2,3):

• Semantic content is the idea or knowledge it conveys to
the user. It is usually ambiguous and context-dependent.
For example, two people can watch the same TV program
and yet have different opinions about it. Such semantic
ambiguity can be reduced by limiting the context or the
application.

• Audiovisual content includes audio signal, color intensity
and distribution, texture patterns, object motions and
shapes, and camera operations, among many others.

• Textual content provides important metadata about the
video data. Examples are the closed caption of a news
video clip, the title of the video clip, or actors and ac-
tresses listed at the beginning of a feature film.

It should be pointed out that various contents of video data
are not equally important. The choice and importance of theMULTIMEDIA VIDEO
features depend on the purpose and use of the video data. In
an application such as animal behavior video database man-With advances in computer technology, digital video is becom-
agement system (VDBMS), the motion and shape informationing more and more common in various aspects of life, includ-
of objects (in this case, animals) is the most important contenting communication, education, training, entertainment, and
of the video data. There may also be additional meta informa-publishing. The result is massive amounts of video data that
tion, which is usually application specific and cannot be ob-already exist in digital form, or will soon be digitized. Ac-
tained directly from the video data. Such information is usu-cording to an international survey (1), there are more than
ally added during the annotation step of inserting video datasix million hours of feature films and video archived world-
into the video database (VDB)—for example, background in-wide, with a yearly rate of increase about 10%. This would be
formation about a certain actor in a feature film video da-equal to 1.8 million Gbyte of MPEG-encoded digital video

data if all these films were digitized. The unique character- tabase.

J. Webster (ed.), Wiley Encyclopedia of Electrical and Electronics Engineering. Copyright # 1999 John Wiley & Sons, Inc.
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Table 1. Comparison of Video Data with Other Types of Data

Criteria Textual Data Image Data Video Data

Information Poor Rich Very rich
Dimension Static and nonspatial Static and spatial Temporal and spatial
Organization Organized Unstructured Unstructured
Volume Low Median Massive
Relationship Simple and well-defined Complex and ill-defined

VIDEO CODECS 4. CCIR standards for Comité Consultativ International
de Radio, which is part of the United Nations Interna-

One of the problems faced in using digital video is the huge tional Telecommunications Union (ITU) and is responsi-
data volume of video streams. Table 2 shows the data rate of ble for making technical recommendations about radio,
some standard representations of uncompressed digital video television, and frequency assignments. The CCIR 601
data that are obtained by sampling the corresponding analog digital television standard is the base for all the sub-
video stream at certain frequencies. sampled interchange formats such as source input for-

mat (SIF), common intermediate format (CIF), and
1. NTSC stands for National Television System Commit- quarter CIF (QCIF). For NTSC (PAL/SECAM), it is 720

tee; it has image format 4 : 3, 525 lines, 60 Hz, and 4 (720) pixels by 243 (288) lines by 60 (50) fields/s where
MHz video bandwidth with a total of 6 MHz of video the fields are interlaced when displayed. The chromi-
channel bandwidth. YIQ is the color space standard nance channels horizontally subsampled by a factor of
used in NTSC broadcasting television system. The Y two, yielding 360 (360) pixels by 243 (288) lines by 60
signal is the luminance. I and Q are computed from the (50) fields/s. CCIR 601 uses YCrCb color space which is
difference between the color red and the luminance and a variant of YUV color space.
the difference between the color blue and luminance.
The transformation from RGB to YIQ is linear (5):

Clearly, video streams must be compressed to achieve effi-
cient transmission, storage, and manipulation. The band-
width will become even more acute for high-definition televi-
sion (HDTV) since uncompressed HDTV video can require a
data rate of more than 100 Mbyte/s. The term video codec is
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a combination of the words video compression and decompres-
NTSC-1 was set in 1948. It increased the number of sion which express its two major functions: (i) compress the
scanning lines from 441 to 525 and replaced AM-modu- video, and (ii) decompress the video during playback. Video
lated sound with FM. The frame rate is 30 frames/s. codecs can be either hardware or software. Software codecs is

slower than hardware codecs, but is more portable and cost-2. PAL stands for phase alternating line and was adopted
efficient. Video can be compressed both spatially and tempo-in 1967. It has image format 4 : 3, 625 lines, 50 Hz, and

4 MHz video bandwidth with a total of 8 MHz of video rally. Spatial compression applies to a single frame and can
channel width. The frame rate is 25 frames/s. PAL uses be lossy or lossless. Temporal compression is to identify and
YUV for color coding. Y is the same as in YIQ. U � store the infraframe difference. Both can be used in a video
0.493 � (B � Y) is the function of the difference be- codec.
tween red and luminance, and V � 0.877 � (R � Y) is Most extant video compressions standards are lossy video
the function of the difference between blue and lumi- compression algorithms. In other words, the decompressed re-
nance. sult is not totally identical to the original data. This is so

because the compression ratio of lossless methods [e.g., Huff-3. SECAM stands for Sequential Coleur à Memoire; it has
man, Arithmetic, Lempel-Ziv-Welch (LZWs)] is not highimage format 4 : 3, 625 lines, 50 Hz, and 6 MHz video
enough for video compression. On the other hand, some lossybandwidth with a total 8 MHz of video channel band-

width. The frame rate is 25 frames/s. video compression techniques such as MPEG and MJPEG can

Table 2. Data Rate of Uncompressed Digital Video

Video Standard Image Size Bytes/Pixel Mbyte/s

NTSC square pixel (USA, Japan, etc.)a 640 � 480 3 27.6
PAL square pixel (UK, China, etc.)b 768 � 576 3 33.2
SECAM (France, Russia, etc.)c 625 � 468 3 22.0
CCIR 601(D2)d 720 � 486 2 21.0

a NTSC, National Television System Committee.
b PAL, phase alternating line.
c SECAM, Sequential Coleur à Memoire.
d CCIR, Comité Consultative International de Radio.
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reduce the video data rate to 1 Mbyte. Lossy compression al-
gorithms are very suitable for video data, since not all infor-
mation contained in video data is equally important or per-
ceivable to the human eye. For example, it is known that
small changes in the brightness are more perceivable than
changes in color. Thus, compression algorithms can allocate
more bits to luminance information (brightness) than to the
chrominance information (color). This leads to lossy algo-
rithms, but people may not be able to see the data loss. One
important issue of a video compression scheme are the trade-
offs between compression ratio and video quality. ‘‘Higher
quality’’ implies smaller compression ratio and larger encoded
video data. The speed of a compression algorithm is also an
important issue. A video compression algorithm may have a
larger compression ratio, but it may not be usable in practice
due to the high computational complexity and because real-
time video requires a 25 fields/s decoding speed.

There are many video compression standards including the
CCITT/ISO standards, Internet standards, and various pro-
prietary standards based on different tradeoff considerations.
Some codecs takes lots of time to compress a video, but de-

R
G

B Y
I

Q

DPCM

DCTfor each Quantization

RLE

8 × 8 block

for each plane

RGB to YIQ

(optional)

Zigzag scan
Entropy coding

compress very quickly. They are called Asymmetric video co-
decs. Symmetric video codecs take about the same amount of Figure 1. JPEG image coding.
time in both compression and decompression processes. Video
codecs should not be confused with multimedia architectures.
Architectures, such as Apple’s QuickTime (6), are operating

2. Quantization, which is the main source of the lossy com-system extensions or plug-ins that allow the system to handle
pression. JPEG standard defines two default quantiza-video and other multimedia data such as audio, animation,
tion tables, one for the luminance and one for chromi-and images. They usually support certain codecs for different
nance.media including video. We include QuickTime as an example

here. 3. Zigzag scan to group the low-frequency coefficients on
top of a vector by mapping 8 � 8 to a 1 � 64 vector.

JPEG AND MJPEG 4. DPCM (differential pulse code modulation) on direct-
current (dc) component. The dc component is large and

JPEG is a standardized image compression mechanism. varied, but often close to previous values, so we can en-
JPEG stands for Joint Photographic Experts Group, the origi- code the difference from previous 8 � 8 blocks.
nal name of the committee that wrote the standard. It is de- 5. RLE (run length encode) on alternating-current (ac)
signed for lossy compression of either full-color or gray-scale components. The 1 � 64 vector has lots of zeros and
still images of natural, real-world scenes. It works well on can be encoded as (skip, value) pairs, where skip is the
photographs, naturalistic artwork, and similar images; how- number of zeros and value is the next nonzero compo-
ever, it does not work so well on lettering, simple cartoons, or nent. (0, 0) is used as end-of-block essential value.
line drawings. JPEG exploits known limitations of the human

6. Entropy coding, which categorizes dc values into SSSeye, notably the fact that small color changes are perceived
(number of bits needed to represent) and actual bits, forless accurately than small changes in brightness on which
example, if dc value is 7, 3 bits are needed. Alternating-MPEG is also based. Thus, JPEG is intended for compressing
current components (skip, value) are encoded as com-images that will be viewed by human beings. If images need
posite symbol (skip, SSS) using Hoffman coding. Hoff-to be machine-analyzed, the small errors introduced by JPEG
man table can be default or custom (contained in themay pose a problem, even if they are invisible to the human
header).eye. A useful property of JPEG is that the degree of loss of

information can be varied by adjusting compression parame-
MJPEG stands for motion JPEG. Contrary to popular per-ters. This means that the image maker can trade off file size

ception, there is no MJPEG standard. Various vendors haveagainst output image quality. Another important aspect of
applied the JPEG compression algorithm to individual framesJPEG is that decoders can also trade off decoding speed
of a video sequence and have called the compressed videoagainst image quality by using fast, though inaccurate, ap-
MJPEG, but they are not compatible across the vendors.proximations to the required calculations.
Compared with the MPEG standard, MJPEG is suitable for ac-JPEG is a symmetric codec (�1 : 1), and its image coding
curate video editing because of its frame-based encoding (spa-algorithm is the basis of spatial compression of many video
tial compression only). MJPEG has a fairly uniform bit ratecodecs such as MPEG and H.261. The coding process (shown
and simpler compression which requires less computation andin Fig. 1) involves the following major steps:
can be done in real time. The disadvantage of MJPEG is that
there is no interframe compression; thus its compression ratio1. RGB to YIQ transformation (optional) followed by DCT

(discrete cosine transformation). is poorer than that of MPEG (about three times worse).
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MJPEG is one of the built-in JPEG-based video codecs in typical frame image size of 4.8 kbyte and compress ratio of
27 : 1.QuickTime.

• I frames (intra-coded) are coded without any reference toMPEG
other frames, i.e., they are only compressed spatially.

MPEG (7) stands for Moving Pictures Expert Group, which The typical size of an I frame is 18 kbyte with a compress
meets under the International Standards Organization (ISO) ratio of 7 : 1.
to generate standards for digital video and audio compres-

• P frames (predictive coded) are coded more efficiently bysion. The official name of MPEG is ISO/IEC JTC1 SC29
using motion compensation prediction from the previousWG11.
I or P frame and contain both intra- and forward-pre-MPEG video compression algorithm is a block-based cod-
dicted macroblocks. The typical size of a P frame is 6ing scheme. In particular, the standard defines a compressed
kbyte with a compress ratio of 20 : 1.bit stream, which implicitly defines a decompressor. However,

• B frames (bidirectionally predictive coded) have the high-the choice of compression algorithms is up to the individual
est compression ratio and require references to bothmanufacturers as long as the bit streams they produce are
previous and next frames (I and P frames) for motioncompliant with the standard, and this allows proprietary ad-
compensation. B frames have four different kinds ofvantage to be obtained within the scope of a publicly available
macroblocks: intra-, forward-predicted, and backward-international standard. MPEG provides very good compres-
predicted, and bidirectionally-predicted (average). B-sion but requires expensive computations to decompress,
frame macroblocks of MPEG-1 can specify both past andwhich may limit the frame rate that can be achieved with
future motion vectors indicating the result is to be aver-software codec. The current status of MPEG standards is
aged. The typical size of the B frame is 2.5 kbyte with alisted in Table 3.
compress ratio of 50 : 1.

• D frames (DC-coded) contain only low-frequency informa-MPEG-1. MPEG-1 (ISO/IEC 11172 standard) defines a bit
tion (dc coefficients of blocks) and are totally independentstream for compressed video and audio optimized to fit into a
of the rest of data. The MPEG standard does not allow Dbandwidth (data rate) of 1.5 Mbit/s which is the data rate of
frames to be coded in the same bitstream as the I/P/Buncompressed audio CDs and DATs. The video stream takes
frames. They are intended to be used for fast visibleabout 1.15 Mbit/s, and the remaining bandwidth is used by
search modes with sequential digital storage media andaudio and system data streams. The data in the system
are rarely used in practice.stream provide information for the integration of the audio

and video streams with the proper time stamping to allow
MPEG-1 video is strictly progressive—that is, noninter-synchronization. The standard consists of five parts: video

laced. The quality of the MPEG-1 encoded video is said to be(ISO/IEC 11172-1), audio (ISO/IEC 11172-2), systems (ISO/
comparable to that of a VHS video. Compared with H.261,IEC 11172-3), compliance testing (ISO/IEC 11172-4), and
MPEG-1 video coding allows larger gaps between I and Psimulation software (ISO/IEC 11172-5).
frames and thus increases the search range of the motion vec-MPEG-1 video coding is very similar to that of MJPEG and
tors, which are also specified to a fraction of pixels (0.5 pixel)H.261. The spatial compression uses a lossy algorithm similar
for better encoding. Another advantage is that the bitstreamto that of JPEG except that RGB image samples are con-
syntax of MPEG-1 allows random access and forward/back-verted to YCrCb color space and the Cr and Cb are then sub-
ward play. Furthermore, it adds the notion of slice for syn-sampled in a 1 : 2 ratio horizontally and vertically. The tempo-
chronization after loss or corrupted data.ral compression is done using block-based motion

compensation with macroblocks (16 � 16 blocks). Each mac-
roblock consists of 4 Y blocks and the corresponding Cr and MPEG-2. MPEG-2 (ISO/IEC 11318 standard) includes

ISO/IEC 13818-1 (MPEG-2 systems), ISO/IEC 13818-2Cb blocks. Block-matching techniques are used to find the mo-
tion vectors by minimizing a cost function measuring the mis- (MPEG-2 video), and ISO/IEC 13818-3 (MPEG-2 audio) stan-

dards. Approved in November 1994 by the 29th meeting ofmatch between a macroblock and each predictor candidate.
MPEG-1 coded video may have four kinds of frames with a ISO/IEC JTC1/SC29/WG11 (MPEG) held in Singapore,

Table 3. MPEG Family of Video Codec Standards

Name Objective Status

MPEG-1 Coding of moving pictures and associated ISO/IEC 11172 Standard, completed in
audio for digital storage media at up to October 1992.
about 1.5 Mbit/s

MPEG-2 Generic coding of moving pictures and as- ISO/IEC 13818 Standard, completed in
sociated audio. November 1994.

MPEG-3 NA No longer exists (has been merged into
MPEG-2).

MPEG-4 Multimedia applications. Under development. Expected in 1999.
MPEG-5 and -6 NA Does not exist.
MPEG-7 Multimedia content description interface. Under development. Expected in 2000.
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MPEG-2 was originally targeted at all-digital broadcasting prove the usability and flexibility of content production and
will provide better management and protection of the content.TV quality video (CCIR 601) at coded bit rates of 4 Mbps to 9

Mbps, but has been used in other applications as well, such For network service providers, MPEG-4 will provide a set of
generic QoS (quality of service) parameters for variousas video-on-demand (VoD), digital video disc, personal com-

puting, and so on. Other standards organizations that have MPEG-4 media. For end users, MPEG-4 will enable a higher
level of interaction with the content within author definedadopted MPEG-2 include the DVB (digital video broadcast) in

Europe, the Federal Communication Commission (FCC) in limits. More specifically, MPEG-4 defines standard ways to do
the following:the United States, the MITI/JISC in Japan, and the DAVIC

consortium.
The MPEG-2 system provides a two-layer multiplexing ap- 1. Represent units of aural, visual, and audio–visual con-

proach. The first layer, called packetized elementary stream tent, called audio–visual objects (AVOs). The very basic
(PES), is dedicated to ensuring tight synchronization between units are called primitive AVOs. Primitive AVOs include
video and audio. The second layer depends on the intended three-dimensional objects, two-dimensional back-
communication medium. The specification for error-free envi- ground, voice, text and graphics, animated human body,
ronment such as local storage is called MPEG-2 program and so on.
stream, and the specification addressing error-prone environ- 2. Compose AVOs together to create compound AVOs that
ment is called MPEG-2 transport stream. However, MPEG-2 form audiovisual scenes. MPEG-4’s scene composition
transport stream is a service multiplex; in other words, it has borrows several concepts from VRML in terms of its
no mechanism to ensure the reliable delivery of the transport structure and the functionality of object composition
data. MPEG-2 system is mandated to be compatible with nodes.
MPEG-1 systems and has the following major advantages

3. Multiplex and synchronize the data associated withover MPEG-1:
AVOs to be transported over network channels with a
QoS appropriate for the nature of the specific AVOs.

• Syntax for efficient coding of interlaced video such as TV
Each AVO is conveyed in one or more elementaryprograms (e.g., 16 � 8 block size motion compensation,
streams which are characterized by the requesteddual prime, etc.) to achieve a better compression ratio.
transmission QoS parameter, stream type, and preci-On the other hand, MPEG-1 is strictly defined for pro-
sion for encoding timing information. Transmission ofgressive video.
such streaming information is specified in terms of an

• More efficient coding by including user-selectable DCT access unit layer and a conceptual two-layer multiplexer.
dc precision (8, 9, 10, or 11 bits), nonlinear macroblock

4. Interact with the audiovisual scene generated at the re-quantization (more dynamic step size than MPEG-1 to
ceiver’s end within author-defined limits. Such interac-increase the precision of quantization at high bit rate),
tion includes changing the view or listening point of theIntra VLC tables, improved mismatch control, and so on.
scene, dragging an object to a different location and so

• Scalable extensions which permit the division of a contin- on.
uous video stream into two or more bit streams which
represent video at different resolutions, picture quality,

The coding of conventional images and video in MPEG-4 isand frame rates. Currently, MPEG-2 has four extension
similar to MPEG-1 and -2 coding and involves motion predic-modes: spatial scalability, data partitioning, SNR scala-
tion and compensation followed by texture coding. MPEG-4bility, and temporal scalability.
also provides content-based functionalities which support the

• A transport stream suitable to a computer network and separate encoding and decoding of content (i.e., objects in a
wider range of picture frames, from 352 � 240 up to as scene, video objects). This feature provides the most elemen-
large as 16383 � 16383. tary mechanism for interactivity—that is, flexible representa-

• High-definition TV (HDTV) encoding support at sam- tion and manipulation of video object content in the com-
pling dimension up to 1920 � 1080 � 30 Hz and coded pressed domain, without the need for further segmentation or
bit rates between 20 Mbit/s and 40 Mbit/s. HDTV was transcoding at the receiver. The content-based functionalities
the goal of MPEG-3, but it was later discovered that are supported by MPEG-4’s efficient coding of arbitrary
MPEG-2 syntax also works very well if an optimal bal- shapes and transparency information.
ance between sample rate and coded bit rate can be MPEG-4 extends the video coding functionalities of MPEG-
maintained. Now, HDTV is part of the MPEG-2 High- 1 and -2, and it will include provisions to efficiently compress
1440 Level and High Level toolkit. video with different input formats, frame rates, pixel depth,

bit rates and supports various levels of spatial, temporal, and
MPEG-2 also allows progressive video sequence, and its quality scalability. MPEG-4 includes a very-low-bit-rate video

decoder can decode MPEG-1 video stream as well. More tech- core (VLBV) which provides algorithms and tools for applica-
nical details about differences between MPEG-2 and MPEG-1 tions with data rates between 5 kbit/s and 64 kbit/s, support-
video syntax can be found in Section D.9 of ISO/IEC 13818-2. ing low spatial resolution (typically up to CIF) and low frame

rates (typically up to 15 Hz). MPEG-4 also provides the same
basic functionalities for video with higher bit-rates, spatial,MPEG-4. MPEG-4 is a standard for multimedia applica-

tions being developed by MPEG and will be ISO/IEC 14496 and temporal parameters up to the ITU-R Rec. 601 reso-
lution.standard in 1999. MPEG-4 will provide a set of technologies

to meet the needs of authors, service providers, and end users On February 11, 1998, ISO MPEG decided to adopt the
joint proposal submitted by Apple, IBM, Netscape, Oracle,of multimedia applications. For authors, MPEG-4 will im-
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Silicon Graphics, and Sun Microsystems to use QuickTime describes the video coding and decoding methods for the mov-
ing picture component of an audiovisual service at rates up toFile Format as the starting point for the development of a

digital media storage format for MPEG-4. 2 Mbit/s, which are multiples (1 to 30) of 64 kbit/s. H.261
was completed and approved by ITU in December 1990. The

MPEG-7. Similar to MPEG-3, MPEG-5 and MPEG-6 have standard is suitable for applications using circuit-switched
never been defined. MPEG-7, formally known as multimedia (phone) networks as their transmission channels, since both
content description interface, is targeted at the problem of basic and primary rate ISDN access with the communication
searching audiovisual content. MPEG-7 will specify a stan- channel are considered within the framework of the standard.
dard set of descriptors that can be used to describe various With a bit rate of 64 kbit/s or 128 kbit/s, ISDN can only
types of multimedia information. MPEG-7 will also standard- be used for videophone. It is more suitable for video confer-
ize ways of defining other descriptors as well as structures encing at a bit rate of 384 kbit/s or higher where better-qual-
(description schemes) for the descriptors and their relation- ity video can be transmitted. H.261 approximates entertain-
ships. The descriptions are associated with the content to ment quality (VHS) video at the bit rate of 2 Mbyte/s. H.261
build up indexes and provide fast and efficient search. The is usually used in conjunction with other control and framing
multimedia material can be video, audio, three-dimensional standards such as H.221, H.230, H.242, and H.320, for com-
models, graphics, images, speech, and information about how munications and conference control.
these elements are combined in a multimedia presentation. The actual encoding algorithm of H.261 is similar to, but
MPEG-7 is also required to include other information about incompatible with, that of MPEG. H.261 has two kinds of
multimedia material: frames: I (interframe) and P (interframe) frames which com-

pose the decoded sequence IPPPIPPP . . .. I frames are en-
• The form which could help the user determine whether coded similar to JPEG. P frames are encoded by estimating

the material is readable or not. Examples are the codec the next frame based on the current frame and coding pre-
used (e.g., JPEG, MPEG-2) or the overall data size. dicted differences using some intraframe mechanism. One im-

portant estimator is the motion compensated DCT coder• Conditions for accessing the material which could include
which uses a two-dimensional warp of the previous frame,copyright information and price.
and the difference is encoded using a block transform (the• Classification which could include parental rating and
Discrete Cosine Transform). H.261 needs substantially lesscontent classification categories.
CPU power for real-time encoding than MPEG because of the

• Links to other relevant material which could help the user
real-time requirements of the applications it was designed for.search and browse the material.
The H.261 encoding algorithm includes a mechanism that op-

• The context that describes the occasion of the recorded timizes bandwidth usage by trading picture quality against
material, such as ‘‘1997 Purdue football game against motion, so that a quickly changing picture will be of lower
Notre Dame.’’ quality than a relatively static picture. H.261 used in this

way is constant-bit-rate encoding rather than constant-qual-
As we can see, MPEG-7 is built on other standard audio– ity, variable-bit-rate encoding. H.261 supports two kinds of
visual representations such as PCM, MPEG-1, MPEG-2, and resolutions, QCIF (Quarter Common Interchange Format 176
MPEG-4. In fact, one functionality of the standard is to pro-

� 144) and CIF (Common Interchange Format, 352 � 288).
vide references to suitable portions of these standards.
MPEG-7 descriptors are independent of the ways in which the H.263
content is encoded or stored, but they are determined by the

H.263 is an international video codec standard for low bit rateuser domains and applications. Such an abstraction feature
(may be less than 64 kbit/s) communication approved inis very important. First, it implies that the same materials
March 1996 by ITU. The coding algorithm is similar to thatcan be described through different types of features. It is also
of H.261 with changes to improve performance and error re-related to the way the features can be extracted: Low-level
covery: (a) Half-pixel rather than full-pixel precision is usedfeatures such as shape, size, texture, color, and so on, can
for motion compensation; (b) some parts of the hierarchicalbe extracted automatically, whereas the higher-level features
structure of the data stream are now optional, so the codecsuch as semantic content need much more human interaction.
can be configured for a lower data rate or better error recov-Second, content descriptions do not have to be stored in the
ery; (c) four optional negotiable options are included to im-same data stream or on the same storage system with the
prove performance: unrestricted motion vectors, syntax-basedmultimedia material; rather, they can be associated with each
arithmetic coding, advance prediction, and forward and back-other through bidirectional links. In addition to the similar
ward frame prediction similar to MPEG’s P and B frames.MPEG-4 capability of attaching descriptions to objects within
H.263 supports five resolutions including SQCIF (128 � 96),the scene, MPEG-7 will also allow different granularity in its
QCIF, CIF, 4CIF (704 � 576), and 16CIF (1408 � 1152). Thedescriptions, offering the possibility of different levels of dis-
support of 4CIF and 16CIF makes H.263 competitive withcrimination. MPEG-7 is now in the process of accepting pro-
other higher-bit-rate video codec standards like the MPEGposals, and the final international standard is expected in the
standards. It is expected that H.263 will replace H.261 inyear 2000.
many applications.

H.261
Cinepak

H.261 is the most widely used international video compres-
sion standard for videophone and video conferencing over the Cinepak is a standard software video codec which is opti-

mized for 16- and 24-bit video content and CD-ROM-basedIntegrated Services Digital Network (ISDN). This standard
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video playback. Cinepack is based on vector quantization- ers in controlling video distribution. IVI also allows the devel-
oper to place key video frames during the video compressionbased algorithms for video compression and decompression,

and thus it is capable of offering variable levels of compres- process, and thus it supports rapid access to selected points
in the video without giving up the interframe compression.sion quality based on time available for compression and the

date rate of the target playback machine. Interframe com- Another useful feature is on-the-fly contrast, brightness, and
saturation adjustment.pression is also used to achieve higher compression ratios.

The average compression ratio of Cinepak is 20 : 1 compared IVI produces better image quality than other codecs such
as Cinepak, but it was designed for the Pentium II chip andto original source video. As a highly asymmetric video codec

(�192 : 1), Cinepak decompresses quickly and plays reason- MMX technologies and requires lots of processor power. Com-
pared to Cinepak, IVI produces superior image quality. Butably well on both low-end machines (486s and even 286s) and

high-end ones (Pentiums). Cinepak is implemented in Video on the low-end PCs, the quality of Indeo video playback can
be very poor. Video files compressed with IVI are usually 1.5for Windows as well as QuickTime, which creates portability

across various platforms. It can also constrain data rates to to 2 times larger than those of MPEG-1; however, on a fast
Pentium machine with a video accelerated graphic card, In-user-definable levels for CD-ROM playback. Cinepak also has

some weaknesses. First, Cinepak compression is complex and deo plays back at a quality comparable to software MPEG-1
players. The distinctive advantage of IVI is its support forvery time-consuming. Second, Cinepak must always compress

video at least 10 : 1, so it is less useful at higher data rates features necessary to develop multimedia games and applica-
tions incorporated with interactive video. Currently, IVI isfor 4� CD-ROM and above. Furthermore, it was never de-

signed for very low bandwidth and, as a result, does not work available for use with Video for Windows, and a QuickTime
version is also promised.very well at a data rate under 30 kbyte/s. Current Cinepak

licensees include Apple Computer for QuickTime on both
MacOS and Windows, Microsoft for Video for Windows, 3DO,
Ataro Jaguar, Sega, NeXT Corporation’s NeXTStep, Cirrus QUICKTIME
Logic, Weitek, Western Digital, and Creative Labs.

QuickTime (10,11) is often mistaken as one of the video co-
decs. In fact, like Microsoft’s Video for Windows, it is definedDVI, Indeo, and IVI
by Apple as an architecture standard for computer systems to

DVI is the Intel’s original name for its Digital Video Inter- accommodate video as well as text, graphics, animation, and
active codec, which is based on the region encoding technique. sound. Unlike video codecs, multimedia architectures such as
DVI has been replaced by Intel’s Indeo technology (8,9) for QuickTime are more concerned with defining a usable API so
scalable software capture and playback of digital video. Intel that program developers can generate cross-platform multi-
licenses Indeo technology to companies such as Microsoft, who media applications quickly and effectively. Thus, neither
then integrate it into products such as Microsoft’s Video for QuickTime nor Video for Windows specifies a specific video
Windows. Indeo technology can record 8-, 16-, or 24-bit video codec. Rather, they assume that all kinds of encodings/decod-
sequences and store the sequence as 24-bit for scalability on ing will be available through hardware/software codecs, and
higher-power PCs. thus provide meta-systems that allow the programmer to

After introducing Indeo 2 and 3, Intel released Indeo 4 and name the encoding and provide translations.
5 under the new name of Intel Video Interactive (IVI) with QuickTime is composed of three distinct elements: the
many new capabilities. The IVI codec replaces Indeo 3.2’s vec- QuickTime Movie file format, the Quicktime Media Abstraction
tor quantization technique with a more sophisticated in- Layer, and a set of built-in QuickTime media services. The
terframe codec using a hybrid wavelet compression algorithm. QuickTime Movie file format specifies a standard means of
Wavelet compression works by encoding the image into a storing digital media compositions. Using this format, we can
number of frequency bands, each representing the image at a not only store media data individually, but also store a com-
different level of sharpness. By representing the image based plete description of the overall media composition. Such de-
on frequency content, it is possible to choose which portion of scription might include a description of the spatial and audi-
the video data to keep to achieve the desired compression ra- tory relationships between multiple video and audio channels
tio. For example, high-frequency content, which makes up the in a more complex composition. QuickTime Media Abstraction
fine detail of the frame image, can be reduced to achieve a Layer specifies how software tools and applications access
considerable amount of compression without some of the media support services built into QuickTime. It also defines
characteristic blockiness of other codecs. how hardware can accelerate performance critical portions of

Other interesting features of IVI include scaling, transpar- the QuickTime system. Finally, the QuickTime Media Ab-
ency, local window decode, and access protection. Scaling straction Layer outlines the means by which component soft-
means that the codec can be used to adapt video playback to ware developers can extend and enhance the media services
the processor power of a particular machine. The transpar- accessible through QuickTime. QuickTime also has a set of
ency feature of the IVI lets video or graphical objects be over- built-in media services that application developers can take
laid onto either a video or a background scene and be inter- advantage of to reduce the time and resources needed for the
actively controlled, which is ideal for interactive video development. QuickTime 3.0 includes built-in support for 10
applications. Local video decoding gives programmers the different media types including video, audio, text, timecode,
ability to decode any rectangular subregion of a video image. music/MIDI, sprite/animation, tween, MPEG, VR, and 3D.
The size and the location of such subregions can be dynami- For each built-in media type, QuickTime provides a set of me-
cally adjusted during the playback. Each IVI video can also dia specific services appropriate for managing each particular

media type.be password-protected, which is very useful for video develop-
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QuickTime supports a wide variety of video file formats video data is usually the first thing done in the VDBMS
design process and has great impact on other compo-including Microsoft’s AVI (Audio/Video Interleaved), open

DML (a professional extension of AVI), Avid’s OMF (Open nents. The video data model is, to a certain extent, user-
and application-dependent.Media Framework), MPEG-1 video and audio, DV, Cinepak,

Indeo, MJPEG, and many others. For example, QuickTime • Video data insertion, which deals with the issue of intro-
3.0 (10) has built-in platform-independent software support ducing new video data into a video database. This usu-
(DV codec) for DV. This means that all current QuickTime- ally includes the following steps: (1) key information (or
enabled application can work with DV without any changes. features) extraction from video data for instantiating a
DV data can be played, edited, combined with other video for- data model; the automatic feature extraction can usually
mats, and easily converted into other formats such as Ci- be done by using image processing and computer vision
nepak or Indeo for CD-ROM video delivery. The QuickTime techniques for video analysis. (2) Break the given video
DV encoder can also encode video of other format into DV stream into a set of basic units; this process is often
which can be transferred back to DV camcorder using Fire- called video scene analysis and segmentation. (3) Manu-
wire. QuickTime has the potential of becoming a computer- ally or semiautomatically annotate the video unit; what
industry standard for the interchange of video and audio needs to be annotated is usually within the application
quences. According to a recent survey (11), over 50% of domain. (4) Index and store video data into the video da-
all Web video is in QuickTime format. MPEG format is in tabase based on the extracted information and annotated
second place and can also be played in any QuickTime appli- information about video data.
cation.

• Video data indexing, which is the most important step in
the video data insertion process. It deals with the organi-
zation of the video data in the video database to makeVIDEO DATABASES
user access more efficient. This process involves the iden-
tification of important features and computing the searchIt is impossible to cope with the huge and ever-increasing

amount of video information without systematic video data keys (indexes) based on them for ordering the video data.
management. In the past, a similar need led to the creation • Video data query and retrieval, which deals with the ex-
of computerized textual and numeric database management traction of video data from the database that satisfies
systems (DBMSs). These alpha-numerical DBMSs were de- certain user-specified query conditions. Due to the nature
signed mainly for managing simple structured data types. of video data, those query conditions are usually ambigu-
However, the nature of video data is fundamentally different ous in that the video data satisfying the query condition
than alpha-numerical data, and it requires new ways of mod- are not unique. This difficulty can be partially overcome
eling, inserting, indexing, and manipulating data. A video da- by providing a graphic user interface (GUI) and video da-
tabase management system (VDBMS) can be defined as a soft- tabase browsing capability to the users. Such a GUI can
ware system that manages a collection of video data and greatly help the user with regard to query formulation,
provides content-based access to users (3). A generic video da- result viewing and manipulation, and navigation of the
tabase management system is shown in Fig. 2. Similar to the video database.
issues involved in the traditional DBMS (12), a VDBMS needs
to address the following important issues:

VIDEO DATA MODELING
• Video data modeling, which deals with the issue of repre-

senting video data—that is, designing the high-level ab- Traditional data models like the relational data model have
long been recognized as inadequate for representing the richstraction of the raw video to facilitate various operations.

These operations include video data insertion, editing, data structures required by image and video data. In the past
few years, many video data models have been proposed; theyindexing, browsing, and querying. Thus, modeling of the

......
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Figure 2. A generic video database system.
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Figure 3. Frames and shots of a CNN
‘‘Headline News’’ episode.
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can basically be classified into the following categories (2): which any two intervals can be related (16), and they can be
represented by seven cases (17) (before, meets, overlaps, dur-segmentation-based models, annotation layering-based mod-

els, and video object-based models. In order to provide effi- ing, starts, finishes, and equal), since six pairs of them are
inverses of each other. Those temporal relations are used incient management, a VDBMS should support video data as

one of its data types, just like textual or numerical data. The formulating queries that contain temporal relationship con-
straints among the video segments (15,18). For spatial rela-supporting video data model should integrate both video con-

tent and its semantic structure. Structural and temporal rela- tions, most of the techniques are based on projecting objects
on a two- or three-dimensional coordinate system. Very fewtionships between video segments should also be expressed.

Other important requirements for a video data model include: research attempts have been made to formally represent the
spatiotemporal relationship of objects contained in video dataMultilevel Video Structure Abstraction Support. There are

two inherent levels of video abstractions: the entire video and support queries with such constraints.
Video Annotation Support. A video data model should sup-stream and the individual frames. For most applications, the

entire video stream is too coarse as a level of abstraction. On port incremental and dynamic annotation of the video stream.
Unlike textual data, digital video does not easily accommo-the other hand, a single video frame is too brief to be the unit

of interest. Other intermediate abstractions, such as scenes, date the extraction of content features because fully auto-
matic image and speech recognition is not yet feasible. More-are required, and thus a hierarchy of video stream abstrac-

tion can be formed. At each level of hierarchy, additional in- over, the structure of a video captures some of the aspects of
the video material but is not suited for the representation offormation, like shot type, should be allowed to be added. Such

multilevel abstraction makes it easier to reference and com- every characteristic of the material. It should be possible to
make detailed descriptions of the video content that is linkedprehend video information, as well as being more efficient to

index, browse, and store video data. not necessarily directly to structural components but more of-
ten to arbitrary frame sequences (18–20). Additionally, videoThe shot is often considered as the basic structural ele-

ment for characterizing the video data which can be defined annotations often change dynamically depending on human
interpretation and application contexts. Currently, the videoas one or more frames generated and recorded contiguously,

representing a continuous action in time and space (13). Shots annotation process is mostly an off-line and manual process.
Because of this, GUIs are often built to help users input de-that are related in time and space can be assembled in an

episode (14), and Fig. 3 is an example representing the CNN scriptions of video data. Video annotation will remain inter-
active in general until significant breakthroughs are made in‘‘Headline News’’ episode structure. Another example is the

compound unit-sequence-scene-shot hierarchical video stream the field of computer vision and artificial intelligence.
Video Data Independence. Data independence is a funda-structure in the VideoStar system (15). A scene is a set of

shots that are related in time and space, and scenes that to- mental transparency that should be provided by a VDBMS.
One of the advantages of data independence is sharing andgether give a meaning are grouped into what is called a se-

quence. Related sequences are assembled into a compound reuse of video data; that is, the same basic video material
may be used in several different video documents. Sharingunit which can be recursively grouped together into a com-

pound unit of arbitrary level. and reuse is critical in a VDBMS because of the sheer volume
and rich semantics of video data, which can be achieved bySpatial and Temporal Relationship Support. A key character-

istic of video data are the associated spatial and temporal se- defining abstract logical video concepts on the top of physical
video data (15,18). For example, Hjelsvold et al. (15) definemantics which distinguish video data from other types of

data. Thus, it is important that the video model identifies the video content of a video document as a logical concept
called VideoStream, which can be mapped onto a set of physi-physical objects and their relationship in time and space to

support user queries with temporal and spatial constraints. cally stored video data called StoredVideoSegment. On the
other hand, logical video streams and logical video segmentsThe temporal relationships between different video segments

are also very important from the perspective of a user navi- are proposed by Jiang et al. (18) as higher-level abstractions
of physical video segments.gating through a video. There are thirteen distinct ways in
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Segmentation-Based Video Data Models defined as attributes of a logical video segment. The Smart
VideoText model (18,32) is based on multilevel video data ab-

Segmentation-based video models (14,21,22) rely heavily on
straction and concept graph (CG) (33) knowledge representa-

image processing techniques. For a given video stream, scene
tion. It not only supports Boolean and all the possible tempo-

change detection (SCD) algorithms (23) are usually used to
ral interval (16) constraints, but also captures the semantic

parse and segment the stream into a set of basic units called
associations among the video annotations with CGs and sup-

shots. A representing video frame (RFrame) can then be se-
ports knowledge-based query and browsing. VideoText model

lected from each shot; together they can represent the corre-
allows multiple users to dynamically create and share free

sponding video stream. The features of RFrames can be ex-
text video content descriptions. Each annotation is mapped

tracted and serves as video indices. In a more sophisticated
into a logical video segment which can be overlapped in arbi-

video model, shots can also be matched or classified against a
trary ways.

set of domain specific templates (or patterns or models) in
To summarize, annotation layering-based video models

order to extract higher-level semantics and structures con-
have several advantages. First, they support variable video

tained in the video such as episodes. A hierarchical represen-
access granularities, and annotations can be made on logical

tation of the video stream can then be built. One example of
video segment of any length. Second, video annotations can

such a shot model in the CNN news video is the anchor/per-
easily be handled by existing sophisticated information re-

son shot (14,24) which can be based on locations of the set of
trieval (IR) and database techniques. Third, multiple annota-

features within frames. These features include the ‘‘Headline
tions can be linked to the same logical segment of video data,

News’’ icon in the lower right corner and the title of the
and they can be added and deleted independently of the un-

anchor/person name.
derlying video streams. Thus, they support dynamic and in-

The main advantage of segmentation-based video data
cremental creation and modification of the video annotations,

models is that the indexing process can be fully automated.
as well as users’s views. Finally, annotation layering-based

However, they also have several limitations (18). First, they
video models support semantic content-based video queries,

lack flexibility and scalability since the video streams are pre-
retrieval, and browsing.

segmented by the SCD algorithms. Second, the similarity
measure between two frame images is often ill-defined and

Video Object Modelslimited, making the template matching process unreliable.
Third, they lack applicability for video streams that do not Two prevailing data models used in current DBMSs are the
have well-defined structures. For example a class lecture relational and object-oriented models. The object-oriented
video can have no clear visual structure in terms of shots. model has several features that make it an attractive candi-
Therefore, segmentation using SCD algorithms would be ex- date for modeling video data. These features include capabili-
tremely difficult. Finally, limited semantics can be derived ties of complex object representation and management, object
from template matching processes, and templates themselves identities handling, encapsulation of data and associated
are application-specific. methods into objects, and class hierarchy-based inheritance

of attribute structures and methods. However, modeling the
Annotation Layering-Based Models video data using the object-oriented data model is also

strongly criticized (34,35), mainly for the following reasons:Video annotations are often used to record the semantic video
(or image) content and provide content-based access in multi-

• Video data are raw data created independently frommedia systems such as Video-on-Demand (VoD) (25). The au-
their contents and database structure, which is describedtomatic creation of video annotations may be one of the major
later in the annotation process.limitations of annotation-based models; however, it still can

• In traditional data models such as the object-orientedbe done by (1) using a closed caption decoder, (2) detecting
model, the data schema is static. The attributes of anand extracting text that appears in the video using OCR tech-
object are more or less fixed once they are defined, andniques (26,27), or (3) capturing and transforming audio sig-
adding or deleting attributes is impossible. However, at-nals into text through voice recognition techniques (28,29).
tributes of the video data cannot be defined completelyThe basic idea of annotation-based models is to layer the con-
in advance because descriptions of video data are user-tent information on top of a video stream, rather than seg-
and application-dependent, and the rich information con-ment video data into shots. One of the earliest annotation-
tained in video data implies that semantic meaningbased models is the stratification model (30). An example of
should be added incrementally. Thus, a video data modelvideo models that extends this basic idea is the generic video
should support an arbitrary attribute structure for thedata model in VideoStar system (15). It allows for free text
video data as well as incremental and dynamic evalua-annotation of any arbitrary video frame sequence by estab-
tion of the schemas and attributes.lishing an Annotates relationship between a Frame Sequence

• Many object-oriented data models only support class-and an Annotation. The sharing and reuse of the video mate-
based inheritance. However, for the video data objects,rial is supported by the idea of logical VideoStream. This
which usually overlap or include each other, support formodel, however, supports only simple Boolean queries on the
inclusion inheritance (35) is desired. Inclusion inheri-video annotations. Nested stratification is allowed in the Al-
tance enables sharing of descriptive data among thegebraic Video model (31); that is, logical video segments can
video objects.be overlapped or nested. Multiple views of the same raw video

segment can be defined, and video algebraic operators are
used for the recomposition of the video material. Four kinds The notion of video object is defined in the object-oriented

video information database (OVID) (35) as an arbitrary se-of interval relations (precede, follow, overlap, and equal) are
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quence of video frames. Each video object consists of a unique Scene change in a video sequence can be either abrupt or
gradual. Abrupt scene changes result from editing ‘‘cuts,’’ andidentifier, an interval presented by a pair of starting and end-

ing frame numbers, and the contents of the video frame se- detecting them is often called cut detection. Gradual scene
changes result from chromatic, spatial, and/or combinedquence described manually by a collection of attribute and

value pairs. The OVID video data model is schemaless; that video edits such as zoom, camera pan, dissolve and fade in/
out, and so on. An example of abrupt scene change and grad-is, it does not use the class hierarchy as a database schema

like in the OODB system. Arbitrary attributes can be ual scene change is shown in Fig. 4. SCD is usually based on
some measurements of the image frame, which can be com-attached to each video object if necessary. This enables the

user to describe the content of the video object in a dynamic puted from the information contained in the images. This in-
formation can be color, spatial correlation, object shape, mo-and incremental way. Additionally, interval inclusion inheri-

tance is applied to ease the effort of providing description tion contained in the video image, or discrete cosine (DC)
coefficients in the case of compressed video data. In general,data when an existing video is composed into new video ob-

jects using the generalization hierarchy concept. This ap- gradual scene changes are more difficult to detect than the
abrupt scene changes and may cause many SCD algorithmsproach, however, is very tedious since the description of video

content is done manually by users, and not through an auto- to fail under certain circumstances.
Existing SCD algorithms can be classified in many waysmatic image processing mechanism.

according to, among others, the video features they use and
the video objects to which they can be applied. Here, we dis-

VIDEO CUT DETECTION AND SEGMENTATION
cuss SCD algorithms in three main categories: (1) approaches
that work on uncompressed full image sequences; (2) algo-

One fundamental problem that has a great impact on all as-
rithms that aim at working directly on the compressed video;

pects of video databases is the content-based temporal sam-
and (3) approaches that are based on explicit models. The lat-

pling of video data (36). The purpose of the content-based
ter are also called top-down approaches, whereas the first two

temporal sampling is to identify significant video frames to
categories are called bottom-up approaches (3).achieve better representation, indexing, storage, and retrieval

of the video data. Automatic content-based temporal sampling
Preliminariesis very difficult due to the fact that the sampling criteria are

not well defined; whether a video frame is important or not is We now introduce some basic notations, concepts, and several
usually subjective. Moreover, it is usually highly application- common interimage difference measurements. It should be
dependent and requires high-level, semantic interpretation of noted that those measurements may not work well for scene
the video content. This requires the combination of very so- detection when used separately, and thus they usually are
phisticated techniques from computer vision and artificial in- combined in the SCD algorithms.
telligence. The state of the art in those fields, however, has A sequence of video images, whether fully uncompressed
not advanced to the point where semantic interpretations or spatially reduced, is denoted as Ii, 0 � i 
 N, where N is
would be possible.

the length or the number of frames of the video data. Ii(x, y)
However, satisfying results can still be obtained by analyz-

denotes the value of the pixel at position (x, y) for the ithing the visual content of the video and partitioning it into a
frame. Hi refers to the histogram of the image Ii. The in-set of basic units called shots. This process is also referred to
terframe difference between images Ii and Ij according toas video data segmentation. Content-based sampling thus can
some measurement is represented as d(Ii, Ij).be approximated by selecting one representing frame from

each shot since a shot can be defined as a continuous se-
DC Images and DC Sequences. A DC (discrete cosine) imagequence of video frames which have no significant interframe

is a spatially reduced version of a given image. It can be ob-difference in terms of their visual contents. A single shot usu-
tained by first dividing the original image into blocks of n �ally results from a single continuous camera operation. This
n pixels each, then computing the average value of pixels inpartitioning is usually achieved by sequentially measuring in-
each block which corresponds to one pixel in the DC image.terframe differences and studying their variances—for exam-
For the compressed video data (e.g., MPEG video), a sequenceple, detecting sharp peaks. This process is often called scene

change detection (SCD). DC images can be constructed directly from the compressed

Figure 4. Example of an abrupt scene change (a) and a
gradual scene change (b).
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Figure 5. (a) An example of a full image and its DC image, (b) template matching, (c) color
histogram, and (d) � 2 histogram.

video sequence, which is called a DC sequence. Figure 5(a) is image colors called bins and counting the number of pixels
fall into each bin. The difference between two images Ii andan example of a video frame image and its DC image.

There are several advantages of using DC images and DC Ij, based on their color histograms Hi and Hj, can be formu-
lated as d(Ii, Ij) � �n

k�1 �Hik � Hjk�, which denotes the differencesequences in the SCD for the compressed video (27). First, DC
images retain most of the essential global information for im- in the number of pixels of two image that fall into same bin.

In the RGB color space, the above formula can be written asage processing. Thus, lots of analysis done on the full image
can also be done on its DC image instead. Second, DC images dRGB(Ii, Ij) � �n

k (�Hr
i(k) � Hr

j(k)� � �Hg
i (k) � Hg

j (k)� � �Hb
i (k) �

Hb
j (k)�). Using only simple color histogram may not be effectiveare considerably smaller than the full image frames which

makes the analysis on DC images much more efficient. Third, at detecting scene changes because two images can be very
different in structure and yet have similar pixel values. Fig-partial decoding of compressed video saves more computation

time than full-frame decompression. Extracting the DC image ure 5(c) is the interframe difference sequence of the first video
sequence in Fig. 4 measured by the color histogram.of an I frame from an MPEG video stream is trivial since it

is given by its DCT coefficients. Extracting DC images from P � 2 Histogram. The � 2 histogram computes the distance
measure between two image frames as d(Ii, Ij) � �n

k�1 [Hi(k) �frames and B frames requires interframe motion information
which may result in many multiplication operations. The Hi(k))2/Hj(k)], which is used in many existing SCD algorithms.

Experiments indicate that this method generates better re-computation can be speeded up using approximations (37). It
is claimed (27) that the reduced images formed from DC coef- sults when compared with other intensity-based measure-

ments, e.g., color histogram and template matching. Figureficients, whether they are precisely or approximately com-
puted, retain the ‘‘global features’’ which can be used for video 5(d) is the interframe difference sequence of the first video

sequence in Fig. 4 measured by � 2 histogram.data segmentation, SCD, matching, and other image analysis.

Basic Measurements of Interframe Difference Full Image Video Scene Change Detection
Template Matching. Template matching is done by compar-

Most of the existing work on SCD is based on full image videoing the pixels of two images across the same location which
analysis. The differences between the various SCD ap-can be formulated as d(Ii, Ij) � �x
M,y
N

x�0,y�0 �Ii(x, y) � Ij(x, y)� with
proaches are the measurement function used, the featuresimage size of M � N. Template matching is very sensitive to
chosen to be measured, and the subdivision of the frame im-noise and object movements because it is strictly tied to pixel
ages. The existing algorithms use either intensity features orlocations. This can cause false SCD and can be overcome to
motion information of the video data to compute the in-some degree by partitioning the image into several subre-
terframe difference sequence. The intensity-based ap-gions. Figure 5(b) is an example of interframe difference se-
proaches, however, may fail when there is a peak introductionquence based on template matching. The input video is the
by object or camera motion. Motion-based algorithms alsoone that contains the first image sequence in Fig. 4.
have the drawback of being computationally expensive sinceColor Histogram. The color histogram of an image can be

computed by dividing a color space (e.g., RGB) into discrete they usually need to match the image blocks across video
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frames. After the interframe differences are computed, some proach achieves good results, with failures occurring due to
approaches use a global threshold to decide a scene change. either (a) similarity in color histograms across shots when
This is clearly insufficent since a large global difference does color contents are very similar or (b) sharp changes in light-
not necessarily imply that there is a scene change. In fact, ing such as flashes and flickering object.
scene changes with globally low peaks is one of the main Shahraray (36), on the other hand, detected abrupt and
causes of the failure of the algorithms. Scene changes, gradual scene changes based on motion-controlled temporal
whether abrupt or gradual, are localized processes, and filtering of the disparity between consecutive frames. Each
should be checked accordingly. image frame is subdivided, and image block matching is done

Detecting Abrupt Scene Changes. Algorithms for detecting based upon image intensity values. A nonlinear order statisti-
abrupt scene changes have been extensively studied, and over cal filter (42) is used to combine the image matching values
90% accuracy rate has been achieved. Following are some al- of different image blocks; that is, the weight of an image
gorithms developed specifically for detecting abrupt scene match value in the total sum depends on its order in the im-
changes without taking gradual scene changes into consider- age match value list. It is claimed that this match measure of
ation. Nagasaka and Tanaka (38) presented an approach that two images is more consistent with a human’s judgment.
partitions the video frames into 4 � 4 equal-sized windows Abrupt scene changes are detected by a thresholding process,
and compares the corresponding windows from the two and gradual transitions are detected by the identification of
frames. Every pair of windows is compared and the largest sustained low-level increases in image matching values. False
difference is discarded. The difference values left are used to detection due to the camera and object motions are sup-
make the final decision. The purpose of the subdivision is to pressed by image block matching as well as temporal filtering
make the algorithm more tolerant of object movement, cam- of the image matching value sequence. SCD results can be
era movement, and zooms. Six different types of measure- verified simply by measuring the interframe difference of rep-
ment functions, namely difference of gray-level sums, tem- resenting frames resulting from the SCD algorithm; high sim-
plate matching, difference of gray-level histograms, color ilarity would likely indicate a false detection.
template matching, difference of color histogram, and a � 2

To improve the result of detecting fades, dissolves, and
comparison of the color histograms, have been tested. The ex- wipes which most existing algorithms have difficulties with,
perimental results indicate that a combination of image sub- Zabih et al. (43) proposed an algorithm based on the edge
division and � 2 color histogram approach provides the best changing fraction. They observed that new intensity edges ap-
results. Akutsu et al. (39) used both the average interframe pear (enter the scene) far from the locations of old edges dur-
correlation coefficient and the ratio of velocity to motion in

ing a scene change, and that old edges disappear (exit theeach frame of the video to detect scene change. Their assump-
scene) far from the locations of old edges. Abrupt scenetions were that (a) the interframe correlation between frames
changes, fades, and dissolves are detected by studying thefrom the same scene should be high, and (b) the ratio of veloc-
peak values in a fixed window of frames. Wipes can be identi-ity to motion across a cut should be high also. Hsu and Haras-
fied through the distribution of entering and exiting edge pix-hima (40) treated scene changes and activities in the video
els. A global computation is used to guard the algorithm fromstream as a set of motion discontinuities which change the
camera and object motion. The experimental results indicateshape of the spatiotemporal surfaces. The sign of the
that the algorithm is robust against the parameter variances,Gaussian and mean curvature of the spatiotemporal surfaces
compression loss, and subsampling of the frame images. Theis used to characterize the activities. Scene changes are de-
algorithm performs well in detecting fades, dissolves, andtected using an empirically chosen global threshold. The clus-
wipes but may fail in cases of very rapid changes in lightingtering and split-and-merge approach are then taken to seg-
and fast moving objects. It may also have difficulties whenment the video.
applied to video that is very dim where no edge can be de-Detecting Gradual Scene Changes. Robust gradual SCD is
tected.more challenging than its abrupt counterpart, especially

when, for example, there is a lot of motion involved. Unlike
abrupt scene changes, a gradual scene change does not usu- Scene Change Detection on the Compressed Video Data
ally manifest itself by sharp peaks in the interframe differ-

Two approaches can be used to detect scene changes on com-ence sequence and can thus be easily confused with object or
pressed video streams. The video stream can be fully decom-camera motion. Gradual scene changes are usually deter-
pressed, and then the video scene analysis can be performedmined by observing the behavior of the interframe differences
on full frame image sequence. However, fully decompressingover a certain period of time. For example, the twin compari-
the compressed video data can be computationally intensive.son approach (41) algorithm uses two thresholds Tb, Ts, Ts 

To speed up the scene analysis, some SCD algorithms workTb for camera breaks and gradual transition, respectively. If
directly on compressed video data without the full decompres-the histogram value difference d(Ii, Ii�1) between consecutive
sion step. They produce results similar to that of the full-im-frames with difference values satisfiesTs 
 d(Ii, Ii�1) 
 Tb,
age-based approach, but are much more efficient. Most ofthey are considered potential start frames for the gradual
SCD algorithms in this category have been tested on thetransition. For each potential frame detected, an accumulated
DCT-based standard compressed video since DCT (discretecomparison Ac(i) � D(Ii, Ii�1) is computed until Ac(i) � Tb and
cosine transformation)-related information can be extractedd(Ii, Ii�1) 
 Ts. The end of the gradual transition is declared
directly and doesn’t require full decompression of videowhen this condition is satisfied. To distinguish gradual tran-
stream. Some algorithms operate on the corresponding DCsition from other camera operations such as pans and zooms,
image sequences of the compressed video (27,44,45), whilethe approach uses image flow computations. Gradual transi-
some use DC coefficients and motion vectors instead (46–49).tions result in a null optical flow when there are other camera

operations resulting in particular types of flows. The ap- They all need only partial decompression of the video.
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DC Image Sequence-Based Approach. Yeo and Liu (27,44,45) tion to characterize scene changes of MPEG-I and MPEG-II
video streams. The basic idea is that frames tend to have verypropose to detect scene changes in the DC image sequence of

the compressed video data. Global color statistic comparison different motion vector ratios if they belong to different scenes
and have very similar motion vector ratios if they are within(RGB color histogram) is found to be less sensitive to the mo-

tion but more expensive to compute. Although template the same scene. Their scene-detection algorithm works in the
following manner. First an MPEG video is decoded justmatching is usually sensitive to the camera and object motion

and may not produce good results as the full frame image enough to obtain the motion vectors and DC coefficients. In-
verse motion compensation is applied only to the luminancecase, it is found to be more suitable for DC sequences because

DC sequences are smoothed versions of the corresponding full microblocks of P frames to construct their DC coefficients.
Then the suspected frames are marked in the following ways:images. Yeo’s algorithm uses template matching measure-

ment. Abrupt scene changes were detected by first computing (a) An I frame is marked if there is a peak interframe histo-
gram difference and the immediate B frame before it has athe interframe difference sequence and then applying a slide

window of size m. A scene change is found if the difference peak value of the ratio between forward and backward motion
vectors; (b) a P frame is marked if there is a peak in its ratiobetween two frames is the maximum within a symmetric win-

dow of size 2m � 1 and is also n times the second largest of intracoded blocks and forward motion vectors; and (c) a B
frame is marked if its backward and forward motion vectordifference in the window. The second criteria is for the pur-

pose of guarding false SCD because of fast panning, zooming, ratio has a peak value. Final decisions are made by going
through the marked frames to check whether they satisfy theor camera flashing. The window size m is set to be smaller

than the minimum number of frames between any scene local window threshold. The threshold is set according to the
estimated minimal scene change distance. Dissolve effect ischange. The selection of parameters n and m relates to the

trade-off between missed detection rate and false detection determined by noticing a parabolic variance curve.
It should be pointed out that the above algorithms alsorate; typical values can be n � 3 and m � 10. Gradual scene

changes can also be captured by computing and studying the have following limitations. First, current video compression
standards like MPEG are optimized for data compressiondifference of every frame with the previous kth frame—that

is, checking if a ‘‘plateau’’ appears in the difference sequence. rather than for the representation of the visual content and
they are lossy. Thus, they do not necessarily produce accurateExperimental results indicate that over 99% of abrupt

changes and 89.5% of gradual changes can be detected. This motion vectors. Second, motion vectors are not always readily
obtainable from the compressed video data since a large por-algorithm is about 70 times faster than on full image se-

quences, which conforms to the fact that the size of the DC tion of the existing MPEG video has I frames only. Moreover,
some of the important image analysis, such as automatic cap-images of a MPEG video is only ��� of their original size. Al-

though there may exist situations in which DC images are tion extraction and recognition, may not be possible on the
compressed data.not sufficient to detect some video features (27), this approach

is nonetheless very promising.
DC Coefficients-Based Approach. Arman et al. (46) detect Model-Based Video Scene Change Detection

scene changes directly on MJPEG video by choosing a subset
It is possible to build an explicit model of scene changes toof the DC coefficients of the 8 � 8 DCT blocks to form a vec-
help the SCD process (3,50,51). These model-based SCD algo-tor. The assumption is that the inner product of the vectors
rithms are sometimes referred to as top-down approaches,from the same scene is small. A global threshold is used to
whereas algorithms discussed above are known as bottom-updetect scene changes; and in case of uncertainty, a few neigh-
approaches. The advantages of the model-based SCD is thatboring frames are then selected for further decompression.
a systematic procedure based on mathematical models can beColor histograms are used on those decompressed frames to
developed, and certain domain-specific constraints can befind the location of scene changes. This approach is computa-
added to improve the effectiveness of the approaches. For ex-tionally efficient but does not address gradual transitions.
ample, the production model-based classification approachSethi and Patel (47) use only the DC coefficients of I frames
(3,51) is based on a study of the video production process andof a MPEG video to detect scene changes based on luminance
different constraints abstracted from it. The edit effect modelhistogram. The basic idea is that if two video frames belong
contains both abrupt and gradual scene changes. Gradualto the same scene, their statistical luminance distribution
scene changes such as fade and dissolve are modeled as chro-should be derived from a single statistical distribution. Three
matic scaling operations; for example, fade is modeled as astatistical tests used are Yakimovsky’s likelihood ratio test,
chromatic scaling operation with positive and negative fadethe � 2 histogram comparison test, and the Kolmogorov–
rates. The algorithm first identifies the features that corre-Smirnov test. Experiments show that the � 2 histogram com-
spond to each of the edit classes to be detected and then clas-parison seems to produce better results. DCT blocks and vec-
sifies video frames based on these features by using both tem-tor information of a MPEG video are used by Zhang et al. (48)
plate matching and � 2 histogram measurements. Featureto detect scene changes based on a count of nonzero motion
vectors extracted from the video data are used together withvectors. It is observed that the number of valid motion vectors
the mathematical models to classify the video frames and toin P or B frames tended to be low when such frames lie be-
detect any edit boundaries. This approach has been testedtween two different shots. Those frames are then decom-
with cut, fade, dissolve, and spatial edits, at an overall 88%pressed, and full-image analysis is done to detect scene
accurate rate. Another example is an SCD algorithm basedchanges. The weakness of this approach is that motion com-
on a differential model of the distribution of pixel value differ-pensation-related information tends to be unreliable and un-
ences in a video stream (50). The model includes: (1) a smallpredictable in the case of gradual transitions, which might
amplitude additive zero-centered Gaussian noise that modelscause the approach to fail. Meng et al. (49), use the variance

of DC coefficients I and P frames and motion vector informa- camera, film, and other noises; (2) an intrashot change model
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for pixel change probability distribution constructed from ob- tabases. Indexing of video data is needed to facilitate the pro-
cess, which is far more difficult and complex compared to theject, camera motion, angle change, focus, or light change at a

given time and in a given shot; and (3) a set of shot transition traditional alpha-numerical databases. In traditional data-
bases, data are usually selected on one or more key fields (ormodels for different kinds of abrupt and gradual scene

changes that are assumed to be linear. The SCD algorithm attributes) that can uniquely identify the data itself. In video
databases, however, what to index on is not as clear and easyfirst reduces the resolution of frame images by undersampling

to overcome the effects of the camera and object motion and to determine. The indexes can be built on audio–visual fea-
make the compensation more efficient in the following steps. tures, annotations, or other information contained in the
The second step is to compute the histogram of pixel differ- video. Additionally, unlike alpha-numerical data, content-
ence values and count the number of pixels whose change of based video data indexes are difficult to generate automati-
value is within a certain range determined by studying above cally. Video data indexing is also closely related to the video
models. Different scene changes are detected by checking the data model and possible user queries. Based on how the in-
resulting integer sequence. Experiments show that the algo- dexes are derived, existing work on video indexing can be
rithm can achieve 94% to 100% detection rate for abrupt classified into three categories: annotation-based indexing,
scene changes and around 80% for gradual scene changes. feature-based indexing, and domain-specific indexing.

Evaluation Criteria for SCD Algorithm Performance
Annotation-Based Indexing

It is difficult to evaluate and compare existing SCD algo-
Video annotation is very important for a number of reasons.rithms due to the lack of objective performance measure-
First, it fully explores the richness of the information con-ments. This is mainly attributed to the diversity in the vari-
tained in the video data. Second, it provides access to theous factors involved in the video data. There are, however,
video data based on its semantic content rather than just itsstill some common SCD performance measurements (23)
audio–visual content like color distribution. Unfortunately,given a set of benchmark video: (1) speed in terms of the num-
due to the current limitations of machine vision and image-ber of frames processed per time unit; (2) average success rate
processing techniques, full automation of video annotation, inor failure rate which includes both false detection and missed
general, still remains impossible. Thus, video annotation is adetection (a 100% scene change capture rate does not imply
manual process that is usually done by an experienced user,that the algorithm is good since it may have very high false
either as part of the production process or as a post-produc-change alarms); (3) accuracy in terms of determining the pre-
tion process. The cost of manual annotation is high and thuscise location and type of a scene change; (4) stability, that is,
not suitable for the large collection of video data. However, inits sensitivity to the noise in the video stream (flashing of the
certain circumstances, video annotation can also be automaticscene and background noises often trigger the false detection);
captured from video signals as we discussed in the section(5) types of the scene changes and special effects that the al-
entitled ‘‘Video Data Modeling.’’ Automatic video semanticgorithm can handle; and (6) generality in terms of the appli-
content extraction using computer vision techniques withcations it can be applied to and kinds of video data resources
given application domain and knowledge has also been stud-it can handle.
ied. One example is the football video tracking and under-Further improvement on existing SCD algorithm can be
standing (59). Another example is the animal behavior videoachieved in the following ways (23). First, use additional
database (4). In addition, video database systems usually pro-available video information such as closed caption and audio
vide a user-friendly GUI to facilitate video annotation cre-signal. Some initial efforts (29,52) on using audio signal have
ation and modification.been made for video skimming and browsing support. Second,

One of the earliest ideas for recording descriptive informa-develop adaptive SCD algorithms that can combine several
tion about the film or video is the stratification model (30). ItSCD techniques and self-adjust various parameters for differ-
approximates the way in which the film/video editor buildsent video data. Third, use a combination of various scene-
an understanding of what happens in individual shots. A datachange models. Different aspects of video editing and produc-
camera is used during the video production process to recordtion process can be individually modeled for developing detec-
descriptive data of the video including time code, camera posi-tors for certain scene changes. Another idea is to develop new
tion, and voice annotation of who–what–why information.video codecs that include more information about the scene
This approach is also called source annotation (3). However,content (53). Current motion-compensated video codec stan-
the model doesn’t address the problem of converting this an-dards like MPEG complicate the scene analysis task by parti-

tioning the scene into arbitrary tiles, resulting in a com- notation information into textual descriptions to create in-
pressed bitstream that is not physically or semantically dexes of the video data. It is common to simply use a prese-
related to the scene structure. A complete solution to the SCD lected set of keywords (31) for video annotation. This
problem, however, may require information available from approach, however, is criticized for a number of reasons
psychophysics (54) and understanding the neural circuitry of (2,60). First, it is not possible to use only keywords to describe
the visual pathway (55). Techniques developed in computer the spatial and temporal relationships, as well as other infor-
vision for detecting motion or objects (56–58) can also be in- mation contained in the video data. Second, keywords cannot
corporated into SCD algorithms. fully represent semantic information in the video data and

do not support inheritance, similarity, or inference between
descriptors. Keywords also do not describe the relations be-VIDEO INDEXING
tween descriptions. Finally, keywords do not scale; that is,
the greater the number of keywords used to describe the videoAccessing video data is very time-consuming because of the

huge volume and complexity of the data within the video da- data, the lesser the chance the video data will match the
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query condition. A more flexible and powerful approach is to to-left, or motion vectors (65). Motion vectors can then
mapped by using spatiotemporal space (x � y � t) and areallow arbitrary free text video annotations (18,32,6) which are

based on logical data abstractions. Jiang et al. (18) also fur- aggregated into several representative vectors using statisti-
cal analysis. Objects and their motion information are storedther address the problem of integrating knowledge-based in-

formation retrieval systems with video database to support in a description file or a labeling record as an index to the
corresponding video sequence. Notice that each record alsovideo knowledge inferencing and temporal relationship con-

straints. Another way to overcome the difficulties of keyword needs to have a time interval during which the object ap-
pears.annotations is suggested by an annotation system called Me-

dia Stream (60,62). Media Stream allows users to create Multiple image features can be used simultaneously to in-
dex video data. They are often computed and grouped to-multilayer, iconic annotations of the video data. The system

has three main user interfaces: Director’s Workshop, icon pal- gether as multidimensional vectors. For example, features
used in MediaBENCH (66) include average intensity, repre-ettes, and media time lines for users to annotate the video.

Director’s Workshop allows users to browse and compound sentative hue values which are the top two hue histogram
frequencies of each frame, and camera work parameters cre-predefined icon primitives into iconic descriptors by cascading

hierarchical structure. Iconic descriptors are then grouped ated by extracting camera motions from video (67). These val-
ues are computed every three frames in order to achieve real-into one or more icon palettes and can be dropped into a me-

dia time line. The media time line represents the temporal time video indexing. Indexes are stored along with pointers
to the corresponding video contents. Video data can be seg-nature of the video data, and the video is thus annotated by

a media time line of icon descriptors. The creation of video mented into shots using a SCD algorithm based on index fil-
tering by examining indices frame by frame and noticing theindices however, is not discussed.

The spatiotemporal relationships between objects or fea- inter-frame differences. Thus, a structured video representa-
tion can be built to facilitate video browsing and retrieval op-tures in a video data can also be symbolically represented by

spatial temporal logic (STL) (63). The spatial logic operators erations.
include before, after, overlaps, adjacent, contained, and par-
tially intersects. Temporal logical operators include eventually Domain-Specific Indexing
and until. Standard boolean operators are also supported in-

Domain-specific indexing approaches use the logical (high-cluding and, or, and not. The symbolic description, which is a
level) video structure models, such as the anchorperson shotset of STL assertions, describes the ordering relationships
model and CNN ‘‘Headline News’’ unit model, to further pro-among the objects in a video. The symbolic description is cre-
cess the low-level video feature extraction and analysis re-ated for, and stored together with, each video data in the da-
sults. After logical video data units have been identified, cer-tabase and serves as an index. The symbolic description is
tain semantic information can be attached to each of them,checked when a user query is processed to determine
and domain specific indices can be built. These techniques arematches.
effective in their intended domain of application. The primary
limitation is their narrow range of applicability, and limited

Feature-Based Indexing
semantic information can be extracted. Most current research
uses collections of well-structured video such as news broad-Feature-based indexing techniques depend mainly on image

processing algorithms to segment video, to identify represent- cast video as input. One of the early efforts with domain-spe-
cific video indexing was done by Swanberg et al. (14) in theing frames (RFrames), and to extract key features from the

video shots or RFrames. Indexes can then be built based on domain of CNN news broadcasting video. Several logical video
data models that are specific to news broadcasting (includingkey features such as color, texture, object motion, and so on.

The advantage of this approach is that video indexing can the anchorperson shot model, the CNN news episode models,
and so on) are proposed and used to identify these logicalbe done automatically. Its primary limitation is the lack of

semantics attached to the features which are needed for an- video data units. These models contain both spatial and tem-
poral ordering of the key features, as well as different typesswering semantic content-based queries. One of the simplest

approaches is to index video based upon visual features of its of shots. For example, the anchorperson shot model is based
on the location of a set of features including the icon ‘‘Head-RFrames. A video stream can first be segmented into shots

which can be visually represented by a set of selected line News’’ and the titling of the anchorperson. Image-pro-
cessing routines, including image comparison, object detec-RFrames. The RFrames are then used as indices into these

shots. The similarity comparison of the RFrames can be based tion, and tracking, are used to segment the video into shots
and interactively extract the key elements of the video dataon the combination of several image features such as object

shapes measured by the gray level moments and color histo- model from the video data.
Hampapur et al. (21) proposed a methodology for designinggrams of the RFrames (64). This approach can be a very effi-

cient way of indexing video data; however, types of query are feature-based indexing schemes which uses low-level image-
sequence features in a feature-based classification formalismlimited due to the fact that video indexing and retrieval are

completely based on the computation of image features. to arrive at a machine-derived index. A mapping between the
machine-derived index and the desired index was designedVideo data can also be indexed on the objects and object

motions which can be either interactively annotated or auto- using domain constraints. An efficacy measure was proposed
to evaluate this mapping. The indexing scheme was imple-matically extracted using motion extraction algorithms such

as optical flow methods and block matching estimation tech- mented and tested on cable TV video data. Similarly, Smoliar
et al. (22,68,69) used an a priori model of a video structureniques (65). Object motions can be represented by different

combinations of primitive motions such as north and rotate- based on domain knowledge to parse and index the news pro-



618 MULTIMEDIA VIDEO

gram. A given video stream is parsed to identify the key fea- of the video data. For an example, ‘‘find a video clip in which
tures of the video shots, which are then compared with do- there is an angry man.’’ This is the most difficult type of query
main-specific models to classify them. Both textual and visual for a video database. It can be partially solved by semantic
indexes are built. The textual index uses a category tree and annotation of the video data, but its ultimate solution de-
assigns news items to the topic category tree. The visual in- pends on the development of technologies such as computer
dex is built during the parsing process, and each news item vision, machine learning, and artificial intelligence (AI). A
is represented as a visual icon inside a window that provides meta information query is a query about video meta data,
an unstructured index of the video database. A low-level in- such as who is the producer and what is the date of produc-
dex that indexes the key frames of video data is also built tion. In most cases, this kind of query can be answered in a
automatically. The features used for indexing include color, way that is similar to the conventional database queries.
size, location, and shape of segmented regions and the color Meta data are usually inserted into the video database along
histograms of the entire image and nine subregions that are with the corresponding video data by video annotation that is
coded into numerical keys. currently manually or semi-manually done off-line. An exam-

ple of a query could be to find video directed by Alan Smithee
and titled ‘‘2127: A Cenobite Space Odyssey.’’ This class alsoVIDEO QUERY, RETRIEVAL, AND BROWSING
includes statistical queries, which are used to gather the infor-
mation about video data without content analysis of the video.The purpose of a video database management system
A typical example is to find the number of films in the data-(VDBMS) is to provide efficient and convenient user access to
base in which Tom Cruise has appeared. An audiovisuala video data collection. Such access normally includes query,
query depends on the audio and visual features of the videoretrieval, and browsing. The video data query and retrieval
and usually doesn’t require understanding the video data. Anprocess typically involves the following steps. First, the user
example of such a query would be to find a video clip withspecifies a query using facilities provided by a GUI; this query
dissolve scene change. In those queries, audio and visual fea-is then processed and evaluated. The value or feature ob-
ture analysis and computation, as well as the similarity mea-tained is used to match and retrieve the video data stored in
surement, are the key operations as compared to the textualvideo database. In the end, the resulting video data is pre-
queries in the conventional DBMS.sented to the user in a suitable form. Video query is closely

Video queries can also based on the spatiotemporal charac-related to other aspects of VDBMS, such as video data in-
teristics of the video content as well. A video query can bedexing, since features used for indexing are also used to eval-
about spatial, temporal, or both kind of information. An ex-uate the query, and the query is usually processed by search-
ample of a spatial query is ‘‘retrieve all video clips with a sun-ing the indexing structure. Unlike alpha-numerical
set scene as background,’’ and the query ‘‘find all video clipsdatabases, video database browsing is critical due to the fact
with people running side by side’’ is a spatiotemporal querythat a video database may contain thousands of video streams
example.with great complexity of video data. It is also important to

Depending on how a match is determined in the queryrealize that video browsing and querying are very closely re-
lated to each other in the video databases. In a video database evaluation, a video query can be classified as either an exact
system, a user’s data access pattern is basically a loop of the match-based query or a similarity match-based query. An ex-
‘‘query-browse’’ process in which video queries and video act match-based query is used to obtain an exact match of the
browsing are intermingled. Playing video data can be thought data. One example is to find a CNN ‘‘Dollars and Sense’’ news
of as the result of the process. clip from the morning of March 18, 1996. Similarity match-

User video browsing usually starts with a video query based queries actually dominate the VCBMS because of the
about certain subjects that the user is interested in. This ambiguity nature of the video data. One example is ‘‘find a
makes the browsing more focused and efficient since browsing video clip that contains a scene that is similar to the given
a list of all of the video streams in a video database is time image.’’
and network resources consuming. Such initial queries can be A video query can have various query granularity which
very simple because the user isn’t familiar with the database can be either video frames, clips, or streams. A frame-based
content. On the other hand, a video query normally ends with query is aimed at individual frames of video data that are
the user browsing through the query results. This is due to usually the atomic unit of the video database. A clip-based
the ambiguous nature of the video query; that is, it results in query is used to retrieve one or more subsets of video streams
multiple video streams, some of which are not what the user that are relatively independent in terms of their contents. A
wanted. Browsing is a efficient way of excluding unwanted video stream-based query deals with complete video streams
results and examining the contents of possible candidates be- in the database. An example query is ‘‘find a video produced
fore requesting the playing of a video. in 1996 that has Kurt Russell as the leading actor.’’ Queries

can also be categorized according to query behavior. A deter-
Different Types of Queries ministic query usually has very specific query conditions. In

this case, the user has a clear idea what the expected resultIdentifying different classes of user queries in a VDBMS is
should be. A browsing query is used when a user is uncertainvital to the design of video query processing. The classifica-
about his or her retrieval needs or is unfamiliar with thetion of the queries in a video database system can be done in
structures and types of information available in the video da-many ways depending on intended applications and the data
tabase. In such cases, the user may be interested in browsingmodel they are based on, as well as other factors (3).
the database rather than searching for a specific entity. TheA video query can be a semantic information query, meta
system should allow for the formulation of fuzzy queries forinformation query, or audio–visual query. A semantic informa-

tion query requires an understanding of the semantic content such purpose.
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There are many ways that a user can specify a video query. conditions through SELECT-FROM-WHERE clauses. Video
SQL does not, however, contain language expressions forA direct query is defined by the user using values of features

of certain frames, such as color, texture, and camera position. specifying temporal relations between video objects.
Other Video Query Specifications. Despite its expressiveA query by example, which is also called query by pictorial

example (QBPE) or Iconic Query (IQ), is very useful since power and formalism, defining and using certain video query
language can often become very complex and computationallyvisual information is very difficult to describe in words or

numbers. The user can supply a sample frame image as well expensive. Some researchers simply combine important fea-
tures of the video data to form and carry out queries. In theseas other optional qualitative information as a query input.

The system will return to the user a specified number of the cases, the types of queries that can be defined and processed
are usually limited. For an example, the MovEase system (76)best-match frames. The kind of query methodology is used in

IBM’s QBIC system (70) and JACOB system (71). In an itera- includes motion information as one of the main features of
the video data. Motion information, together with other videotive query, the user uses a GUI to incrementally refine their

queries until a satisfying result is obtained. The JACOB sys- features (color, shape, object, position, and so on), is used to
formulate a query. Objects and their motion informationtem is a practical example of this approach.
(path, speed) can be described through a GUI in which objects
are represented as a set of thumbnail icon images. Object andQuery Specification and Processing
camera motions can be specified by using either predefined

Video Query Language. Most textual query languages such generic terms like pan, zoom, up, down, or user input-defined
as SQL have limited expressive power when it comes to speci- motion descriptions, such as zigzag path. The query is then
fying video database queries. The primary reason is that the processed and matched against the preannotated video data
visual, temporal, and spatial information of the video data stored. Results of the query are displayed as icons, and users
can not be readily structured into fields and often has a vari- can get meta information or the video represented by each
able-depth, complex, nested character. In a video database, icon image simply by clicking on it.
queries about visual features can be specified, for examples,
by using an iterative QBPE mechanism; and spatiotemporal Query Processing. Query processing usually involves query
queries can be expressed, for example, by TSQL or spatial parsing, query evaluation, database index search, and the re-
temporal logic (STL). turning of results. In the query parsing step, the query condi-

Queries dealing with the relationships of video intervals tion or assertion is usually decomposed into the basic unit
can be specified using a temporal query language like TSQL and then evaluated. After that, the index structure of video
(TSQL 2, Applied TSQL2) (72,73). TSQL2 has been shown to database is searched and checked. The video data are re-
be upward compatible with SQL-92 and can be viewed as an trieved if the query assertion is satisfied (74) or if the similar-
extension of SQL-92. However, not all SQL-92 relations can ity measurement (65) is maximum. The result video data are
be generated by taking the time slices of TSQL2 relations, usually displayed by a GUI in a way convenient to the user
and not all SQL-92 queries have a counterpart in TSQL-92. [such as iconic images (76)]. One example is an on-line object-
The completeness and evaluation of the TSQL2 are discussed oriented query processing technique (77) which uses general-
by Bohlen et al (72). STL (74) is proposed as a symbolic repre- ized n-ary operations for modeling both spatial and temporal
sentation of video content, and it permits intentional ambigu- contents of video frames. This enables a unified methodology
ity and detail refinement in the queries. Users can define a for handling content-based spatial and spatiotemporal que-
query through an iconic interface and create sample dynamic ries. In addition, the work devises a unified object-oriented
scenes reproducing the contents of the video to be retrieved. interface for users with a heterogeneous view to specify que-
The sample scenes are then automatically translated and in- ries. Another example is the VideoSTAR system (75) which
terpreted into STL assertions. The retrieval is carried out by parses the query and breaks it into basic algebraic operations.
checking the query STL assertions against the descriptions of Then, a query plan is determined and many be used to opti-
every image sequence stored in the database. The description mize the query before it is computed. Finally, the resulting
of a video sequence is used to define the object-centered spa- video objects are retrieved.
tial relationship between any pair of objects in every frame
and created manually when the sequence is stored in the da-
tabase. VIDEO AUTHORING AND EDITING

The VideoSTAR system uses a video query algebra (15,75)
to define queries based on temporal relationships between Digital video (DV) authoring usually consists of three steps:
video intervals. A GUI is developed to assist users inter- video capture and digitization, video editing, and final produc-
actively define queries with algebra operations include (a) tion. In the video capture step, raw video footage can be cap-
normal set operations (AND, OR, and DIFFERENCE), (b) tured or recorded in either analog format or digital format. In
temporal set operations, (c) filter operations that are used to the first case, the analog video needs to be digitized using a
determine the temporal relationships between two intervals, video capture board on the computer. The digital video is usu-
(d) annotation operations that are used to retrieve all annota- ally stored in a compressed format such as MPEG, MJPEG,
tions of a given type and have nonempty intersections with a DV, and so on. Analog recording, digitization, and editing us-
given input set, (e) structure operations that are similar to ing video capture cards and software tend to suffer from infor-
the above but on the structural components, and (f) mapping mation loss during the conversion. However, this approach is
operations that map the elements in a given set onto different very important since the majority of the existing video mate-
contexts that can be basic, primary, or video stream. Vid- rials are on video tapes and films. According to an interna-
eoSQL is the video query language used in OVID (35), which tional survey (1), there are more than 6 million hours of fea-

ture films and video archived worldwide with a yearlyallows users to retrieve video objects that satisfying certain
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increase of about 10%. With the appearance of the DV cam- recorder. In the process, the original segments can be
trimmed and rearranged, unwanted shots can be removed,corder, especially those with the Firewire interface, a superior

digital video authoring and editing solution finally comes and audio and video effects can be added. An edit recorder,
controlled by an editing controller, is used to control all of theinto reality.

DV editing refers to the process of rearranging, assem- machines and make final edit master. The edit controller can
be used to shuttle tapes back and forth to locate the beginningbling, and/or modifying raw video footage (or clips) obtained

in the video capture step according to the project design. The and ending points of each needed video segment. These refer-
ence points are entered as either control track marks or timeraw video clips which may not come from the same resources

can be trimmed, segmented, and assembled together on a code numbers into the edit controller to make edits.
There are two types of linear edits. Assemble editing allowstime line in the video construction window. Possible edits also

include transitions and filters, as well as many other opera- video and audio segment to be added one after another, com-
plete with their associated control track. However, the controltions such as title superimposition. Special effect transitions

are commonly used for assembling video clips, which include track is difficult to record without any error during video
edits. For example, any mis-timing during this mechanicalvarious wipes and dissolves, 3-D vortex, page peel, and many

others. Filters including video and audio filters can be used process results in a glitch in the video. Insert editing requires
a stable control track to be established first for stable play-to change the visual appearance and sound of video clips. The

examples of filters are Gaussian sharpen, ghosting, flip, hue, back. Video and audio segments can then be inserted over the
prerecorded control track. Linear video editing is generallysaturation, lightness, and mirror. During the video editing

process, the user can preview the result in the software win- considered slow and inflexible. Although video and audio seg-
ments can be replaced within the given time constraints ofdow on the computer screen or on an attached TV monitor.

Digital video editing can be classified as linear or nonlinear, the edited master, it is impossible to change the length of
segments or insert shots into the edited master without start-described in more detail later. In the final production step,

the final editing results can be recorded back on a video tape ing all over again. This can be easily done with the more flex-
ible and powerful nonlinear video editing.or a CD. The final format of the video production depends

on the intended application, for example, One should choose Despite its limitations, linear video editing is nonetheless
an abandoned solution and it is still used even for DV editingMPEG-1 video compression for CD application and MPEG-2

for TV quality video playback. In any case it is a good idea to (78) for a number of reasons. First, when editing long video
programs, linear editing may actually save time when com-keep the original DV tape or analog (Hi-8 or VHS) tape.

Video capture board mentioned above is one of the key pared to the nonlinear editing. This is because, for example,
there is no need to transfer video data back and forth betweencomponents of a video editing system and is responsible for

digitizing analog video input into digital ones for desktop digi- the video tapes and computer. Second, long digital video pro-
grams occupy a huge amount of disk space. A 1 h DV, fortal video editing. It is also widely used in other applications

such as video conferencing. Some of the common or expected example, fills about 13 Gbyte-space. The file size constraints
of the computer operating system limit the length of the videofeatures of a video capture board are listed in the following.

The actual features depend on each individual card and can footage that can be placed on the disk and operated by nonlin-
ear editors. So, the choice of linear or nonlinear editing ismake the card very expensive.
really application-dependent. The best solution may be a com-

• Real-time, full-screen (640 � 480 NTSC, 768 � 576 bination of both.
PAL), true color (24 bits), and full motion (30 frames/s,
25 frames/s PAL) capture and playback of NTSC, PAL, Nonlinear Video Editing
or SECAM analog video.

Nonlinear video editing (NLE) is sometimes called random-• Analog output in NTSC, PAL, or SECAM in composite or
access video editing, which is made possible through digitalS-video. This feature can be used to output the editing
video technologies. Large-capacity and high-speed disks areresult back on to the video tape or preview the editing
often used as the recording medium and video footage areresult on a TV monitor.
stored in either compressed or uncompressed digital format.• Support for multiple sampling rate audio data, along
NLE supports random, accurate, and instant access to anywith the ability to record and play audio from voice grade
video shot or frame in a video footage. It also allows the videoto CD/DAT stereo quality. It also need to support the
segments to be inserted, deleted, cut, and moved around atsychronization of the video and audio channels
any given point in the editing process. Nonlinear video editing

• Hardware support for video compression standards such supports a much wider range of special effects such as fades,
as MJPEG, MPEG, and ITU H.261. It needs to also sup- dissolves, annotation, and scene-to-scene color corrections. It
port audio compression standards (G.711, G.722, and also supports many audio enhancement including audio fil-
G.728) and be compatible with QuickTime or AVI. ters and sound effects.

• Software and developing tools for video editing and video Most NLE systems have multiple time lines to indicate the
conferencing, and so on. simultaneous presence of multiple audio and video sources.

For example, one could have background music, the original
Linear Digital Video Editing sound track of the raw footage, and the voice of the narrator

at the same time. One can instantly preview and make ad-Linear video editing systems are usually hardware-based and
justments to the result at any give point of the NLE process.require edits to be made in a linear fashion. The concept be-
The video and audio segments can be clicked and dragged tohind linear editing is simple: The raw video footage which
be assembled on a designated time line. Video segments aremay be recorded on several tapes is transferred segment by

segment from source machine(s) onto a tape in another video often represented by thumbnail icons of its video frames with
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adjustable temporal resolutions (one icon per 100 frames, for streams at predetermined rates. Such just-in-time data
delivery also eliminates the need for costly buffering.example). The results of nonlinear video editing can be con-

verted into analog video signals and output back to a video
tape, or stored in any given digital video format. The current standard allows Firewire cable up to 4.5 m per

hop; but with repeaters or bridges, over 1000 bus segments
Digital Video Camcorder and Digital Video Editing can be connected and thus can reach thousands of meters.

Each firewire cable contains two power conductors and twoUsing a DV camcorder, video is digitally captured and com-
twisted pairs for data signaling. Signal pairs are shielded sep-pressed into DV format before it is recorded onto the DV tape.
arately; additionally, the entire cable is also shielded. TheThere are two ways that the DV footage can be edited. One
Firewire cable power is specified to be from 8 V dc to 40 V dccan still connect the analog output of the DV camcorder/VCR
at up to 1.5 A. It is used to maintain a device’s physical layerto the video capture board on the computer and edit the video
continuity when the device is powered down or malfunctionsas previously discussed. However, this approach is not recom-
and provide power for the devices connected to the bus. How-mended due to the quality loss in A/D (analog-to-digital) con-
ever, some manufacturers may have sightly different cables;versions and lossy codecs used in DV equipment. True end-
for example, the Sony camcorder Firewire cable only has fourto-end high-quality digital video editing can be done using DV
wires with two power wires removed.equipment (VCR or camcorder) and the Firewire (IEEE 1394).

Firewire is widely used for attaching DV camcorders toA single Firewire cable can carry all the DV data between DV
computers and as a high-performance, cost-effective digitaldevices and the computer including video, audio, and device
interface for many other audio/video applications such as dig-control signals. It eliminates multiple cables required in the
ital TV and Multimedia CDROM (MMCD). IEEE 1394 hastraditional digital video authoring and editing system. Sony
been accepted as the standard digital interface by the Digitalfirst introduced the DV camcorders with the Firewire connec-
VCR Conference (DVC) and has been endorsed by Europeantor. This approach has no generation loss and is not necessar-
Digital Video Broadcasters (DVB) as their digital TV interfaceily more expensive than the first method. One may need to
as well. The EIA (Electronic Industries Association) has alsopurchase a Firewire interface board; however, its price may
approved IEEE 1394 has the point-to-point interface for digi-be cheaper than many video capture boards.
tal TV and the multipoint interface for entertainment sys-
tems. In the future, IEEE 1394, as a high-speed, low-cost, andFirewire—IEEE 1394. Firewire (79), officially known as
user-friendly interface, is expected to improve existing inter-IEEE 1394, is a high-performance digital serial interface
faces such as SCSI. In fact, the American National Standardsstandard. Originated by Apple for desktop local area net-
Institute (ANSI) has already defined Serial Bus Protocolworks (LANs), it was later developed and approved in Decem-
(SBP) to encapsulate SCSI-3 for IEEE 1394.ber 1995 by IEEE. IEEE 1394 supports data transfer rates of

12.5, 25, 50, 100, 200, and 400 Mbit/s which can easily meet
Various DV Video Format. DV is a digital video format (80)the requirements of DV data transportation or even uncom-

developed by DVC and adopted by over 50 manufacturers in-pressed digital video data at 250 Mbit/s. Data rate over 1
cluding Sony, Panasonic, JVC, Philips, Toshiba, Hitachi,Gbit/s is under design. Other key advantages of IEEE 1394
Sharp, Thomson, Sanyo, and Mitsubishi. The DV specificationinclude the following:
was approved in September 1993 and is intended primarily
for prosumer, eventually consumer applications. The DV for-• It is supported by 1394 Trade Association which has over
mat offer two tape cassette sizes: the standard 4 h (125 mm40 companies including Apple, IBM, Sun, Microsoft,
� 78 mm � 14.6 mm) and the mini 1 h (66 mm � 48 mm �Sony, and Texas Instruments. For example, Apple is the
12.2 mm). Most of the DV VCRs will play both.first to support Firewire in its operating system (Mac OS

The DV video compression algorithm is DCT-based and7.6 and up) and provide Firewire API 1.0 in Mac OS 8.0.
very similar to that of MPEG and MJPEG. First, RGB video• It is a digital interface; there is no A/D conversion and
is converted to a YUV digital component video. The lumi-data integrity loss.
nance signal (Y) is sampled at 13.5 MHz, which provides a• It is physically small (thin serial cable), easy to use (no
5.75 luminance bandwidth for both the NTSC and PAL sys-need for terminator and device ID, etc.), and hot plugg-
tems. For NTSC video, the R–Y (U) and B–Y (V) color differ-able. Hot pluggable means that 1394 devices can be
ence signals are digitized at 3.375 MHz sampling rate, whichadded to or removed from the IEEE 1394 bus at any
provides a 1.5 MHz bandwidth for each chroma component.time, even when the bus in full operation.
The result is 4 : 1 : 1 digital video. The PAL DV system sam-

• It has scalable architecture which allows for the mixture ples each chroma component at 6.775 MHz yields there by a
of data rates on a single bus. 3.0 MHz bandwidth per chroma component. However, PAL

• It has flexible topology which supports daisy chaining DV uses a 4 : 2 : 0 sampling schema that yields only half of the
and branching for true peer-to-peer communication. vertical chroma resolution of the NTSC DV format.
Peer-to-peer communication allows direct dubbing from Before compression, digital video frames are stored in a
one camcorder to another as well as sharing a camcorder 720 � 480 pixel buffer where the correlation between two
among multiple computers. fields are measured. Two fields are compressed together un-

• It supports asynchronous data transport which provides less the correlation is low, which indicates too much interfield
connectivity between computers and peripherals such as motion. Each DCT macroblock consisting of four 8 � 8 blocks
printers and modems and provides command and control has its own quantization table (Q-table), which enables dy-
for new devices such as DV camcorders. namic intraframe compression. The DV formation has a stan-

dard set of Q-tables. DV video compression ratio is 5 : 1. DV• It also supports isochronous data transport guarantees
delivery of multiple time-critical multimedia data provides two digital audio record modes: 16-bit and 12-bit.
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The 16-bit mode uses a sampling frequency of 48 kHz and 12- also contain a chip that can compress the analog video to
the DV or MPJEG digital video format. In this case, thebit mode operates at 32 kHz.

DV format uses Reed–Solomon error correction on the buf- DV board functions like the video capture board pre-
viously described. It usually supports full resolution, truefered video data to prevent frame loss. Each DV track consists

of four sectors: subcode, video, audio, and ITL. Subcode sector color, and real-time compression of analog video.
records timecode, an index ID for quick searches for specific • Additional Firewire ports for connecting other Firewire
scenes, and the PP-ID for Photo Mode recording and play- peripherals such as a printer. They can also be used for
back. Video sector records not only the video data but also the synchronized video/audio playback and VCR control with
auxiliary data such as data and time, focus mode, AE-mode, time code for accurate video editing.
shutter speed F-stop, and gain setting. ITI sector stores data
for the DV device itself, such as tracking signal for audio dub- End-to-End Digital Video Editing Using DV and Firewire. Edit-
bing. The separation of audio and video signals makes video- ing DV with Firewire (78,81) requires DV equipment such as
only insert editing possible. DV camcorder or DVCR with Firewire I/O port. A Firewire

DVCPRO is a professional variant of the DV by Panasonic. cable is used to connect the equipment to the computer which
The main differences are the doubled tape speed needed for has a DV board with Firewire interface. Editing is done by
dropout tolerance and general recording robustness. It is also using a nonlinear video editing software such as Adobe Pre-
capable of 4� normal speed playback which can be used to miere. The computer needs to have sufficient processor power
accelerate data transfer. DVCAM is Sony’s DV variation. DV and large amount of disk space. The data rate of DV is usu-
and DVCAM uses 4 : 2 : 0, and DVCPRO uses 4 : 1 : 1 sampling ally 3.7 Mbit/s, which means 222 Mbyte space per minute and
rates for PAL. They all use 4 : 1 : 1 for NTSC and have a data 20 Gbyte for a 90 min DV footage. The disk drive also needs
rate of 25 Mbps. Panasonic also has DVCPRO-50 for the stu- to be fast enough to accommodate the steady DV stream of
dio-quality video. Unlike DV, DVCPRO, and DVCAM which 3.7 Mbit/s. Digital video authoring and editing using DV with
sample at 4 : 1 : 1, DVCPRO-50 provides a 4 : 2 : 2 sampling Firewire consists of the following steps:
which is consistent with ITU-R BT.601-4 (CCIR-601) digital
video standard. Such a sampling rate is sometimes preferred Step 1. Shoot the video footage using a DV camcorder. As
since it provides more color information and better composit- the video is being shot, it is compressed by the DV codec
ing. The data rate of DVCPRO-50 is 50 Mbps, which is twice chips in the DV camcorder and recorded digitally on a
that of DV, and it supports lightly compressed picture (3.3 : 1) DV tape which can also be played by the DVCR.
with a high signal-to-noise ratio. JVC’s Digital-S is another

Step 2. DV footage can be then transferred into the com-50 Mbps video format. Together, they are known as DV422
puter and stored on a hard disk through the Firewireand are compatible with each other. The 4 : 1 : 1 DV tapes can
which is connected to the Firewire interface of comput-be played on the CV422 decks which can bump the output to
er’s DV board. During the transferring process, the DV4 : 2 : 2 for post-production uses. Another advantage of DV422
data is usually encapsulated into certain multimediais that it is closer to the MPEG-2 standard which samples at
systems such as AVI or QuickTime. DV codecs are not4 : 2 : 0. Sony’s Betacam SX is yet another DV video format
involved during the transfer.targeted at professional market. Betacam SX is similar to

Step 3. Video editing software such as Adobe Premiere canMPEG-2 and uses adaptive quantization and MPEG-2’s IB
be used to work with DV data which are now encapsu-frame (IBIB. . .) compression to achieve a constant data rate
lated in some multimedia system format. Notice thatof 18 Mbps with 4 : 2 : 2 sampling. Betacam SX thus has a
the DV data in the computer so far are identical to whathigher compression ratio of 9.25 : 1.
is on the DV tape; that is, no information is lost. The
DV codec is only for decompressing the DV data whenDV Board. DV boards are sometimes referred to as Fire-
filters and/or transitions are to be added. Otherwise,wire interface boards. This is because the Firewire interface
the DV data are simply copied to the target file. The DVis the most important component on the board since it enables
codec can be software or hardware on the DV board.the fast DV data transmission between the computer and DV
During the editing process, the video can be previewedequipment. Besides Firewire interface, a DV board usually
either on the computer screen or on a monitor. Monitorcontains the following:
preview is usually supported by the analog port on DV
board, DV camcorder, or DVCR. Such a Firewire inter-• DV codecs. Some DV boards come with software codecs
face board needs to have a DV codec hardware whichthat use the computer processor to decompress DV files
increases the cost considerably.for preview and editing. Software codecs are cost-effec-

tive, flexible, and easy to be upgraded. Other DV boards Step 4. After all the edits are done, the resulting DV file
have a DV codec chip which frees the CPU from the can be transferred back to the DV equipment via Fire-
compression/decompression procession and can be fast wire. It is obvious that the whole editing process has no
enough for full-motion, real-time playback. However, generation loss. The result can also be transcoded into
they are also much more expensive. Notice that a soft- other digital formats such as MPEG, or outputs to Hi-8
ware DV codec can also make use of the hardware codec or VHS tapes. The latter can be done through the ana-
in the DV equipment connecting to the DV board. log I/O port of the DV board, DV camcorder, or DVCR.

• Analog video/audio I/O ports. They are especially useful
for previewing the DV on an analog TV monitor and mix- DV footage can be easily mixed with analog footage during

above NLE process. If the DV camcorder or DVCR has analoging the analog video footage with DV files or converting
analog video footage to DV format. The DV board may input, the analog footage can be transferred into the DV
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camcorder and then digitized, compressed, and recorded in audio encoding algorithms, including G.721, G.722,
G.723, G.726, and G.727.the DV format. Another way is to make use of the analog I/O

port on the DV board with hardware DV codec. Such a board
is capable of converting analog video to DV, but costs more. Unipoint and Multicast Video Conferencing
The third approach is to use the video capture board to digi-

Video conferencing can be categorized in several ways. De-tize the analog video into MJPEG digital video clips. Such
pending on the number of parties involved, a video conferencevideo clips can then be transcoded by video editing software
can be either point-to-point or multipoint. Point-to-point (cir-into DV format when a DV codec is presented.
cuit-switched) or unicast (packet-switched) video conferencingThe advantages of video authoring and editing using DV
is the simplest form of video conference which involves onlyand Firewire are obvious. First, the video is of high quality
two sites. Both parties of a point-to-point must use the sameand free of noises. Experiments (78) show that DV video still
video/audio coding algorithms and operate at the same speed.has high quality (better than Betacam SP video digitized at
Multipoint (circuit-based) or multicast (packet-switched)highest quality) even after being decompressed and recom-
video conference involves multiple parties. In the circuit-pressed 10 times. Second, the high-quality video also tends to
based multipoint video conferencing, each party talks to anbe compressed better and is more tolerable to lower data rate.
MCU (multipoint control unit). For the packet-based videoThird, DV has a steady data rate of 3.7 Mbit/s which is easier
conference, a somewhat analogous software tool called theto handle and results good playback. This approach is also
MSB (multisession bridge) is needed. MCU uses the followingcost-effective since codec is hardwared inside the DV camc-
methods to switch between each video conferencing partic-order and DVCR. There is simply no need for an expensive
ipant:video capture board.

1. Potting. MCU switches between participants at certain
VIDEO CONFERENCING time interval.

2. Voice Active Switching or Picture Follows Voice. MCU
Video conferencing refers to the interactive digital video and switches to the participant who has highest audio level.
audio communication between a group of parties who may be 3. Continuous Presence. MCU divides the window into
remotely located through the use of computers over computer several subwindows, one for each participant.
networks (82). Video conferencing is generally considered one

4. Chair Control. MCU always presents the picture of thetype of data conferencing which also includes text and graph-
participant who is designated as the chair of the con-ics, and so on. Video conferencing has many important appli-
ference.cations, such as tele-medicine and distance learning. Video

conferencing requires real-time capture, sampling, coding,
ITU-T Recommendation H.231 is a standard that covers MCUand transmission of both audio and video. Compression is
and defines how several H.320-compatible video conferencingcritical to video conferencing due to the huge data volume in-
system can be linked together. H.243 defines the MCU proto-volved. For example, an uncompressed full motion CIE frame
cols. In multipoint video conferencing, all codecs must be mu-size video stream needs a bandwidth of 30 frame � (352 �
tually compatible, and the MCU must be compatible with the288) pixel/frame � 8 bit/pixel � 24 Mbit/s. Some important
codecs. The video conference operates at the smallest framevideo codecs are described in the section entitled ‘‘Video Co-
size (FCIF or QCIF) and the lowest bandwidth of any of thedecs.’’ The audio analog signal is usually sampled at a rate
nodes and node-MCU links.range from 8 kHz to 48 kHz. This is based on the Nyquist

theory since human hearing range is 20 Hz to 20 kHz, and
Packet-Switched and Circuit-Switched Video Conferencinghuman voice ranges from 40 Hz to 4 kHz. Sampled values are

then quantized into a number of discrete levels (256 for 8-bit Video conferencing can also be distinguished by the way the
representation, or 65536 for 16-bit representation) and then data are transmitted over the network: packet-switched or
coded using following methods: circuit-switched.

Packet-Switched Video Conferencing. Packet-switched com-
• PCM (pulse code modulation), which includes uniform munication is a method of data transfer where the informa-

PCM, mu-law PCM, and A-law PCM. Uniform PCM uses tion is divided into packets, each of which has an identifica-
equally spaced quantizer values and is an uncompressed tion and destination address. Packets are sent individually
audio encoding. Au-law and A-law PCMs use logarithmic through a network and, depending on network conditions,
quantizer step spacing which can represent larger value may take different routes to arrive at their destination at dif-
range using the same number of bits. Mu-law and A-law ferent times and out of order. Unlike circuit-switched commu-
PCMs can achieve a compression ratio of 1.75 : 1, and nication, bandwidth must be shared with others on the same
they are formally defined in the IUT-T Recommendation network. In the packet-switched video conferencing, the data
G.711. can be transmitted over the Internet (e.g., using MBONE or

Multicast BackbONE). The general bandwidth requirement is• ADPCM (adaptive difference pulse code modulation) en-
codes the difference between each sample and its pre- 192 kbit/s, in which 128 kbit/s is for video and 64 kbit/s is

for audio.dicted value based on the previous sample. The quantiz-
ing and prediction parameters of ADPCM are adaptive An advantage of packet-switched communication for video

conferencing is the capability to more easily accommodateto the signal characteristics, and ADPCM typically can
achieve a compression ratio of 2 : 1. There are several multipoint conferences. A disadvantage is the unpredictable

timing of data delivery, which can cause problems for delay-ITU-T recommendations which specify different ADPCM
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sensitive data types such as voice and video. Video packets Working Group of IETF developed a best-effort, real-time In-
ternet service model which includes RTP (Real-Time Trans-that are received out of order may have to be discarded. Audio

packets can be buffered at the receiver, reordered, and played portation Protocol), RSVP (Resource Reservation Protocol),
and RTCP (Real-Time Control Protocol). The interconnectedout at a constant rate; however, this induces a delay which

can be detrimental to interactive communication. LANs need to have these protocols and must be able to in-
terwork with BISDN’s access protocols such as AAL5.Circuit-Switched Video Conferencing. Circuit-switched com-

munication is a method of data transfer where a path of com- ITU-T Recommendations H.321 and H.310 are the interop-
erability standards for BISDN-based video conferencing.munication is established and reserved for the duration of the

session. A dedicated amount of bandwidth is allocated for ex- H.321 (Adaptation of H.320 Visual Telephone Terminals to B-
ISDN Environments, adopted in March 1996) describes tech-clusive use during the session. When the session is completed,

the bandwidth is freed and becomes available for other ses- nical specifications for adapting barrow-band visual telephone
terminals defined by H.320 to B-ISDN. H.310 (Broadband Au-sions. Advantages of circuit-based communication for video

conferencing include the availability of dedicated bandwidth diovisual Communication Systems and Terminals, adopted in
November 1996) specifies technical requirements for both theand predictability of data delivery. A disadvantage is that the

session is primarily point-to-point and requires expensive unidirectional and bidirectional broadband audiovisual sys-
tems and terminals. With such high bandwidth, B-ISDNMCUs to accommodate multipoint conferences. Also, the dedi-

cated bandwidth tends to be wasted during periods of limited video conferencing uses MPEG-2/H.261 as the video codec
and MPEG-1/MPEG-2/ITU G series for audio coding. There-activity in a conference session. The general bandwidth re-

quirement for a circuit-based video conferencing over POTN fore, B-ISDN video conferencing can achieve very high video
and audio quality. B-ISDN and ATM show great promise for(Plain Old Telephone Network) is 128 kbit/s (video 108 kbit/

s, audio: 16 kbit/s, overhead: 4 kbit/s). video conferencing applications, but their deployment is cur-
rently limited.

LAN-Based Video Conferencing. The physical layer of LANsVideo Conferencing Over Various Networks
(local area networks) usually consist of 10 Mbps Ethernet,

Video conferencing can be classified based on the communica- 100 fast Ethernet, or 4 or 16 Mbit/s Token Ring segments.
tion network it uses. With much more bandwidth available than ISDN, LAN video

POTS-Based Video Conferencing. POTS (Plain Old Tele- conferencing can achieve picture quality similar to that of
phone Service) is the basic telephone service that provides ac- television. However, bandwidth management and scalability
cess to the POTN. POTS is widely available but has very low for a large number of users becomes a problem since the net-
bandwidth (the total bandwidth of a V.34 modem is only 36.6 work bandwidth is shared among all the participants and us-
kbit/s). ITU-T Recommendation H.324 is an interoperability ers in a LAN.
standard for video conferencing operating over V.34 modem H.323 is the ITU-T recommendation for LAN-based video
(33.6 kbit/s). H.324 uses H.263 for video encoding and G.723 conferencing. It defines terminals, equipment, and services
for audio codec (please refer to the section entitled ‘‘H.323’’). for multimedia conferencing over a network without a Qual-

ISDN-Based Video Conferencing. ISDN (integrated services ity-of-Service (QoS) guarantee such as a LAN. LAN-based
digital network) is a digital service over the public switched video conferencing can also use UDP, RTP for point-to-point
network. ISDN has two access rates: basic rate interface transmission of real-time video and audio, and RSVP, which
(BRI) and primary rate interface (PRI). BRI provides two data works together with RTP. RSVP allows the router to reserve
channels of 64 kbit/s (B-channels) and one signaling channel bandwidth for the smooth transmission of time-sensitive data
of 16 kbit/s (D-channel). ISDN PRI provides 23 or 30 B chan- such as video and audio.
nels of 64 kbit/s and one D-channel of 64 kbit/s, but is much Internet-Based Video Conferencing. The Internet uses IP
more expensive. ITU-T H.320 is the interoperability standard (Internet Protocol) and two transportation layer protocols:
for ISDN-based video conferencing. It uses H.261 as the video TCP and UDP. TCP (Transmission Control Protocol) provides
codec and G.711 and G.728 for audio codec (please refer to the a reliable end-to-end service by using error recovery and reor-
section entitled ‘‘H.320’’). dering. UDP (User Datagram Protocol) is an unreliable ser-

B-ISDN-Based Video Conferencing. B-ISDN (broadband vice without error recovery capability (83). Internet video con-
ISDN) is the high-speed and broadband extension of the ferencing applications primarily use UDP for video and audio
ISDN. It is a concept as well as a set of services and devel- data transmission. TCP is not practical because of its error
oping standards for integrating digital transmission services recovery mechanism. If lost packets were retransmitted, they
over the broadband network of fiber-optic and radio media. B- would arrive too late to be of any use. TCP is used by video
ISDN provides bandwidth range from 2 Mbit/s to 155 Mbit/s conferencing applications for other non-time-sensitive data
and up. It uses a fast cell-switching protocol called Asynchro- such as whiteboard data and shared application data. Notice
nous Transfer Mode (ATM) (83,84) as the underlying data link that UDP is an unreliable data transportation protocol; in
layer protocol. ATM has many advantages for video confer- other words, packets may be lost, duplicated, delayed, or out
encing: (a) high bandwidth available instantly on demand; (b) of order. All these may not be a problem for highly reliable
more efficient than circuit switch with statistical multiplexing and low-delay LANs, but will cause serious problems for wide
which can combine many virtual circuits into one physical area Internet video conferencing.
channel; (c) low cell delay variation which is good for real- The above challenges of transmitting video and audio over
time video and audio; (d) high resilience with dynamic alter- the Internet has led to the development of a new transport
native routing. protocol called Real-Time Transport Protocol (RTP) proposed

BISDN can also be used to interconnect LANs together to by the IETF-AVT (Audio/Video Transport Working Group).
RTP (RFC 1889) provides support for sequencing, time stamp,provide wide area video conferencing. The Integrated Service
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and QoS feedback. RTP is used in ITU-T Recommendation cluding Microsoft, Apple, Intel, IBM, Cisco, MCI, AT&
H.323. Most of the commonly used MBONE tools as well as T, and so on. The T.120 defines a hierarchical structure
video conferencing products on the market have implemented (Fig. 6) with defined protocols and service definitions be-
some version of RTP. tween the layers (88). T.122 and T.125 define a connec-

MBONE-Based Video Conferencing. MBONE (Multicast tion-oriented service that is independent of the T.123
BackbONE) (85,86) is a virtual network that sits on top of transport stacks operating below it. The lower-level lay-
the Internet and uses software multicast routers. Using the ers (T.122, T.123, T.124, and T.125) specify an applica-
MBONE, it is possible to transmit video, audio, and other tion-independent mechanism for providing multipoint
data in real time to multiple destinations throughout the data communication services. The upper-level layers
global Internet. MBONE originated from the first two experi- (T.126 and T.127) define protocols for specific conferenc-
ments to multicast live audio and video from meetings of the ing applications, such as shared whiteboarding and
IETF (Internet Engineering Task Force) to other sites. multipoint file transfer. T.120 covers the document (file
Multicast has been implemented over LANs such as Ethernet and graphics) sharing portion of a multimedia teleconf-
and Fiber Distributed Data Interface (FDDI) and an Internet erence and can be used within H.320, H.323, and H.324
extension has been defined in RFC 1112 in 1989 (87). Basi- or by itself. Other T.120 series recommendations are
cally, MBONE consists of ‘‘islands’’ supporting IP multicast summarized as follows.
such as multicast LANs like Ethernet, connected by point-to-

T.121. (generic application template), which was adoptedpoint links called ‘‘tunnels.’’
in July 1996, provides guidance for application and ap-With IP multicast, data are transmitted to a host group
plications protocol developers on the correct and effec-(83,87) which includes all the participating hosts. Each host
tive use of the T.120 infrastructure. It supplies a ge-group is specified by a class D IP address in the range of
neric model for an application that communicates using244.0.0.0 to 239.255.255.255. Multicast routers are responsi-
T.120 services and defines a Generic Application Tem-ble for delivering the sender’s data to all receivers in the des-
plate specifying the use of T.122 and T.124 services.tination group. The Internet Group Management Protocol

T.122. (multipoint communication service for audiograph-(IGMP) is used by multicast routers to determine what
ics and audiovisual conferencing service definition) wasgroups are active on a particular subnet. There are several
adopted in March 1993. It defines network connectionrouting protocols that multicast routers can use to efficiently
independent services, including multipoint data deliv-route the data packets, including Distance Vector Multicast

Routing Protocol (DVMRP), Multicast Open Shortest Path ery (to all or a subset of a group), uniformly sequenced
First (MOSPF), and Protocol-Independent Multicast (PIM). If data reception at all users, resource control by applica-
a router is not equipped with these routing protocols, it can tions using a token mechanism, and multiapplication
use the tunneling technique, which means to encapsulate the signaling and synchronization.
multicast packet inside a regular IP packet and set the desti- T.123. (network specific data protocol stacks for multime-
nation to another multicast router. Most major router vendors dia conferencing) was adopted in October 1996. The net-
now support IP multicast. works currently include ISDN, CSDN, PSDN, B-ISDN,

and LAN. Communication profiles specified provide reli-
Interoperability Standards able point-to-point connections between a terminal and

an MCU, between a pair of terminals, or betweenInteroperability standards are required for the video confer-
MCUs.encing products from different vendors to work together.

T.124. (generic conference control), which was adopted inThere are several organizations, including ITU (International
August 1995, provides a high-level framework for con-Telecommunication Union), IMTC (International Multimedia

Teleconferencing Consortium), and PCWG (Personal Confer- ference management and control of multimedia termi-
encing Working Group) that are working toward prompting nals and MCUs. It includes Generic Conference Control
and producing standards for video conferencing. Many stan- (GCC) and other miscellaneous functions including con-
dards have been proposed such as the ITU-T G series stan- ference security.
dards for audio coding, H.261/H.263 for video coding, H.221/ T.125. (multipoint communication service protocol speci-
H.223 for multiplexing, and so on. Core standards of video fication) was adopted in April 1994 and specifies a pro-
conferencing are ITU-T T.120, H.320, H.323, and H.324 series tocol to implement the Multipoint Communication Ser-
of standards. T.120 addresses the real-time data conferenc- vice (MCS) defined by T.122.
ing, H.320 is for ISDN video conferencing, H.323 standard

T.126. (multipoint still image and annotation protocol),addresses video conferencing over the LAN without QoS guar-
which was adopted in August 1995, supports multipointantee, and H.324 is for low-bit-rate multimedia communica-
exchanges of still images, annotations, pointers, and re-tion over the telephone network using V.34 modems. We are
mote events. The protocol conforms to the conferencegoing to concentrate on these four major standards in the fol-
conductship model defined in T.124 and uses serviceslowing.
provided by T.122 (MCS) and T.124 (GCC). T.126 in-
cludes components for creating and referencing ar-T.120. (Data Protocols for Multimedia Conferencing) is a
chived images with associated annotations.series of ITU-T recommendations for multipoint data

T.127. (multipoint binary file transfer protocol) wascommunication service in multimedia conferencing en-
adopted in August 1995. It defines a protocol to supportvironment. It was adopted in July 1996 and has been

committed to by over 100 key international vendors in- the interchange of binary files within an interactive con-
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Figure 6. Architecture of ITU-T T.120
Series Recommendation.
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ferencing or group working environment where T.120 H.320. H.320 (Narrow-Band Visual Telephone System and
Terminal Equipment) is the ITU recommendation adopted inrecommendation series are used. T.127 supports simul-

taneous distribution of multiple files, selective distribu- March 1996. Narrow-band refers to the bit rate ranging from
64 kbit/s to 1920 kbit/s (64 kbit/s � 30). H.320 specifies videotion of files to a subset of participants, and retrieval of

files from a remote site. conferencing over circuit switched networks like ISDN and

Table 4. ITU H.320 Recommendations

Video codec: H.261 Video codec for audiovisual service at p � 64 kbps. Please refer to section entitled
‘‘H.261.’’

Audio codec: G.711 PCM (pulse code modulation) of voice frequencies. 8 kHz, 8-bit encoding and requires
64 kbit/s bandwidth.

G.722 7 kHz audio-coding within 64 kbit/s.
G.728 Coding of speech at 16 kbit/s using low-delay code excited linea prediction.

Frame structure: H.221 Frame structure for a 64 kbit/s to 1920 kbit/s channel in audiovisual teleservices. It
supports a variety of data rates from 300 bit/s up to 2 Mbit/s. H.221 uses double er-
ror correction for secure transmission and can be used in multipoint configurations.
It allows the synchronization of multiple 64 kbit/s or 384 bit/s connections and the
control of the multiplexing of audio, video, data, and other signals within the syn-
chronized multiconnection structure in the case of multimedia services such as
video conferencing.

Control and indication: H.230 Frame-synchronous control and indication signals for audiovisual systems.
Communication procedure: H.242 System for establishing communication between audiovisual terminals using digital

channel up to 2 Mbit/s. This recommendation describes all the point-to-point proce-
dures involving the BAS codes in each frame which the control channel within the
multiplexing structure specified in H.221.
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Table 5. ITU-T H.323 Recommendations

Video codec: H.261 Video codec for audiovisual service at p � 64 kbit/s. Please refer to section entitled
‘‘H.261.’’

H.263 Video coding for low bit rate communication. Please refer to section entitled ‘‘H.263.’’
Audio codec: G.711 Pulse code modulation (PCM) of voice frequencies.

G.722 7 kHz audio-coding within 64 kbit/s (48, 56, and 64 kbit/s).
G.723 Dual-rate speech coder for multimedia communications transmitting at 5.3 and 6.3

kbit/s modes.
G.728 Coding of speech at 16 kbit/s using low-delay code excited linear prediction (3.1 KHZ).
G.729 Coding of speech at 8 kbit/s using conjugate-structure algebraic-code-excited linear-

prediction (CS-ACELP)
Control: H.245 Control protocol for multimedia communication. H.245 defines syntax and semantics

of terminal information messages and procedures for in-band negotiation at the be-
ginning and during communication. The messages include receiving and transmit-
ting capabilities as well as mode preference from the receiving end, logical channel
signaling, and Control and Indication. Acknowledged signaling procedures are speci-
fied for reliable audiovisual data communication.

Packet and Synchronization: H.225 Media stream packetization and synchronization and nonguaranteed quality of service
LANs. H.225 specifies messages for call control including signaling, registration,
and admissions, as well as packetization/synchronization of media streams.

Switched 56. H.320 was designed primarily for ISDN, as of Service LANs, H.324 terminals in GSTN, and wireless net-
works. H.323 series recommendations are summarized in Ta-ISDN BRI offers two 64 kbps (B-channel) data bandwidth for

video conferencing. H.320 video conferencing system can also ble 5.
work over 3 ISDN BRI service (6 B-channels or 384 kbps)

H.324. (Terminal for Low-Bit-Rate Multimedia Communi-which are combined together using an inverse multiplexer (1-
cation) is a series of recommendations by ITU-T adopted inMUX). This yields better picture quality since more band-
March 1996. H.324 describes terminals for low-bit-rate multi-width is allocated for video data, but it costs a lot more. H.320
media communication over V.34 modems (total bandwidth ofincludes a series of recommendations which are summarized
36.6 kbps) on the Global Standard Telephone Networkin Table 4.
(GSTN). H.234 terminals may carry real-time voice, data, and
video or any combination, including videotelephony. H.324

H.323. H.323 (Visual Telephone Systems and Equipment recommendation series are summarized in Table 6. H.324
for Local Area Networks Which Provide a Nonguaranteed allows more than one channel of each type to be in use and
Quality of Service) is a series of recommendations by ITU-T uses the logical signaling procedures. The content of each logi-
adopted in November 1996. H.323 extends H.320 to incorpo- cal channel is described when it is opened, and procedures
rate Intranet, LANs, and other packet-switched networks. It are provided for the expression of receiver and transmitter
describes terminals, equipment, and services for multimedia capabilities. This limits transmissions to what receivers can
communication over LANs which do not provide a guaranteed decode, and receivers may request a particular mode from
quality of service. H.323 terminals and equipment may carry transmitters. H.324 terminals may be used in multipoint
video, audio, data, or any combination including videotele- video conferencing and interwork with H.230 terminals on
phone, and support for voice is mandatory. They may in- the ISDN as well as terminals on wireless network. Com-
terwork with H.310/H.321 terminals on B-ISDN, H.320 ter- pared with H.320 (ISDN) and H.323 (LAN), H.324 specifies

multimedia teleconferencing over the most pervasive commu-minals on N-ISDN, H.322 terminals on Guaranteed Quality

Table 6. ITU-T Recommendation H.324

Video codec: H.263 Video coding at data rate less than 64 kbit/s. Please refer to section entitled ‘‘H.263.’’
Audio codec: G.723 Audio codec for multimedia telecommunication at 5.3 or 6.4 kbit/s. It has a silence suppression

mode so that the audio bandwidth can be used for other data when no audio is being trans-
mitted.

Control: H.245 Control protocol for multimedia communication.
Multiplexing: H.223 Multiplexing protocol for low-bit-rate multimedia communications. H.223 specifies a packet-ori-

ented multiplexing protocol which can be used for two low-bit rate multimedia terminals or
between a low-bit-rate multimedia terminal and a MCU or an interworking adapter. The pro-
tocol allows the transfer of any combination of digital voice, audio, image, and data over a sin-
gle communication link. The control procedures necessary to implement H.223 are defined in
H.245.



628 MULTIMEDIA VIDEO

nication network (GSTN) today. As a result, H.324-based
video conferencing products are prominent in the market.

VIDEO-ON-DEMAND

Video-on-Demand (VoD) is an interactive digital video system
that works like a cable television that allows subscribers to
choose and view a movie from a large video archive at their
own leisure. VoD is sometimes referred to as Interactive TV
(ITV), and it is one of the most important client/server appli-
cations of digital video. VoD involves video servers which con-
tain a large collection of digital video titles and deliver se-
lected ones in stream mode to the subscribers over the
network. The client then decompresses the stream and plays
back at a good quality (at least comparable to standard VHS).
A VoD system must support VCR-like functions including
pause, rewind, fast-forward, play, and so on. Such commands
are issued by the subscribers, processed by set-top boxes, and
sent to video servers. Some of the key applications of VoD are
video or film on demand, interactive games, distance learning,

Local video servers and
switching office

Video
server

. . . . . . Video
server

. . . . . .

. . . . . .

. . . . . .

. . . . . .
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ATM-ADSL
interface
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backbone

home shopping, and so on. VoD needs to be cost-effective in
Figure 7. VoD system architecture.

order to compete with the existing video services such as
video rental and cable TV.

Depending on the interactive capabilities they provide, hardware; (5) an RGB color converter and a radio-frequency
VoD can be classified into the following categories (89,90): (RF) demodulator or baseband demodulator for telephone line
Broadcast (No-VoD), Pay-per-view (PPV), Quasi VoD (Q-VoD), delivery of VoD programs; (6) an infrared receiver for remote
Near VoD (N-VoD) and True VoD (T-VoD). No-VoD service is control; and finally (7) a security chip to prevent theft.
similar to broadcast TV, in which the user is a passive viewer Set-top boxes should be of low cost. It is suggested that set-
and has no control over the session. PPV service is similar to top boxes should be sold at around $150 to make VoD widely
the existing PPV offered by cable TV companies in which the acceptable. It also needs to be open and interoperable so that
subscriber can sign up and pay for certain programs. No-VoD users can subscribe to several different VoD services.
and PPV subscribers have no control over the program view-
ing and have to receive the program at a predetermined Video Servers
schedule by the service provider. Q-VoD service allows limited

Video servers store and provide user access to large collec-user control of viewing by grouping users based on a thresh-
tions of video titles. Its main functionalities include videoold of interest, and users can switch between different view-
storage, admission control, request handling, video retrieval,ing groups. N-VoD service provides staggered movie start
guaranteed stream transmission, video stream encryption,times. The additional sessions allow viewers to jump from
and support of virtual VCR functions. Designing a cost-effec-session to session to gain access to a different portion of the
tive, scalable, and efficient video server is a very challengingfeature presentation. T-VoD service dedicates an entire ses-
task. A video server should have the capacity to hold hun-sion to a single user and provides the individual user control
dreds of terabytes of digital video and other information onover the presentation. The user can select the program at any
different media such as magnetic tapes, optical write/readtime and has full-function virtual VCR capabilities such as
(W/R) disks, hard disks, or random access memory (RAM)fast-forward. T-VoD is the most difficult service to provide. A
buffer. It also must support simultaneous and real-time ac-VoD system mainly consists of three components: set-top
cess to hundreds of different video titles by hundreds or evenboxes, video servers, and data delivery network as shown in
thousands of subscribers.Fig. 7.

Real-Time Disk Scheduling. Disk scheduling and admissionSet-Top Boxes
control algorithms are needed for guaranteed real-time video

Set-top boxes interface TV equipment with the VoD services. storage access. A common approach of real-time disk schedul-
Set-top boxes must contain the video decoder to decode the ing is to retrieve disk blocks for each stream in a round-robin
compressed video stream delivered from the server and con- fashion and keep the block size to the proportion of the
vert into a standard TV transmission format. It also needs to stream’s playback rate. Thus, this approach is known as qual-
provide VCR-like functionalities by allowing upstream (from ity proportional multisubscriber servicing (QPMS) (6), rate con-
the subscriber to the service provider) user commands. A set- version (91), or period transformation technique (92). Other
top box may consist of the following components: (1) a power- real-time disk scheduling algorithm include:
ful CPU, a RAM buffer for reducing network jitters, and a
graphic chip for screen overlays; (2) a 1 GHz tuner for cable • The elevator disk scheduling algorithm (93), which scans

the disk cylinders from the innermost to the outermostdelivery of VoD programs, or an ADSL modem for ADSL de-
livery; (3) an error correction chip; (4) a hardware MPEG-2 and then scans backwards. This algorithm is widely used

because of its nearly minimal seek time and fairness.decoder for real-time video data decompression and audio
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Taking the priorities of the requests into consideration, broadcast and HDTV video and is widely accepted by the ca-
ble and TV industry. Real-time video playback imposes strictthe elevator disk scheduling algorithm can be easily ex-

tended to the real-time disk scheduling. Tasks can be delay and delay-variance requirements on the retrieval of
video data from the storage subsystem.grouped into different priority classes, and their priorities

are determined based on factors such as tasks’ deadlines. Video titles can be stored on many different media such as
RAMs, hard disks, optical R/W disks, and magnetic tapes.Each disk access request will be assigned a priority, and

the highest priority class with pending disk accesses is RAMs provide the fastest data access but are prohibitively
expensive. On the other hand, magnetic tapes are very cost-serviced using the elevator algorithm.
effective, but too slow for the multisession and real-time re-• The group sweeping scheme (GSS) (94), which minimizes
quirement of VoD. Thus, a video server normally uses a hy-both the disk access time and the buffer space. This algo-
brid and hierarchical storage structure (96) in which diskrithm assigns each request to a group. Groups are served
arrays are used to store the video retrieved from tertiary stor-in a round-robin fashion and the elevator scheduling al-
age and deliver the video at users’ requests. If we assume thegorithm is used within each group. The algorithm behav-
capacity of one disk to be 1 Gbyte and assume the transferior can be adjusted by changing the group size and the
bandwidth to be 4 Mbyte/s, a 1000-disk system is largenumber of groups. It approximates to the elevator algo-
enough to store 300 MPEG-2 movies of 90 min each and sup-rithm as the number of groups decreases, but approxi-
port 6500 concurrent users (99). In order to deliver smooth,mates to the round-robin algorithm if the number of re-
continuous, and real-time video streams, a RAM buffer canquests in each group increases.
be used to cache the popular portion of videos.

• The prefetching disk scheduling algorithm, which can be
The arrangement of video titles across different storageextended for the real-time disk scheduling to reduce the

media depends on the relative usage, the available band-memory requirement of the media server. Examples of
width, and the level of interactivity supported. Such arrange-such extensions are the love page prefetching and delayed
ments are often referred to as video data placement policyprefetching algorithms which are used in the SPIFFI
with the goal of balancing the storage device load and max-VoD system (95). Love page prefetching is a buffer pool
imizing the utilization of both bandwidth and space. One ex-page replacement algorithm that extends the global LRU
ample is the Bandwidth-to-Space Ratio (BSR) policy (100).algorithm (93) by distinguishing prefetched pages and ref-
BSR policy characterizes each storage device by its BSR, anderenced pages. Love page prefetching makes use of the
each video stream by the ratio of its required bandwidth tofact that the video is usually accessed in a strictly se-
the space needed to store it. The policy then dynamically de-quential manner (for example, watching a movie), and
termines how the video stream needs to be replicated and onthe probability of a data block in the RAM buffer being
which storage devices; this is done according to changes inreferenced again is not high (96). It uses two LRU chains:
users’ demands. Another algorithm is the Dynamic Segmentone for referenced pages and one for prefetched pages.
Replication (DSR) policy (101) which uses partial replicationWhen a new page is needed, the referenced page chain is
of the video streams to balance the load. DSR is based on thesearched first and a page from prefetched chain is taken
observation that a group of consecutive requests of a popularif there are no available pages in the referenced page
video stream can share the partial replication of the videochain. Delayed prefetching algorithm delays the data
stream generated by the previous request on the same video.prefetching until the last minute, thus reducing the size
Video placement can also be combined with video encoding toof the RAM buffer needed to store the prefetched video
create multiresolution replications of the same video streamdata.
(102,103). Experiments show that such a schema can satisfy
more user requests (with different QoS) than the one resolu-

CPU Admission and Scheduling Algorithms. The purpose of tion approach.
CPU admission control and scheduling algorithms is to en- Several basic techniques including striping, declustering,
sure that a feasible scheduling exists for all the admitted and replication can also be used to increase the video disk
tasks. One example of CPU admission control and scheduling storage performance by interleaving a video title on multiple
algorithm is as follows (97). Isochronous tasks (also known as disks. Striping interleaves portions of disk blocks on multiple
periodic tasks) are periodic network transmissions of video disks. The aim is to reduce the block access latency by paral-
and audio data. These tasks need performance guarantees— lel reading of the complete blocks. Declustering distributes
that is, throughput, bounded latency, and low jitter. Their pri- blocks of files on several disks thus allowing parallel block
orities can be determined using a rate-monotonic basis (98); access from the same file and increasing the data rate of the
that is, a task with a higher frequency has a higher priority. video stream. Video titles can also be replicated files among
A preemptive fixed-priority scheduling algorithm is used for video servers based on the user demand and access pattern
isochronous tasks. Other real-time and non-real-time tasks (e.g., time/day of peak access, average number of simultane-
can be scheduled using a weighted round robin, which can be ous viewers) to balance the load.
preempted by isochronous tasks. General-purpose tasks have
the lowest priorities, but they need to have minimum CPU Disk Failure Tolerance. Real-time, continuous video streams
quantum to avoid starvation. of VoD require storage media with very high availability and

reliability. Although a single disk may be very reliable, a
large disk array used in a media server system may have anVideo Storage Strategies. The video storage subsystem con-

sists of control units, disk/tape storage, and access mecha- unacceptable high failure probability. For example, if the
mean time to failure (MTTF) of a single disk is on the ordernism. The video titles must be stored in compressed digital

format. MPEG-2 is often used since it is the video codec for of 300,000 h, the MTTF of a 1000-disk array system will be
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Table 7. Different Data Rates of ADSL Channels

Upstream (Duplex)
Downstream Bear Channels Bear Channels

n � 1.536 Mbit/s 1.536 Mbit/s c channels: 16 kbit/s
3.072 Mbit/s 64 kbit/s
4.608 Mbit/s Optional channels: 160 kbit/s
6.114 Mbit/s 384 kbit/s

n � 2.048 Mbit/s 2.048 Mbit/s 544 kbit/s
4.096 Mbit/s 576 kbit/s

ADSL
upstream
channel

ADSL
downstream

channel
POTS ISDN

KHZ
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Figure 8. Frequency spectrum of ADSL.

faces. Line attenuation increases with loop length and fre-
quency, and it decreases as wire diameter increases (107).

just 300 h (99). Thus it is often necessary to sacrifice some of The asymmetric bandwidth characteristics of ADSL fit inter-
the disk space and bandwidth to improve the reliability and active video services such as VoD very well since they need
availability of the media server system. Usually, several par- much higher bandwidth for the downstream data transmis-
ity (99,104,105) and mirroring (106) schemas can be used. For sion (e.g., broadcasting quality MPEG-2 video needs 6 Mbit/
example, the streaming RAID schema (105) can effectively in- s bandwidth) than the upstream user signaling (e.g., rewind
crease the MTTF of the disk array in the above example to command). ADSL is usually used to provide dedicated asym-
1100 years (99). metrical megabit access for interactive video and high-speed

data communication over a single telephone line such as In-
Data Delivery Network ternet access. Another huge advantage of ADSL is that it can

run over POTS (Plain Old Telephone Service) and thus canData delivery network connects subscribers and video
reach vast amount of customers. This is very important sinceservers, which includes backbone network, community net-
the full deployment of boardband cable or fiber will take de-work (or subscriber network), and switch office. It delivers
cades and enormous investment. In other words, ADSL helpsvideo streams and carries control signals and commands. Due
make digital video services such as VoD marketable andto the cost consideration, the subscriber network is usually
profitable for the telephone company and other service sup-based on twisted copper line or coax cable, whereas the back-
pliers.bone network is based on fiber or coax cable. Network technol-

There are two modulation methods for ADSL, namely,ogies suitable for VoD are ADSL and ATM. Although ISDN is
DMT (Discrete Multitone) and CAP (Carrierless Amplitude/suitable for video conferencing, it does not meet the band-
Phase modulation). DMT is usually preferred because of itswidth requirement of VoD because its highest bandwidth is
higher throughput and greater resistance to adverse line con-under 2 Mbit/s. To date, VoD trails have been conducted ex-
ditions. It can effectively compensate for widely varying linetensively on ADSL and ATM, with ATM forming the back-
noise conditions and quality levels. The basic idea of DMTbone from video serves to the switch office, and ADSL linking
is to divide the available bandwidth into large numbers ofthe switch office to individual homes. Switch office is respon-
subchannels or carriers using the discrete fast Fourier trans-sible for distributing video signals to individual subscribers
form (FFT). The data are then distributed over these sub-(e.g., through ADSL).
channels so that the throughput of every single subchannel is
maximized. If some of the subchannels cannot carry any data,ADSL. Asymmetric Digital Subscriber Line (ADSL) refers
they can be turned off to optimize the use of the availableto the two way capability of a twisted copper pair with analog
bandwidth. DMT is used in the ANSI ADSL standard T1.413.to digital conversion at the subscriber end (e.g., through
ADSL transmits data in superframes which consist of 68ADSL modem) and an advanced transmission technology.
ADSL frames and one additional frame for synchronization.ADSL coexists with POTS (lower 4 kHz) and ISDN (lower 8
Each ADSL frame contains two parts: the fast data and inter-kHz) service over the same twisted copper line by using
leaved data. The fast data may contain CRC error checkinghigher frequencies in the spectrum for data transmission (see
bits and forward error correction bits. The interleaved dataFig. 8). They can be separated from each other by the ADSL
contains only the user data. Notice that the error correctionmodem at the subscriber’s side by using filtering such as pas-
can be used to reduce the impulse noise on the video signal,sive filtering. This ensures the POTS service in case of ADSL
but it also introduces delay. Whether to employ error correc-modem failure. The ADSL upstream and downstream chan-

nels can be separated frequency division multiplexing (FDM)
or can overlap each other. In the latter case, a technique
called local echo cancellation is used to decode the resulting
signal.

ADSL can provide asymmetric transmission of data up to
9 Mbit/s downstream to the customer and 800 kbps upstream
depending on the line length and line and loop conditions.
Table 7 lists some of the ADSL data rates (107). The actual
ADSL downstream capacity also depends on the length of the
copper loops (see Table 8) (108) and many other factors in-
cluding wire gauge, bridged taps, and cross-coupled inter-

Table 8. Relationship Between the Loop Length and the
ADSL Bandwidth

Length Downstream

Up to 18,000 ft 1.544 (T1) Mbit/s
16,000 ft 2.048 (E1) Mbit/s
12,000 ft 6.312 (DS2) Mbit/s
9,000 ft (average line length for US 8.448 Mbit/s
customers)
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Table 9. Some VoD User Trials

Location Company Technology Service

Fairfax, VA (Stargazer) Bell Atlantic nCube/Oracle video server; ADSL VoD, home shopping,
(1.5 Mbps/64 Kbps); MPEG-1 and etc.
MPEG-2

Orlando, FL Time Warner etc. SGI Challenge video server; ATM VoD, home shopping,
over fiber/coax at 45 Mbps with games, etc.
customer side at 3.5 Mbps for
MPEG video

Helsinki, Finland Helsinke Telephone Co. ADSL (2.048 Mbps/16 Kbps), ATM VoD
as backbone

Singapore Singapore Telecom ATM/ADSL (5.5 Mbps/168 kbps) VoD
over fiber/copper

Yokosuka, Japan NTT, Microsoft ATM/ADSL over fiber/copper; VoD
MPEG-2

Suffolk, England British Telecom nCube/Oracle Media Server; ATM/ VoD, home shopping,
ADSL (2 Mbps) over fiber/copper; games, etc.
MPEG-1, MPEG-2

Germany Deutsche Telekom ATM/ADSL over fiber/coax, satellite PPV, NVoD, etc.

tion or not depends on the network and type of data ADSL the average consumers. Many VoD user trials have been done
transmits. or are being conducted around the world since the early

ADSL is often viewed as the transition technology used be- 1990s, which cost billions of dollars in investments. Some ex-
fore existing copper lines can be converted to the fiber or coax amples of VoD trials are listed in Table 9.
cables. A higher-speed variant of it, called VDSL, is under Despite the failure of early user trials in the early 1990s
development. VDSL would provide 12.96 Mbit/s to 51.84 due to unacceptable high cost, people have gathered valuable
Mbit/s downstream and 1.6 Mbit/s to 2.3 Mbit/s upstream information for the statistical analysis of the related technolo-
data rates with the compromise of the line length (4500 ft to gies and on the overall economic value of VoD, which include:
1000 ft) (108).

• Feasibilities of various VoD system architectures andATM. Asynchronous transfer mode (ATM) uses a fixed 53-
networking technologies such as ADSL.byte cell (packet) for dynamic allocation of bandwidth. The

• Customer expectations about VoD services. For example,cells have characteristics of both circuit-switch and packet-
the usage by category data gathered during the Bell At-switch networks. A virtual path is set up through the involved
lantic VoD market trial (Stargazer) in 1995 supports theswitches when two end points wish to communicate. This pro-
view that customers desire diversified product offering.vides a bit-rate-independent protocol that can be imple-

mented on many network media such as twisted pair, coax, • Customer acceptance and satisfaction. For example, ac-
and fiber. ATM operates at very high speed; for example, SO- cording to the results of the Stargazer VoD trial, the buy
NET (Synchronous Optical Net) operates at 155 Mbit/s and rate of VoD subscribers is significantly higher than that
ATM could potentially operate up to 2.2 Gbps over a cell- of cable PPV and video rental.
switched network. However, ATM requires broadband fiber
and coax cables to fully achieve its capacity. ATM is ideal With the experience gained in the early phases of various
for VoD applications because of its high bandwidth and cell VoD trials and recent advances in the technology and stan-
switching capability, which is a compromise between delay- dardization, VoD is becoming more and more affordable espe-
sensitive and conventional data transmissions. ATM AAL1 cially when set-top boxes are getting cheaper. It is expected
protocol was designed for constant bit-rate services such as that VoD will become a reality in the near future; in other
the transmission of MPEG video. The ATM Forum also pro- words, VoD will become not only commercially viable, but also
posed a standard for constant bitrate AAL5 which can be used ready for the market.
for both VoD and fast Internet access.

The ATM backbone network can interlink with the ADSL
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