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Table 1. Differences Between Conventional and
Multimedia Data

Conventional Data Multimedia Data

Types known to programming lan- Not generally known
guages (character, integer, real)

Relatively small size Large size (memory and
bandwidth)

Fixed size atomic units Variable size atomic units
Not highly interactive Highly interactive
No special temporal requirements Temporal synchronization

needed
No special interface for querying Special interface for querying
Frequent updating Mostly archival

from conventional data, as shown in Table 1. This prolifera-
tion of applications also explains partly why there is an explo-
sion of research in the areas related to the understanding,
development, and utilization of multimedia-related technol-
ogies.

Depending on the application, multimedia data may have
varying quality of presentation requirements. For example, in
medical information systems, electronic images such as X
rays, MRIs, and sonograms may require high-resolution stor-
age and display systems. Systems designed to store, trans-
port, display, and manage multimedia data require consider-
ably more functionality and capability than conventional
information management systems handling textual and nu-
meric data. Some of the hardware problems faced include theMULTIMEDIA INFORMATION SYSTEMS
following: Storage devices, which are usable on-line with the
computers, are not ‘‘big’’ enough. The speed of retrieval fromMultimedia information systems afford users conventional

database functionalities in the context of multimedia data, in- the available storage devices, including disks, is not suffi-
ciently fast to cope with the demands of many multimediacluding audio, image, and video data. Thus multimedia data

can be queried on the basis of their semantic contents. Since applications. Conversely, storing multimedia data on disk is
also relatively slow. Cache memories are a precious resource,such contents, in general, are not described in words as in

conventional databases, conventional data indexing and but they are too small when it comes to multimedia, hence
even greater demands for efficient resource management.search mechanisms cannot be used for processing queries on

such data. How can we employ technology in order to obtain Communication bandwidth tends to be another problem area
for multimedia applications. A single object may demandfull database functionality from multimedia data stores? This

article attempts to answer this question by describing the large portions of bandwidth for extended periods of time. The
problems of communication are compounded because of thechallenges, progress to date, and future directions in the area

of multimedia information systems. delay-sensitive nature of multimedia. Storage problems for
multimedia and for similar high-performance applicationsMultimedia information technology will allow users to

store, retrieve, share, and manipulate complex information have been identified as deserving high priority.
In multimedia information systems, mono-media may rep-composed of audio, images, video as well as text. A variety of

fields, including business, manufacturing, education, com- resent individual data entities that serve as components of
some multimedia object such as electronic documents or medi-puter-aided design (CAD)/computer-aided engineering (CAE),

medicine, weather, and entertainment, are expected to benefit cal records containing electronic images and sonograms. Fur-
thermore these objects/documents can be grouped together forfrom this technology. A broad range of applications includes

remote collaboration via video teleconferencing, improved efficient management and access. It is essential that the user
be able to identify and address different objects and to com-simulation methodologies for all disciplines of science and en-

gineering, and better human-computer interfaces (1). There pose them both in time and space. The composition should be
based on a model that is visually presentable to the user (seeis a potential for developing vast libraries of information in-

cluding arbitrary amounts of text, video, pictures, and sound Fig. 1). It is therefore desirable that a general framework for
spatiotemporal modeling should be available that can ulti-more efficiently usable than traditional book, record, and tape

libraries of today. These applications are just a sample of the mately be used for composing and storing multimedia docu-
ments.kinds of things that may be possible with the development

and use of multimedia. The article is organized as follows. First we introduce the
basic concepts of multimedia data, including fundamentalAs the need for multimedia information systems is growing

rapidly in various fields, management of such information is pragmatics of multimedia information systems. This is fol-
lowed by a description of peculiarities of audio, image, andbecoming a focal point of research in the database commu-

nity. Multimedia data possess certain distinct characteristics video data, leading to the necessity of handling the temporal
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Figure 1. An example multimedia document from the manufacturing domain, along with its
document model.

dimension in multimedia data processing. Then we introduce by the multimedia information management researchers/de-
signers are as follows:the vital issues inherent in content-based retrieval of image

and video data. In order to allow content-based queries on
multimedia data, designers must employ novel data modeling • Development of models for capturing the media synchro-
and processing techniques. These models and techniques are nization requirements. Integration of these models with
also covered in this section. Real-world multimedia docu- the underlying database schema will be required. Subse-
ments consist of a mix of text, audio, image, and video data. quently, in order to determine the synchronization re-
Therefore, techniques and models specific to each of the com- quirements at retrieval time, transformation of these
ponent media need to be combined in order to handle multi- models into a metaschema is needed. This entails design-
media documents. In the final section, we study models and ing of object retrieval algorithms for the operating sys-
techniques used to describe, author, and query complex multi- tems. Similarly integration of these models with higher-
media documents consisting of several component media. Fi- level information abstractions such as Hypermedia or
nally, we present conclusions and general reflections on the object-oriented models, may be required.
technical future of multimedia information systems.

• Development of conceptual models for multimedia infor-
mation, especially for video, audio, and image data.
These models should be rich in their semantic capabili-REQUIREMENTS OF MULTIMEDIA INFORMATION SYSTEMS
ties for abstraction of multimedia information and be
able to provide canonical representations of complex im-From the systems point of view, because of the heterogeneous
ages, scenes, and events in terms of objects and theirnature of the data, storage, transportation, display, and man-
spatiotemporal behavior.agement of multimedia data must have considerably more

functionalities and capabilities than the conventional infor- • Design of powerful indexing, searching, accessing, and
organization methods for multimedia data. Search inmation management systems. The fundamental issues faced
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Figure 2. Example of multimedia information management
system.
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multimedia databases can be quite computationally in- by the system (both at the database site and the user site).
tensive, especially if content-based retrieval is needed for Therefore it is important that some quality of presentation
image and video data stored in compressed or uncom- (QoP) parameters, such as speed, resolution, or delay bounds,
pressed form. Occasionally search may be fuzzy or based be specified by the user and maintained by the system at
on incomplete information. Some form of classification/ this layer.
grouping of information may be needed to help the The middle layer provides the functionality of integration
search process. of monomedia for composing multimedia documents as well

as integrating/cross-linking information stored across mono-• Design of efficient multimedia query languages. These
media databases. Integration of media can span multiple di-languages should be capable of expressing complex spa-
mensions including space, time and logical abstractions (e.g.,tiotemporal concepts, should allow imprecise match re-
Hypermedia or object oriented). Therefore the primary func-trieval, and should be able to handle various manipula-

tion functions for multimedia objects. tion of this layer is to maintain some metaschema for media
integration along with some unconventional information,• Development of efficient data clustering and storage lay-
such as the QoP parameters discussed above. The objective isout schemes to manage real-time multimedia data for
to allow efficient searching and retrieval of multimediaboth single and parallel disk systems.
information/documents with the desired quality, if possible.• Design and development of a suitable architecture and
Since there is a growing need for management of multimediaoperating system support for a general purpose database
documents and libraries, the need for efficient integrationmanagement system
models is becoming one of the key research issues in devel-

• Management of distributed multimedia data and coordi-
oping a general purpose multimedia DBMS.nation for composition of multimedia data over a network

The interactive layer consists of various user interface
facilities that can support graphics and other multimedia in-Accordingly we can perceive an architecture for a general pur-
terface functionalities. In this layer various database querypose multimedia information system as shown in Fig. 2. The
and browsing capabilities can be provided.architecture consists of three layers, which include a mo-

nomedia database management layer, an object management
layer, and a user interface layer.

NOTION OF TIME FOR MULTIMEDIA DATAThe monomedia database management layer provides the
functionalities essential for managing individual media in-

A multimedia object may contain real-time data like audiocluding formatted data (text and numeric) and unformatted
and video in addition to the usual text and image data thatdata (audio, video, images). One of the key aspects of each
constitute present-day information systems. Real-time datadatabase at this level is to maintain efficient indexing mecha-
can require time-ordered presentation to the user. A compos-nism(s) and to allow users to develop semantic-based model-
ite multimedia object may have specific timing relationshipsing and grouping of complex information associated with each
among the different types of component media. Coordinatingmedia. The primary objective is to process content-based que-
the real-time presentation of information and maintainingries and facilitate retrieval of appropriate pieces of mono-
the time-ordered relations among component media is knownmedia data, such as a video clip(s), parts of an image, or some
as temporal synchronization. Assembling information on thedesired audio segments. A major consideration at the time of

retrieval is the quality of information that can be sustained workstation is the process of spatial composition, which deals
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Figure 3. Time-ordered multimedia data.

basically with the window management and display layout in- the features of hardware used for data compression, the dis-
tribution of data, and random communication delays intro-terface.

For continuous media, the integration of temporal synchro- duced by the network. Such factors make the provision of
these capabilities infeasible with the current technologies.nization functions within the database management system

is desirable, since it can make the storage and handling of Conceptually synchronization of multimedia information
can be classified into three categories, depending on the ‘‘levelcontinuous data more efficient for the database system. Also

implementation of some standard format for data exchange of granularity of information’’ to be synchronized (3). These
are the physical level, the service level, and the human inter-among heterogeneous systems can be carried out more effec-

tively. In this section we first elaborate on the problem of tem- face level (3), as shown in Fig. 4.
At the physical level, data from different media are multi-poral synchronization of multimedia data for composing ob-

jects, followed by a discussion of modeling time. These models plexed over single physical connections or are arranged in
physical storage. This form of synchronization can be viewedare then used to develop conceptual models for the multime-

dia data, as described in a later section. as ‘‘fine grain.’’ The service level synchronization is ‘‘more
coarse grain,’’ since it is concerned with the interactions be-
tween the multimedia application and the various media, andTemporal Synchronization Problem
among the elements of the application. This level deals pri-

The concept of temporal synchronization is illustrated in Fig.
marily with intermedia synchronization necessary for presen-

3 where a sequence of images and text is presented in time to
tation or play-out. The human interface level synchronization

compose a multimedia object. Notice in this figure that the
is rather ‘‘coarse grain,’’ since it is used to specify the random

system must observe some time relationships (constraints)
user interaction to a multimedia information system such as

among various data objects in order to present the informa-
viewing a succession of database items, also known as

tion to the user in a meaningful way. These relationships can
browsing.

be natural or synthetically created (2). Simultaneous recording
In addition to time-dependent relational classification (i.e.,

of voice and video through a VCR, is an example of natural
synthetic/natural), data objects can be classified by their pre-

relationship between audio and video information. A voice-
sentation and application lifetimes. A persistent object is one

annotated slide show, on the other hand, is an example of
that can exist for the duration of the application. A nonpersis-

synthetically created relationship between audio and image
tent object is created dynamically and discarded when ob-

information. In this case, change of an image and the end of
its verbal annotation, represent a synchronization point in
time.

A user can randomly access various objects, while brows-
ing through a multimedia information system. In addition to
simple forward play-out of time-dependent data sequences,
other modes of data presentation are viable and should be
supported by a multimedia database management system.
These include reverse play-out, fast-forward/fast-backward
play-out, and random access of arbitrarily chosen segments of
a composed object. Although these operations are quite com-
mon in TV technology (e.g., VCRs), these capabilities are very

Human interface
(presentation synchronization)

Service layer
(stream synchronization)

Physical layer

hard to implement in a multimedia system. This is due to the
nonsequential storage of multimedia objects, the diversity in Figure 4. Levels of synchronization of multimedia data.
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solete. For presentation, a transient object is defined as an
object that is presented for a short duration without manipu-
lation. The display of a series of audio or video frames repre-
sents a transient presentation of objects, whether captured
live or retrieved from a database. Henceforth we use the
terms static and transient to describe presentation lifetimes
of objects, while persistence expresses their storage life in a
database.

In another classification, multimedia data have been char-
acterized as either continuous or discrete (4). This distinction,
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however, is somewhat vague, since time ordering can be as-
signed to discrete media, and continuous media are time-or- Figure 5. All possible temporal relations between two events.
dered sequences of discrete ones after digitization. We use a
definition attributable to Ref. 4, where continuous media are
represented as sequences of discrete data elements played out while synchronized to another, becomes decoupled from the

other, then the timing information of the dependent mediumcontiguously in time. However, the term continuous is most
often used to describe the fine-grain synchronization required becomes lost. This instant-based scheme has also been ap-

plied using musical instrument digital interface (MIDI) timefor audio or video.
instant specification (5). This scheme has also been used to
couple each time code to a common time reference (6).Modeling Time

In another approach, temporal intervals are used to specify
The problem of multimedia synchronizing at presentation, relative timing constraints between two processes. This model

user interaction, and physical layers reduces to satisfying is mostly applicable to represent simple parallel and sequen-
temporal precedence relationships among various data objects tial relationships. In this approach synchronization is accom-
under real timing constraints. For such purpose, models to plished by explicitly capturing each of the 13 possible tempo-
represent time must be available. Temporal intervals and in- ral relations (2), shown in Fig. 5, that can occur between the
stants provide a means for indicating exact temporal specifi- processes. Additional operations can be incorporated in this
cation. In this section, we discuss these models and then de- approach to facilitate incomplete timing specification (4).
scribe various conceptual data models to specify temporal
information necessary to represent multimedia synchroni-

CONTENT-BASED RETRIEVAL OF MULTIMEDIA DATAzation.
To be applicable to multimedia synchronization, time mod-

Image Data Modeling and Retrievalels must allow synchronization of components having prece-
dence and real-time constraints, and they must provide the Traditionally research in image database systems has been
capability for indicating laxity in meeting deadlines. The pri- focused on image processing and recognition aspects of the
mary requirements for such a specification methodology in- data. The growing role of image databases for information
clude the representation of real-time semantics and concur- technology has spurred tremendous interest in data manage-
rency, and a hierarchical modeling ability. The nature of ment aspects of information. Many challenges are faced by
presentation of multimedia data implies that a multimedia the database community in this area, including development
system has various additional capabilities such as to handle of new data models and efficient indexing and retrieval mech-
reverse presentation, to allow random access (at an arbitrary anisms. To date, the general approach for image data model-
start point), to permit an incomplete specification of inter-me- ing is to use multilevel abstraction mechanisms and support
dia timing, to handle sharing of synchronized components content-based retrieval using such abstractions. The levels of
among applications, and to provide data storage for control abstraction require feature extraction, object recognition, and
information. In light of these additional requirements, it is domain-specific spatial reasoning and semantic modeling, as
therefore imperative that a specification methodology also be shown in Fig. 6.
well suited for unusual temporal semantics and be amenable In this section, we use this figure as our focus of discussion
to the development of a database for storing timing infor- and elaboration of few selected approaches proposed in the
mation. literature for developing such multilevel abstractions and as-

The first time model is an instant-based temporal refer- sociated indexing mechanisms. We discuss the important role
ence scheme which has been extensively applied in the motion played by the knowledge-based representation for processing
picture industry, as standardized by the Society of Motion queries at different levels.
Picture and Television Engineers (SMPTE). This scheme as-
sociates a virtually unique sequential code to each frame in a Feature Extraction Layer. The main function of this layer is
motion picture. By assigning these codes to both an audio to extract object features from images and map them onto a
track and a motion picture track, inter-media synchronization multidimensional feature space that can allow similarity
between streams is achieved. This absolute, instant-based based retrieval of images using their salient features. Fea-
scheme presents two difficulties when applied to a multime- tures in an image can be classified as: global or local. Global
dia application. First, since unique, absolute time references features generally emphasize ‘‘coarse-grained’’ similarity-
are assumed, when segments are edited or produced in dupli- based matching techniques for query processing. Example
cate, the relative timing between the edited segments be- queries include ‘‘Find images that are predominantly green,’’

or ‘‘Retrieve an image with a large round orange textured ob-comes lost in terms of play-out. Furthermore, if one medium,
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age segmentation method. A model is used to identify objects
with certain foreground/background settings. The system
allows querying of the database by sketching features and
providing color information about the desired objects. A sys-
tem that uses a combination of color features and textual an-
notation attributes for image retrieval is the Chabot system
(8). The system uses the notion of ‘‘concept query’’ where a
concept, like sunset, is recognized by analyzing images using
color features. It uses a frame-based knowledge representa-
tion of image contents, which is pre-computed and stored as
attributes in a relational data model. For improving the per-
formance of the system, it uses textual annotation of images
by keywords that are manually entered. A system that uses
quantitative methods for edge detection to identify shape fea-
tures in a radiological database, known as KMeD is presented
in Ref. 9. This system employs a three-layer architecture,
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where the lowest layer, known as the representation layer,
uses shapes and contours to represent features. This layerFigure 6. Processing and semantic modeling for image database.
employs a semiautomatic feature extraction mechanism
based on a combination of low-level image processing tech-
niques and visual analysis of the image manually. From aject.’’ The global feature extraction techniques transform the

whole image into a ‘‘functional representation.’’ The finer de- functionality point of view, this layer reduces to the feature
extraction layer of Fig. 6.tails among individual parts of the image are ignored. Color

histograms, fast fourier transform, Hough transform, and ei-
genvalues are the well-known functional techniques that fall Object Recognition Layer. Features extracted at the lower

level can be used to recognize objects and faces in an imageinto this category.
Local features are used to identify salient objects in an im- database. Such a process is carried out by a higher layer as

shown in Fig. 6. The process involves matching features ex-age and to extract more detailed and precise information
about the image. The approach is ‘‘fine grained’’ in the sense tracted from the lower layer with the object models stored in

a knowledge base. During the matching process, each modelthat images are generally segmented into multiple regions
and different regions are processed separately to extract mul- is inspected to find the ‘‘closest’’ match. Identifying an exact

match is a computationally expensive task that depends ontiple features. In other words, local features constitute a mul-
tidimensional search space. Features in the form of encoded the details and the degree of precision possessed by the object

model. Occlusion of objects and the existence of spurious fea-vectors provide the basis for indexing and searching mecha-
nisms of image databases. Typical features include gray scale tures in the image can further diminish the success of match-

ing strategies. As pointed out earlier, some fuzziness and im-values of pixels, colors, shapes, and texture. Various combina-
tion of features can be specified at the time of formulating precision must be incorporated in the similarity measure in

order to increase the success rate of queries and not to ex-database queries. Incorporating domain knowledge with local
features can provide more robust and precise indexing and clude good candidates. For this reason, examining images

manually at this level is generally unavoidable.search mechanisms using similarity based measures. Differ-
ent kinds of measures have been proposed in the literature. Identification of human faces is an important requirement

in developing image databases. However, due to more inher-These include, among others, Euclidean distance, Manhattan
distance, weighted distance, color histogram intersection, and ent ‘‘structuredness’’ in human faces, models and features

used for face recognition are different than those used for ob-average distance. The performance of these similarity-based
search strategies depends on the degree of imprecision and ject recognition. Face recognition involves three steps: face

detection whereby a face is located inside an image, featurefuzziness introduced by the types of features used and the
computational characteristics of the algorithms. extraction where various parts of a face are detected, and face

recognition where the person is identified by consulting a da-Choice of features, their extraction mechanisms, and the
search process at this level are domain specific. For example, tabase containing ‘‘facial models.’’ Several face detection and

recognition systems for multimedia environments have beenmultimedia applications targeted for X-ray imaging, and geo-
graphic information systems (GIS) require spatial features proposed (10). For face recognition, most of these systems use

information about various prominent parts of a face such assuch as shapes and dimensions. On the other hand, for appli-
cations involving MMR imaging, paintings, and the like, color eyes, nose, and mouth. Another technique decomposes face

images into a set of characteristic features called eigenfacesfeatures are more suitable. The feature extraction mechanism
can be manual, automatic, or hybrid. The trade-off is between (10). This technique captures variations in a collection of face

images and uses them to encode and compare individual fea-the complexity and robustness of the algorithm in terms of its
precision and the cost incurred by the manual approach. tures. A third approach, motivated by neurocomputing, uses

global transforms, such as Morlet transform, to determine sa-Various systems have been prototyped that use a feature
extraction layer similar to the one shown in Fig. 6. For exam- lient features present in human faces (10).

Extraction of features and object recognition are importantple, in the Query by Image Content (QBIC) system (7), color,
shape, and texture features are used for image retrieval. In phases for developing large-scale general purpose image data-

base management systems. Significant results have been re-this system features are extracted using a fully automatic im-
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Table 2. Survey of Different Image Database Systems

Feature Extraction Object Recognition Spatial Semantics

System Process Features Process Type of Knowledge Base Process Knowledge Base Support

QBIC Automatic Color, shape Hybrid — — —
Chabot Automatic Color Keywords Frame based — —
KMED Hybrid Shape Hybrid Attribute list of shape descriptors Hybrid Semantic nets
PICTION Automatic Facial shape Automatic Constraints Automatic Constraints
Yoshitaka et al.a Automatic Shape Manual — Automatic Inclusion hierarchies

ported in the literature for the last two decades, with success- spatial/temporal semantics. Video queries generally contain
both temporal and spatial semantics. For example in theful implementation of several prototypes. However, the lack

of precise models for object representation and the high com- query ‘‘Find video clips in which the dissection of liver is de-
scribed,’’ dissection is a spatiotemporal semantic. An impor-plexity of image processing algorithms make the development

of fully automatic image management and content-based re- tant consideration in video data modeling is how to specify
such semantics and develop an efficient indexing mechanism.trieval systems a challenging task.
Another critical issue is how to deal with the heterogeneity
that may exist among semantics of such data due to differ-Spatial Modeling and Knowledge Representation Layer. The
ence in the preconceived interpretation or intended use of themajor function of this layer is to maintain the domain knowl-
information given in a video clip by different sets of users.edge for representing spatial semantics associated with image
Semantic heterogeneity has proved to be a difficult problemdatabases. Queries at this level are generally descriptive in
for conventional databases, with little or no consensus on thenature and are focused mostly on semantics and concepts
way to tackle it in practice. In the context of video databases,present in image databases. For most of the applications, se-
the problem is exacerbated.mantics at this level are based on ‘‘spatial events’’ (11) de-

In general, most of the semantics and events in a videoscribing the relative orientation of objects with each other.
data can be expressed by describing the interplay amongSuch semantics can provide high-level indexing mechanisms
physical objects in time along with spatial relationships be-and support content-based retrieval for a large number of
tween these objects. Physical objects include persons, build-multimedia applications. For example, map databases and
ings, and vehicles. In order to model video data, it is essentialgeographic information systems (GIS), are extensively used
to identify the component physical objects and their relation-for urban planning and resource management. These systems
ships in time and space. These relations may subsequently berequire processing of queries that involve spatial concepts
captured in a suitable indexing structure, which may then besuch as close by, in the vicinity, or larger than. In clinical
used for query processing.radiology applications, relative sizes and positions of objects

In event-based semantic modeling and knowledge repre-are critical for medical diagnosis and treatment. Some exam-
sentation issues in video data, we consider two levels of mod-ple queries in this application include ‘‘Retrieve all images that
eling: low level and high level, as shown in Fig. 7. The low-contain a large tumor in the brain,’’ or ‘‘Find an image where
level modeling is concerned with the identification of objects,the main artery is 40% blocked.’’
their relative movements, and segmentation and grouping ofThe general approach for modeling spatial semantics for
video data using image processing techniques. The high-levelsuch applications is based on identifying spatial relationships
modeling is concerned with identifying contents and event-among objects once they are recognized and marked by the
based semantics associated with video data and representinglower layer using bounding boxes or volumes. Spatial rela-

tionships can be coded using various knowledge-based tech- these contents in conjunction with suitable structures for in-
niques. These techniques can be used to process high-level dexing and browsing. At this level, knowledge-based ap-
queries as well as to infer new information pertaining to the proaches can be used to process a wide range of content-based
evolutionary nature of the data. Several formal techniques queries. Browsing models and structures can be used to allow
have been proposed to represent spatial knowledge at this users to navigate through groups of video scenes.
layer. The current approaches for low-level video data modeling

Table 2 summarizes the characteristics of several proto- can be further classified into two categories based on the
typed image database systems. Their key features are high- types of processing carried out on the raw video data. The
lighted in the table. One of our observations from this table first approach is coarse grained and uses various video pars-
is that the underlying design philosophy of these systems is ing techniques for segmenting video data into multiple shots.
driven by the application domain. Development of a general These shots are subsequently grouped for building higher-
purpose, automatic image database system capable of sup- level events. The second approach is fine grained and is pri-
porting arbitrary domains is a challenging task due to the marily based on the motion analysis of objects and faces rec-
limitations of existing image processing knowledge represen- ognized in video data.
tation models.

Coarse-Grained Video Data Modeling Based on Segmenta-
Video Data Modeling and Retrieval tion. In this approach based on global features, video data are

analyzed using image processing techniques. These tech-The key characteristic of video data that makes it different
from temporal data such as text, image, and maps is its niques are applied at the frame level, and any significant
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Table 3. Survey of Different Video Database Models

Spatial Temporal Models Mode of Query
(Event Representation) Modeling Approach Capturing Specification

Smoliar et al. Predefined SCD-based model Parsing, segmentation Automatic Visual browsing tool
Yeung et al. Hierarchical scene transition graph Parsing, segmentation Semiautomatic Visual browsing tool
Golshani et al. Algebraic Object identification and Automatic Algebraic expressions

motion analysis
Day et al. Spatiotemporal logic using objects Object identification and Manual Logical expressions

and events motion analysis
Bimbo et al. Spatiotemporal logic using objects Object identification and Semiautomatic By sketch

and events motion analysis
Oomoto et al. Algebraic using video objects Segmentation Manual Visual SQL based
Weiss et al. Algebraic using video expressions Segmentation Manual Algebraic expressions

change in global features in a sequence of frames is used to Video segmentation techniques are also suitable for build-
ing iconic-based browsing environments. In this case a repre-mark a change in the scene. This process allows parsing and

automatic segmentation of video into shots. For this reason it sentative frame of each scene can be displayed to the user in
order to provide the information about the persons and possi-is often termed as scene change detection technique. Most of

the existing approaches to scene change detection use color ble event present in that scene (15).
histograms as the global feature (13). In other words, a shot
is defined as a continuous sequence of video frames that have Fine-Grained Video Data Modeling. In this approach, as
no significant interframe difference in terms of their visual shown in Fig. 7, detailed temporal information of objects and
content (13). Subsequently shots are used to construct scenes persons is extracted from the video data in order to identify
and episodes and to build browsing structures for users to high-level events and semantics of interest. In the following
navigate through the video database. sections we elaborate on this modeling paradigm.

In order to develop high-level semantics based on this tech- Low-Level Modeling. The main function of this layer is to
nique (Fig. 7), scenes are clustered based on some desired se- identify key objects and faces and perform motion analysis to
mantics, and descriptions are attached to these clusters. track their relative movements. For this purpose each video
There are several ways to build this abstraction. One possibil- frame is analyzed either manually or using image processing
ity is to identify key objects and other features within each techniques for automatic recognition of objects and faces. The
scene using either image processing techniques or textual in- major challenge in this approach is to track the motion of
formation from video caption, in case it is available. Domain objects and persons from frame to frame and perform detailed
specific semantics can be provided in form of sketches or refer- motion analysis for temporal modeling.
ence frames to identify video segments that are closely related Several approaches have been proposed in the literature to
to these frames. Reference 14 takes advantage of the well- track motion of objects. Here we elaborate on two techniques.
structured domain of news broadcasting to build an a priori In one of these approaches the known compression algorithms
model of reference frames as a knowledge base to semantically are modified to identify objects and to track their motion.
classify the video segments of a news broadcast. Alterna- Such ‘‘semantic-based’’ compression approaches combine both
tively, the scenes of the segmented video can be examined image processing and image compression techniques. For ex-
manually in order to append appropriate textual description. ample, in Ref. 16 a motion tracking algorithm uses forward
Such description can then be used to develop high-level se- and backward motion vectors of macroblocks used by an
mantics and events present in different scenes. MPEG-encoding algorithm to generate trajectories for objects.

These trajectories are subsequently used by the higher layer
for semantic modeling.

The second approach for motion tracking uses a directed
graph model to capture both spatial and temporal attributes
of objects and persons. The proposed model, known as video
semantic directed graph (VSDG), is used to maintain tempo-
ral information of objects once they are identified by image
processing techniques. This is achieved by specifying the
changes in the 3-D projection parameters associated with the
bounding volume of objects in a given sequence of frames. At
the finest level of granularity, these changes can be recorded
for each frame. Although such a fine-grained motion specifi-
cation may be desirable for frame-based indexing of video
data, it may not be required in most of the applications. In
addition the overhead associated with such detailed specifi-
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cation may be formidable. Alternatively, a coarse-grained
temporal specification can be maintained by only analyzingFigure 7. Semantic modeling of video data.
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frames for motion tracking at some fixed distance apart. Such tive intervals satisfy the same temporal relation, which is be-
ing generalized. The n-ary relations are used to build theskip distance depends on the complexity of events. There is

an obvious trade-off between the amount of storage needed video semantics in form of a hierarchy. For this purpose, sim-
ple temporal events are first constructed from spatial eventsfor temporal specification and the detailed information main-

tained by the model. Both of these approaches, and several with a special condition that the n-ary operators are of type
meets and all operands of a certain operation belong to theothers, can be used to build high-level semantics, as dis-

cussed next. same spatial event. This allows one to represent the ‘‘persis-
tence’’ of a specified spatial event over a sequence of frames,Higher-Level Modeling of Video Data. Based on the informa-

tion available from the low layer of Fig. 7, higher-level seman- which gives rise to a simple temporal event that is valid for
the corresponding range of frames with some duration. In or-tics can be built by the user to construct different views of the

video data. There has been a growing interest in developing der to recognize whether or not a simple event is present in
video data, the constructed event is evaluated using the spa-efficient formalisms to represent high-level semantics and

event specifications as implied by the high level layer of Fig. tial and motion information of objects, captured in the VSDG
model.7. Several approaches have been proposed in the literature on

this topic. The essence of these formalisms is the temporal Algebraic Models. These approaches use the temporal oper-
ators in conjunction with set operations to build formalismsmodeling and specification of events present in video data.

Semantic operators, which include logic, set, and spatiotem- that allow semantic modeling as well as editing capabilities
for video data. For example, the framework discussed in Ref.poral operators, are extensively used to develop such formal-

isms. Logical operators include the conventional boolean 16 defines a set of algebraic operators to allow spatiotemporal
modeling as well as video editing capabilities. In this frame-connectives such as not, and, or, if-then, only-if, and equiva-

lent-to. Set operators like union, intersection, and difference work temporal modeling is carried out by the spatiotemporal
operators. These operators are usually defined through func-are mostly used for event specification as well as for video

composition and editing. Spatiotemporal operators, based on tions that map objects and their trajectories into temporal
events. Based on lisplike operators for extracting items andtemporal relations, are employed for event specification and

modeling. There are a total of 13 such possible operators, as lists, functions can be defined in order to perform various
video editing operations such as inserting video clips, and ex-shown in Fig. 5. In essence the approaches proposed in the

literature use subsets and combinations of these operators. tracting video clips and images from other video clips.
Another algebraic video model is proposed in Ref. 19. TheTemporal Interval-Based Video Modeling. In this section we

describe the approaches of video models based on temporal model allows hierarchical abstraction of video expressions rep-
resenting scenes and events, which can provide indexing andintervals. The first approach is based on spatiotemporal logic

and uses temporal and logical operators for specifying video content-based retrieval mechanisms. A video expression, in
its simplest form, consists of a sequence of frames defined onsemantics. The second approach uses spatiotemporal opera-

tors with set-theoretic operators to specify video events in raw data, which usually represent a meaningful scene. Com-
pound video expressions are constructed from simpler onesform of algebraic expressions. Such operations include merge,

union, intersection, and so on. As a result of set-theoretic op- through algebraic operations, which include creation, compo-
sition, and description operators that form the basis of thiserations, this approach is also useful for video production en-

vironments. In this category we discuss three distinct models. formalism. Composition operators include several temporal
and set operations. The set operators allow performing setIn our opinion, these are among the most comprehensive

frameworks that are representations of other models in the operations on various video segments represented by expres-
sions. These operators can be used to generate complex videofield.

Spatio-temporal Logic. An approach that uses spatial rela- expressions according to some desired semantics and descrip-
tion. Content-based retrieval is maintained through annotat-tions for representing video semantics is spatiotemporal logic

(17). In this approach each object identified in a scene is rep- ing each video expression with field name and value pairs
that are defined by the user.resented by a symbol, and scenes are represented by a se-

quence of state assertions capturing the geometric ordering A similar approach is taken to develop an object-oriented
abstraction of video data in Ref. 20. A video object in thisrelationships among the projections of the objects in that

scene. The assertions specify the dynamic evolution of these approach is identical to a video expression in Ref. 21 and cor-
responds to semantically meaningful scenes and events. Anprojections in the time domain. The assertions are inductively

combined through the boolean connectives and temporal oper- object hierarchy is built using IS-A generalizations and is de-
fined on instances of objects rather than classes of objects.ators. Temporal and spatial operators, such as temporal/spa-

tial eventually and temporal/spatial always are used for mod- Such generalizations allow grouping of semantically identical
video segments. Hierarchical flow of information in this modeleling video semantics in an efficient manner. Fuzziness and

incomplete specification of spatial relationships are handled is captured through interval inclusion based inheritance,
where some attribute/value pairs of a video object A is inher-by defining multi-level assertions that provide general to spe-

cific detail of event specifications. ited by video object B if the video raw data of B is contained
in that of A. Set operators supporting composition operations,For temporal modeling of video data, Ref. 11 uses the no-

tion of generalized temporal intervals initially proposed in including interval projection, merge, and overlap constructs,
are used for editing video data and defining new instances ofRef. 18. The temporal specification of events in this approach

is equivalent to the detailed event specifications of the ap- video objects.
In modeling of video data, some degree of imprecision isproach discussed above. A generalized relation, known as n-

ary relation, is a permutation among n intervals, labeled 1 intrinsic. To manage such imprecision, approach discussed in
Ref. 17 uses a multilevel representation of video semantics asthrough n. The basis for this realization is that two consecu-
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mentioned earlier. The third level in that approach supports
the most precise and detailed representation of spatio-tempo-
ral logic. This representation is equivalent to the one pro-
posed in Ref. 17. The approach of Ref. 17, in practice, reduces
to the one of Ref. 11 in the course of query evaluation. How-
ever, the approach of Ref. 17 is more pragmatic in terms of
query formulation using visual sketches which provide an
easier and more intuitive interface.

The model presented in Ref. 16 has a limitation in the
sense that it puts the burden on the user to define semantic
functions related to the video object. Furthermore these func-
tions must be defined in terms of object trajectories. Ulti-
mately the high-level functions need to be evaluated to pro-
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vide precise results for query processing. This necessitates
Figure 8. Generic architecture for multimedia document manage-reductions to low-level evaluation of algebraic functions that
ment system.must be specified by the users.

The other two algebraic approaches (19,20) require inter-
active formulation of video semantics by the user. These ap-
proaches afford us great flexibility in identifying the desired
semantics. At the same time they put a great burden of re- A generic architecture that highlights the overall process
sponsibility on the user for such formulation, which may not of document creation, management, and retrieval is shown in
be suitable for naive users. In addition these approaches may Fig. 8. Our focus here is on the second layer of this architec-
prove to be impractical for processing large amounts of video ture which deals with the composition and management as-
data because of the high cost of human interaction. pects of multimedia documents.

Temporal synchronization is the process of coordinating
the real-time presentation of multimedia information and
maintaining the time-ordered relations among componentMULTIMEDIA DOCUMENT MODELING AND RETRIEVAL
media. It is the process of ensuring that each data element
appears at the required time and play-out for a certain timeAn important problem that the multimedia community has to
period. A familiar example is the voice-annotated slide show,address is the management of multimedia documents. It is a
where slides and voice data are played out concurrently.general anticipation that parallel to the explosive growth in

Spatial composition describes the assembly process of mul-computer and networking technologies, multimedia repositor-
timedia objects on a display device at certain points in time.ies will soon become a reality and easy access to multimedia
For text, graphics, image, and video, spatial composition in-documents will make it essential to formally develop met-
cludes overlay and mosaic, and it requires processing such asaschema and indexing mechanisms for developing large-scale
scaling and cropping. For audio data, spatial operations in-multimedia document management systems.
clude mixing of signals, gain, tone adjustment, and selectivelyAs mentioned earlier, an important issue for managing
playing out various audio signals on multichannel outputslarge volumes of multimedia documents is the support of effi-
(stereo quad, etc.).cient indexing techniques to support querying of multimedia

In the following sections we elaborate on two main aspectsdocuments. Searching information about a document can be
of document management; their spatiotemporal compositionmultidimensional and may span over multiple documents.
requirements and their organization models.These include searching by spatiotemporal structures, by logi-

cal organization, or by contents. For example, the query ‘‘Find
Composition Models for Multimedia Documentsdocuments that show a video clip of a basketball game accompa-

nied by a textual information about other games’ results’’ re- In order to facilitate users to specify the spatiotemporal re-
quires searching documents by their spatiotemporal struc- quirements, at the time of authoring a document, a composi-
tures. Similarly the query ‘‘Find documents that describe the tion model is needed. Recently various such models have been
assembly process of the transmission system of a car’’ requires proposed in the literature, which include language-based
searching document database by contents. On the other hand, models, time-interval based models, and object-oriented mod-
the query ‘‘Find all the other sections in this book that refers els (18,21–26).
to the image of the Himalayas of Chapter 7’’ requires searching
within a documents based on its logical structure. Conceptual Models for Multimedia Objects. A number of at-

Another crucial component of multimedia document man- tempts have been made to develop conceptual models for rep-
agement is the integration of the data, which requires both resenting multimedia objects. These models can be classified
temporal and spatial synchronizations of monomedia data to into five categories: graphical models, Petri-Net based models,
compose multimedia documents. In addition to this, logical object-oriented models, language-based models, and temporal
organization of document components is desired to facilitate abstraction models. Some models are primarily aimed at syn-
browsing and searching within and across documents. For chronization aspects of the multimedia data, while others are
managing documents, representation of composition and logi- more concerned with the browsing aspects of the objects. The
cal information in form of a suitable metaschema is essential former models can easily render themselves to an ultimate

specification of the database schema, as briefly discussedfor designing efficient search strategies.
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later in this section. Some models, such as those based on ral analysis and indexing of multimedia documents but does
not propose any approach to address this issue.graphs and Petri-Nets, have the additional advantage of pic-

In Reference 22 takes an alternative approach to the sametorially illustrating synchronization semantics, and they are
problem: Storage and processing of structured documentssuitable for visual orchestration of multimedia presentations.
within a DBMS framework is presented. This approach real-These models are discussed next.
izes the advantages of a general purpose scheme by a docu-Graphical Models. Labeled directed graphs have been ex-
ment insertion mechanism using super Document Type De-tensively used to represent information (27). Hypertext sys-
scriptors that allows handling of arbitrary documents in thetems provide an example of such a mechanism. This approach
database (22). Like the new-on-demand application in Ref. 24,allows one to interlink small information units (data) and pro-
the scheme uses an object-oriented DB manager called VO-vides a powerful capability for users to navigate through a
DAK. Spatiotemporal indexing is explicitly referenced as andatabase. Information in such a system represents a ‘‘page’’
important research problem, although no specific results haveconsisting of a segment of text, graphics codes, executable
been reported. However, content-based and general indexingprograms, or even audio/video data. All the pages are linked
is briefly mentioned.via a labeled graph, called hypergraph. The major application

In sum, the HyTime standard is expected to play a majorof this model is to specify higher-level browsing features of
role in leading the research activities in multimedia docu-multimedia system. The essence of hypertext is a nonlinear
ment modeling. However, the management aspects of Hy-interconnection of information, unlike the sequential access of
Time-based documents in terms of searching and indexing areconventional text. Information is linked via cross-referencing
open research issues.between keywords or subjects to other fragments of informa-

Interval-Based Models for Multimedia Documents. Recentlytion. An application has been implemented (28) for interactive
the use of Petri-Nets for developing conceptual models andmovies by using the hypertext paradigm.
browsing semantics of multimedia objects (18,25) has beenVarious operations, such as updating and querying, can be
proposed. The basic idea in these models is to represent vari-performed on a hypergraph. Updating means changing the
ous components of multimedia objects as places and describeconfiguration of the graph and the content of the multimedia
their interrelations in the form of transitions. These modelsdata. Querying operations include navigating the structure,
have been shown to be effective for specifying multimediaaccessing pages (read or execute), showing position in the
synchronization requirements and visualizing the composi-graph, and controlling side effects. Basically it is a model for
tion structure of documents.editing and browsing hypertext.

One such model is used to specify object-level synchroniza-The hypergraph model suffers from many shortcomings.
tion requirements. It is both a graphical and mathematicalThe major drawback is that there is no specific mechanism to
modeling tool capable of representing temporal concurrencyhandle temporal synchronization among data items.
of media. In this approach Timed Petri-Net has been ex-Language-Based Models. In this approach a scripting lan-
tended to develop a model that is known as Object Composi-guage is used to describe the spatiotemporal structure of mul-
tion Petri-Nets (OCPNs); see Ref. 18. The particularly inter-timedia documents. The leading example is the HyTime
esting features of this model are the ability to capturemodel that uses SGML (Standard Generalized Markup Lan-
explicitly all the necessary temporal relations. Each place inguage). HyTime has been recognized as an ISO standard for
this Petri-Net derivative represents the play-out of a multi-multimedia document modeling in 1986 (21). SGML has
media object, while transitions represent synchronizationgained increasing popularity recently through the fame of its
points.child, HTML, though it is a result of a decades long effort.

Several variations of the OCPN model have been proposedSGML basically defines a framework to describe the logical
in the literature. One such variation deals with the spatiallayout of the information in a structured format through a
composition aspects of multimedia documents. For such com-user-defined markup language. Defining metastructures in-
position, additional attributes are specified with each mediavolves location addressing of entities within data, querying of
place in the OCPN. These include the size and location of thethe structure and content of documents, and most important,
display area for different media within a document, a priorityspecification of measurement and scheduling of data contents vector that describes the relative ordering among changing

along spatial and/or temporal axes. This last feature of the background/foreground locations of intersecting spaces for
standard, and the deserved popularity of markup schemes in media display with time; an ordered list of unary operations,
data representation, make HyTime the ideal choice for multi- such as crop and scale, applied to the data associated with
media document specification (21). On the other hand, the the place, and a textual description about the contents of the
multimedia technology still lacks ‘‘HyTime-aware’’ methodolo- media place.
gies capable of creating and analyzing HyTime documents As mentioned, the HyTime model suffers from a drawback,
from the database management points of view. that the extraction of various spatiotemporal and content se-

A number of researchers have reported work involving mantics from this model can be quite cumbersome. On the
SGML/HyTime structures (22,24). They mainly concentrate other hand, the OCPN model not only allows extraction of the
on document modeling and integrating HyTime-based infor- desired semantics and generation of a database schema but
mation with databases. In their work, Özsu et al. describe a also has the additional advantage of pictorially illustrating
database application of SGML/HyTime documents for news- synchronization aspects of the information. In this regard this
on-demand applications (24). The documents follow a fixed model is unique and therefore is also well suited for visual
logical structure, and the document database is restricted to orchestration of multimedia document.
a certain schema. The document units are mapped into data-
base objects in conformance with a predefined type hierarchy. Organization Models for Multimedia Documents. From orga-

nizational structure point of view, a multimedia documentTheir work emphasizes the importance of spatial and tempo-
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can be viewed as a collection of related information objects, CONCLUSION
such as books, chapters, and sections. The logical structure of

We have covered several issues pertaining to rapidly evolvingobjects can be maintained in the form of a metaschema associ-
multimedia information technology, namely data modeling,ated with each document. Metainformation about such orga-
storage, indexing and retrieval, and synchronization of multi-nization can be used for searching and accessing different
media data. It is now widely accepted that one of the mainparts of a document. Models for the logical structure of multi-
requirements of multimedia information systems is a datamedia documents can be independent from the composition
model more powerful and more versatile than the relationalmodels. Such independence can support different presenta-
model, without compromising the advantages of the former.tion styles for a document that can be tailored to the target
The relational data model exhibits limitations in terms ofaudience, as well as hardware display constraints.
complex object management, indexing and content-based re-The well-known organizational modeling paradigm of doc-
trieval of video/image data, and facility for handling the spa-uments is based on hypermedia. There are basically three
tiotemporal dimensions of objects. To address these issues, wetypes of links used in a hypermedia environment. These in-
have emphasized two key requirements for multimedia data-clude the base structure links for defining the organization of
bases: the process of spatiotemporal modeling, and the com-documents, the associative links for connecting concepts and
putational needs for automatic indexing of spatiotemporalaccessing the same information from different contexts, and
data. Enlisted were the general characteristics of a number ofreferential links that provide additional information on a con-
different media types with the notion of time identified amongcept within a document.
those as the major characteristic that also distinguishes mul-The HyTime model provides an elegant mechanism for the
timedia data from traditional alphanumeric data. We haveorganizational structure of a document. Using SGML, a docu-
highlighted various challenges that need to be tackled beforement’s logical content is described by specifying the signifi-
multimedia information systems become a reality. This areacant elements in that document along with the attributes as-
is expected to preserve it popularity into the next milleniumsociated with each such element, in a hierarchical manner.
and produce visible outcomes that will find direct and prag-For example, an SGML specification of a textual report docu-
matic usage in our lives.ment may declare that it contains a title, an author, and a

body. Each of these elements would in turn have attributes
specifying their structure.
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