
recognize faces, and the perception of a person’s gender and
race. Another goal is to develop biologically plausible models
of how the human visual system processes faces. A model is
biologically plausible if it models observed performance. ForFACE RECOGNITION
an overview of biological models, see Valentine (6).

Neuroscientists are primarily interested in the physiologi-In the context of computer engineering, face recognition,
cal and biological bases of face recognition. While neurosci-broadly defined, is the study of algorithms that automatically
ence includes the study of the physiology of the human visualprocess images of the face. Problems include recognizing faces
system, the aspect of neuroscience most closely related to al-from still and moving (video) images, analyzing and synthe-
gorithmic face recognition is the physiologically based mathe-sizing faces, recognizing facial gestures and emotions, model-
matical modeling of the human visual system, which hasing human performance, and encoding faces. The study of face
served as the foundation of a number of face recognition algo-recognition is multidisciplinary and draws on the fields of
rithms (see the section on wavelet-based algorithms).computer vision, pattern recognition, neuroscience, and psy-

chophysics, with many approaches spanning more than one
of these fields.

APPLICATIONSThe face is a curved three-dimensional surface, whose im-
age varies with changes in illumination, pose, hairstyle, facial

One of the great motivations for developing face recognitionhair, makeup, and age. All faces have basically the same
algorithms is that there are potentially many applications;shape, yet the face of each person is different. From a com-
including law enforcement and security; human/computer in-puter vision perspective, the goal of face recognition is to find
terfaces; image compression and coding of facial images anda representation that can distinguish among faces of different
the related areas of facial gesture recognition; and analysispeople, yet at the same time be invariant to changes in the
and synthesis of faces. There are three basic scenarios thatimage of each person.
face-recognition systems might address: (1) identifying an un-This goal has led to numerous approaches to face recogni-
known person, (2) verifying a claimed identity of a person,tion, with roots in computer vision, pattern recognition, and
and (3) analyzing a face in an image (such as for emotionalneuroscience. Historically, the initial emphasis was on recog-
content or for efficient compression of a facial image).nizing faces in still images in which the sources of variation

In law enforcement and security, the primary interest is inwere highly controlled. As the field progressed, emphasis
identification and verification. A major identification task inmoved to detecting faces, processing video sequences, and rec-
law enforcement is searching a database of known individualsognizing faces under less controlled settings. Important to the
for the identity of an unknown person. A potential applicationadvancement of face recognition was the establishment of
is thus the electronic mugbook, where mugshots would be dig-large databases of faces and standard protocols for testing al-
itized and stored electronically. The input to the electronicgorithms.
mugbook could be a new mugshot, witness sketch, or surveil-This article is written from a computer vision prospective,
lance photo to be compared to the images in the electronicbut the reader should be aware of work in related areas. For
mugbook; the output would be the top N matches, ordered bya more comprehensive introduction to computer vision ap-
their similarity to the input image. This would allow a personproaches, see Chellappa et al. (1); for a more general over-
to examine the most likely mugshots, as opposed to searchingview, see Wechsler et al. (2); and for papers on face and ges-
a mugbook randomly. For this class of applications, systemsture recognition see Refs. 3–5.
are not designed to replace humans, but rather to provide as-In human beings, face recognition is a basic cognitive func-
sistance and improve human performance in executing poten-tion that is a critical tool in human interaction. Faces allow
tially sensitive tasks.us to identify with whom we are communicating, and they

A similar application is maintaining the integrity of anassist in interpreting a person’s emotions and reactions.
identity database, which could be compromised by (1) a per-Knowing with whom we are communicating is an integral
son having two identities, or (2) two people having the samepart of determining what we say and how we behave and
identity. Both types of errors can result in degradation of rec-speak to a person. A person’s facial expression provides us
ognition performance or in false accusations being made. Thefeedback on how we are being received, how effectively we are
first type of error can result from a person making falsecommunicating, or whether we are stepping outside social
claims: For example, getting a driver’s license under a secondbounds.
name. Robust computer face recognition could detect poten-The importance of this aspect of cognition motivates psy-
tial compromises by comparing all faces in the database andchophysicists and neuroscientists to study and model human
reporting suspect matches.face recognition performance. Psychophysicists who study

The main application for security is verification. The inputface recognition are primarily interested in the properties of
to a verification system is a facial image and a claimed iden-the human system for visually processing faces. Their studies
tity of the face; the output is either acceptance or rejection ofdetermine these properties by comparing human performance
the claim. Depending on the application, the output is a mea-on different face-recognition tasks. Among the objects of study
sure of belief in the claim. Potential applications include con-are the effects of lighting or of pose changes on face recogni-

tion, the effects of facial changes over time on the ability to trolling access to buildings or computer terminals, confirming
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identities at automated teller machines (ATMs), and verifying
the identity of passport holders at immigration ports of entry.

Video-based systems could be used to monitor hallways,
entrances, and rooms. The system would detect, track, and
count faces, and recognize the detected faces. A system that
monitored a hall or doorway could act as a sophisticated
identification/verification system. On the other hand, for
room monitoring, the system might report results at various
levels: identifying a person if possible, tracking where a per-
son went, reporting how many people were in the room at a
particular moment, and reporting where they were.

Currently, interactions with a computer require the use of
a keyboard or mouse, with a person assuming an active role
and the computer a passive one. A goal for future human/
computer interfaces is for the computer to assume an active Figure 1. Three pairs of faces demonstrating variability in facial im-

ages. (Facial images courtesy of the FERET database.)role. A critical component of such a system would be a face
monitoring and recognition system. The recognition system
would confirm the identity of a user, and the monitoring por-
tion would let the computer read a person’s expressions. From of changes in appearance, illumination, pose, and the method
the expressions, the computer would know how to react to a of acquisition of the image. To be able to identify faces, one
person. For example, if a user looked confused, the computer must separate variations that are due to external factors from
could provide additional help. Thus, identity and facial ex- those that represent actual differences between faces. This is
pression would facilitate interaction between humans and illustrated in Fig. 1, which shows three pairs of images. For
computers, much as they assist communications among each pair of images, the task is to decide whether the faces
humans. are from the same person. [Pairs (a) and (b) in Fig. 1 are from

Another application for face recognition would be intelli- the same person and pair (c) is from different people.] This
gent, automated kiosks, with an enhanced computer inter- figure also suggests a potential limitation of face recognition.
face, that would provide information or services to people. For If an algorithm can distinguish between the faces in Fig. 1(c),
example, an intelligent kiosk could provide directions or infor- can the same algorithm reliably report that the pair in Fig.
mation to people, and based on their facial expressions, could 1(a) are the same face?
provide greater detail.

With the advent of inexpensive video cameras it is possible
to consider large-scale production of video telephones. One ob- GENERAL OUTLINE OF ALGORITHMS
stacle is the difficulty of transmitting high-quality facial im-
agery over existing low-bandwidth channels. A proposed The starting point for the development of computer face rec-

ognition was the recognition of faces from still images. Themethod of transmitting high-fidelity images is to compress fa-
cial video sequences through encoding methods specialized for limited computational power available in the 1970s precluded

the possibility of working on anything other than still images.faces, where the encoding method is derived from the class of
representations used for face recognition. These methods The cost of computational power is still one of the main lim-

iting factors in face recognition. As the price of computers haswork by encoding a face as the parameters of the representa-
tion, transmitting the parameters, and using the parameters decreased, there has been a concomitant increase in the com-

plexity and sophistication of the algorithms and the prob-to reconstruct the face at the receiving end.
lems addressed.

The initial approach for the development of face-recogni-
tion algorithms was geometric feature matching (7,8). In thisFACE RECOGNITION VERSUS PATTERN RECOGNITION
approach, a set of fiducial features is located (these are point
features: such as the tip of the nose or center of the left eye).The face-recognition problem is substantially different from

classical pattern-recognition problems such as character rec- A face is then represented as a set of statistics computed from
the distance between features (the ratio of the distance be-ognition. In classical pattern recognition, there are relatively

few classes, many examples per class, and substantial differ- tween the eyes and the length of the nose, for example). The
main drawback to this approach was the difficulty of devel-ences between classes. With many examples per class, algo-

rithms can classify examples not previously seen by interpo- oping algorithms that could reliably, accurately, and automat-
ically locate the fiducial features. One solution was for a hu-lating among the training samples. On the other hand, in face

recognition, there are many different individuals (classes), man to locate the fiducial features, which is time consuming.
The next set of approaches to face recognition, and to dateonly a few images (examples) per person, and all faces have

the same basic shape and spatial organization. Because the the most popular and successful, are viewed-based. View-
based algorithms represent a face as a set of images (eachnumber of training samples is small, algorithms must recog-

nize faces by extrapolating from the training samples. image is a different view of the face). View-based algorithms
are popular because they avoid the difficult problems associ-For face-recognition algorithms to be successful, they must

either implicitly or explicitly extrapolate from the images in ated with extracting three-dimensional or other models from
an individual image or set of images (the algorithms dis-the database how a person will look under varying viewing

conditions. The variations in faces are results of combinations cussed in this article are view-based).
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Figure 2. The generic organization of a
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A drawback to view-based algorithms is that their perfor- plications, the module identifies the face in a probe p; for a
verification applications, the module verifies the claimed iden-mance declines with changes in pose and illumination. These

variations can be compensated for if the face is explicitly mod- tity of a probe p. The first three steps are the same for both
applications: First, the face is located in the image. (Locatingeled as a three-dimensional (3-D) object. If a 3-D model is

used, an algorithm can compare faces of different poses by faces is different from detecting them: For locating, we know
that there is one face in the image, whereas, in detection, onerotating the 3-D model of the first face to the pose of the sec-

ond face. A 3-D surface is independent of illumination: from does not know how many faces, if any, there are in the im-
age.) Second, the face is placed in a standard position, whicha 3-D model, one can compute the appearance of a face under

different illuminations. Thus, when two faces with different usually places the eyes in a fixed location, masks out the
background and hair, and normalizes the dynamic range ofillumination are compared, the illumination of the first face

is converted to that of the second. the facial pixels. Third, the face in the probe is converted to
the desired representation (projected onto the basis learnedThe technical challenges of applying 3-D methods to facial

images are in extracting the 3-D model of the face. Two basic in the training module). For identification applications, a
probe is identified by being compared with each person in themethods of computing a 3-D representation are (1) using

video (this method infers shape from motion) and (2) using gallery. This is done with a similarity measure, which is a
measure of the likelihood that two facial images are of thestill images (this method infers shape from shading). An al-

ternative is to collect images that are explicitly 3-D, such as same person. The probe is identified as the person in the gal-
lery with which it has the highest similarity score (nearestlaser scans or structured light (9,10). The main drawbacks to

these systems are the cost and practicality of fielding them. neighbor classifier). Usually, the output is a gallery sorted by
the similarity measure. For verification applications, theView-based algorithms differ primarily in how faces are

represented. Most view-based algorithms have the same gen- identity is verified if the similarity measure between the
probe and corresponding gallery image is above a giveneral structure, which consists of training, gallery (database)

formation, and recognition modules. Figure 2 shows a sche- threshold. The setting of the threshold is determined by the
desired performance of the face recognition system (see thematic diagram of a generic face-recognition algorithm.

In the training module, the representation is determined. section on databases and evaluation).
The representation can either be set by the algorithm de-
signer or learned from a set of training images. Whereas an PROJECTION-BASED ALGORITHMS
image of a face is stored as a set of pixel values, the algo-
rithm’s representation of the face is stored as a set of coeffi- An image is inherently a two-dimensional object, which can
cients, which are parameters of the representation. be stored as an M � N two-dimensional array of pixel values.

The gallery formation module processes a set of images This is not the only possible representation, however. The
�I k�M

k�1 of known individuals into the representation used by same image can as easily be represented as a vector in �V,
the face recognition algorithm. The set of known individuals where V � M � N, and each pixel corresponds to a dimension.
is referred to as the gallery (an image of an unknown face For example, the 2 � 2 image
presented to the algorithm is a probe, and the collection of
probes is called the probe set). To simplify the explanation of
face-recognition algorithms, we assume that the gallery im-

[
x11 x12
x21 x22

]
(1)

ages are still, the face occupies most of the image, and there
is one image per person in the gallery (extension to different becomes the vector
scenarios is conceptually straightforward, but can be techni-
cally demanding). The images �I k�M

k�1 are stored in the gallery X = (x11, x12, x21, x22)T (2)
by being converted to the new representation. The images in
the new representation are denoted by �gk�M

k�1. an element of �4.
Even for relatively small images, V is too large for statisti-The design of the recognition module depends on the appli-

cation that the algorithm addresses. For an identification ap- cal and pattern recognition applications. For a 100 � 100 im-
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age, V is equal to 10,000. To efficiently identify faces, one The rationale for selecting the PCA basis is that it cap-
needs to find a Vp dimensional subspace of �V, Vp � V. The tures the variance in the training set. This is because for
subspace is chosen to allow for efficient and accurate recogni- m � N � 1, the subspace spanned by �e1, . . ., em� maximizes
tion of faces. the variance of the training set over all subspaces of dimen-

One of the first view-based approaches to face recognition sion m; and the variance is equal to �m
i�1 �i. Since there are

was the eigenface algorithm of Turk and Pentland (11), which only N � 1 nonzero eigenvectors, the subspaces of dimension
is based on principal component analysis (PCA). PCA gener- greater than N � 1 are not of interest. In fact, the subspace
ates an orthonormal basis �e1, . . ., eVp

� that efficiently (in a generated by the first N � 1 eigenvectors is the same as the
linear least squares sense) captures the statistical variance of subspace spanned by the normalized training set Yi.
the faces in a training set (12). The premise for this approach Even for small images, it is computationally difficult to
is that there is a correspondence between the variance of a find the eigenvectors of C: For example, if the image size is
set of faces and the ability to recognize faces. 100 � 100, then C is a 10,000 � 10,000 element matrix. In-

This orthonormal basis is generated from a training set stead, one computes the eigenvectors of ATA, and obtains the
�X1, . . ., XN� of N facial images. The training set of images is eigenvectors of C by noting that ATAATu � �ATu.
normalized by removal of the ensemble average X � �i Xi to The face in image Y is represented as the vector (�Yi, e1�,
form the normalized set Yi � Xi � X. From the normalized set . . ., �Yi, eN�1�), the projection onto the subspace spanned by
the matrix A is formed by concatenation of the vectors Yi as the eigenvectors. A face that was originally represented by V
rows, that is, numbers is now represented by N � 1 coefficients in eigen-

space.A = [
Y1| · · · |YN

]
(3)

The off-line portion of a principal-components face-recogni-
tion algorithm generates a set of eigenvectors �ei�, which are

From A, the covariance matrix C � AAT is computed. Since basis functions for determining the representation of a face
the size of A is V � N, C is a V � V matrix. The basis ele- in the on-line portion of an identification algorithm. For an
ments are the eigenvectors of C. A vector e is an eigenvector

identification application, the gallery of M known individualsof C, and � is an eigenvalue if
is �I k�M

k�1, and each person in the gallery is represented by

Ceee = λeee (4)
gk =

(〈(
Ik − X

)
,eee1

〉
, . . .,

〈(
Ik − X

)
,eeeN−1

〉)
(5)

Because C is a symmetric matrix, its eigenvectors ei are ortho-
normal and its eigenvalues �i are nonnegative (13). The eigen-

where X is the mean image.vectors ei are the same size as the image’s Xi and can be inter-
The representation of a probe in eigenspace is denoted bypreted as images, which is the origin of the name eigenface

p and is computed in the same manner as the gallery images(Fig. 3). The eigenvectors and eigenvalues are ordered so that
[Eq. (5)]. The similarity measure between the probe p and the�i � �j when i � j. The variance of the training set projected
gallery image gk is the Euclidean distance between them andonto the basis vector ei is equal to �i; or mathematically,
is denoted by dk � �p � gk�. The probe is identified as the�i; � Var(�X, ei�), where Var is the variance of a set, and �a,
person k̂ with which it has the smallest similarity measure:b� � �i aibi is the inner product of the vectors a � (a1, . . .,

an) and b � (b1, . . ., bn). that is, dk̂ � mink dk.

Figure 3. Select eigenfaces computed from a set of 501 im-
ages (the number under the eigenface is its number). Eigen-
faces 1 and 2 encode illumination directions; eigenfaces 3 to
100, the overall shape of faces; eigenfaces 200 to 500, the
minor variations among faces (sometimes interrupted as
high frequency noise). (Facial images courtesy of the
FERET database.)
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The identification and verification implementations of this
algorithm differ. For the verification implementation, the per-
son in probe p claims the identity of person � in the gallery.
The claim is accepted if �p � g�� � 	, where 	 is a threshold
that determines system performance (see the section on data-
bases and evaluation). A person’s identity being verified does
not necessary imply that an identification implementation of
the same algorithm would report the identity of probe p as
person �: or, �p � gk̂� � �p � g��. Also, a probe being identified
as person k̂ does imply verification as person k̂: that is, �p �
gk̂� 
 	.

Moghaddam and Pentland (14) adapted PCA to face detec-
tion and location. PCA selects the basis element without ex-
plicitly considering differences between people (in statistical
language, classes). In contrast, Fisher discriminant analysis
searches for a basis that separates classes (people) according
to a separation criterion (12), where the criterion is a function
of the within-class and between-class scatter matrices. This
technique has been applied to face recognition by Etemad and Figure 4. A graph G that models the global shape of the face in DLA.
Chellappa (15) and Swets and Weng (16). (Facial images courtesy of the FERET database.)

PCA and Fisher discriminant analysis are not explicitly
two-dimensional and the representations are global. Penev

stant. Each octave contains both phases uniformly sampledand Atick (17) introduce a technique called local feature anal-
in the direction parameter �. The response to a Gabor jet atysis, which generates a set of filters that are explicitly two-
location v in an image is the vector Jv. The vector Jv encodesdimensional, local, and tuned to a set of training images.
a facial feature at different scales and directions.

In DLA the geometric structure of the face is modeled by
WAVELET-BASED ALGORITHMS a graph G, where the vertices of the graph correspond to fi-

ducial facial features (Fig. 4). (The same graph is used for
A wavelet encoding of facial images produces a multiresolu- each face.) A Gabor jet is placed at each vertex of the graph,
tion representation that is local and explicitly two-dimen- where the jet encodes the structure of the face at that feature.
sional. This encoding is the basis of the dynamic link architec- The response to the jet placed at vertex v in a gallery image
ture (DLA) of Wiskott et al. (18), which represents facial gk is denoted by the vector Jk

v, and the corresponding set of
features by Gabor wavelets and the global organization of the coefficients in probe p is Jp

v. The similarity between jets Jk
v

face by a graph. and Jp
v is the angle between two vectors: mathematically,

A two-dimensional Gabor wavelet is the Gaussian proba-
bility-density function modulated (multiplied) by either a pla-
nar cosine or sine wave (19). The Gabor wavelet modulated dv(Jk

v , Jppp
v) = 〈Jk

v , Jppp
v〉

‖Jk
v ‖ ‖Jppp

v‖
(8)

by a cosine function is also called the even-phase component
(in the image processing literature, this component corre- The similarity between the probe p and gallery image gk is
sponds to a ridge detector) and the sine part is the odd-phase
component (the edge detector in image processing). The Gabor
wavelet is characterized by three parameters: the scale (stan- dk = 1 − 1

N

∑
v∈V

dv(Jk
v , Jppp

v) (9)

dard deviation) of the Gaussian probability density �, the fre-
quency of the cosine and sine wave �, and the direction of the where V is all the vertices in graph G. The distance dk is the
wave (filter) in the plane �. The even-phase function is average distance between jets scaled so that dk � 0 when the

jet values are identical. The method for identifying and veri-
fying probes using dk is the same as in PCA.Ce exp

(
x2 + y2

σ 2

)
cos (π[u0x + v0y]) (6)

The vertices of G are placed on the same fiducial feature
in each face. However, the metric arrangement of features in

and the odd-phase function is each face is slightly different. One can capture this difference
by comparing the difference in the edge lengths of the graphs
placed on two faces, and modifying dk to include this compari-
son. Let 	(e) be the length of an edge and E the edges of G;

Co exp
(

x2 + y2

σ 2

)
sin (π[u0x + v0y]) (7)

the modified similarity between a probe and gallery image is
The normalizing constants Ce and Co scale the wavelets so then
that the energy (L2 metric) of the wavelets is 1. The direction
of the wavelet is � � arctan(u0/v0).

In DLA, a set of Gabor wavelets is grouped together to
dk = dk + λ

E

∑
e∈E

(�(ek) − �(eppp))2 (10)

form a Gabor jet. The parameters � and � are selected so
that: (1) �/� � C1, where C1 is a constant, and (2) � � C22� where � determines the relative importance of the jets and

graph deformations.for a small set of integer values for �, and where C2 is a con-
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DATABASES AND EVALUATION

Face recognition is a fast growing area of research, in which
numerous claims are made about progress and algorithm per-
formance. To assess the conflicting claims and place face rec-
ognition on a solid experiment footing, we must have stan-
dard evaluation protocols and associated databases of facial
imagery. The FERET evaluation, the de facto standard in face
recognition, is one such method (Refs. 20–21).

The design of a face-recognition algorithm requires com-
promise among competing parameters (for example, speed
versus accuracy). Such compromises mean that each algo-
rithm has strengths and weaknesses: One algorithm may be
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better suited for a particular application than for others. A
well-constructed evaluation procedure allows us to determine Figure 5. A cumulative match score graph for reporting identifica-

tion results. The horizontal axis gives the rank, and the vertical axissuch suitability differences. An evaluation procedure can also
is the percentage correct.help in the assessment of the state of the art of face recogni-

tion and point out future avenues of research. Knowing the
state of the art is critical for deciding what applications can

cation and the probability of false alarms, with the trade-offbe met by existing systems. One does not want to field a sys-
being reported on a receiver operating characteristic (ROC)tem under conditions for which it was not designed or to make
(Fig. 6).unrealistic claims for system performance.

The false-alarm rate PF is equal to F̂/F*, where F* is theIn face recognition (and computer vision in general), the
number of attempts by imposters to gain access, and F̂ is thedatabase and testing procedure are tightly coupled: They de-
number of these attempts that are successful. The probabilityfine the problem(s) against which an algorithm is evaluated.
of correct verification PI is equal to V̂/V*, where V* is theFor example, if the faces are in predetermined position in the
number of legitimate access attempts, and V̂ is the number ofimages, the problem is different from that for images in which
those attempts that were successful (in signal detection the-the faces are randomly located. Other factors influencing the
ory, PV is known as the detection probability).problem include image quality and variability in lighting,

The PF and PV trade-off are illustrated by two extremepose, and background within the test set of images.
cases. At one extreme, if access is denied to everyone, thenAlgorithms are designed from a development set of images.
PF � 0 and PV � 0. At the other, if everyone is given access,For some algorithms, the representation of the set of faces is
then PF � 1 and PV � 1. For an algorithm, performance is notlearned from this set. Even if the representation is not explic-
characterized by a single pair of statistics (PV, PF), but ratheritly learned, an algorithm’s performance is dependent on this
by all pairs (PV, PF), and this set of values is an ROC (Fig. 6).set because of the design decisions and tuning of numerous

Although, it is possible to compare algorithms from a ROC,parameters in an algorithm.
it is not possible to compare two algorithms from a single per-One of the goals of testing is to determine the performance
formance point from each. Say we are given algorithm A andof an algorithm on images not in the development set. For a
algorithm B, along with a performance point (PA

V, PA
F) andmeaningful evaluation, the test image set needs to include a

(PB
V, PB

F) (verification and false-alarm probabilities) from each.large number of images not in the development set.
Algorithms A and B cannot be compared from (PA

V, PA
F) andThe basic methods for evaluating algorithm performance

are the closed and open universes. The closed universe models
the identification scenario, where all probes are in the gallery.
The open universe models verification, where there are probes
outside the gallery.

The main performance measure for the identification sce-
nario is the ability of an algorithm to identify the person in
the probe. For identification, the question is not always ‘‘is
the top match correct?’’, but ‘‘is the correct answer in the top
n matches?’’ For example, in an electronic mugbook, perfor-
mance can be measured by how many images the average
person examines. The performance statistics are reported as
a cumulative match score. (For example, for the curve in Fig.
5, the correct answer was Rank 1 for 80% of the probes
scored, and the correct answer was Rank 10 or less for 87 %
of the probes scored. In other words, the correct answer was
in the top ten 87% of the time.)

Algorithm A
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The performance of a verification system is characterized Figure 6. ROC for reporting the trade-off between probability of cor-
by (1) the probability of correctly verifying an identity and (2) rect verification and probability of false alarm. The horizontal axis is
the false-alarm rate (or probability of a false alarm). A false PF and the vertical axis is PV. Results for two algorithms are reported.
alarm occurs when a system incorrectly verifies an identity. In one region, algorithm A has superior performance; in another re-

gion algorithm B is superior.There is a trade-off between the probability of correct verifi-



FACE RECOGNITION 243

(PB
V, PB

F), for two primary reasons: The two systems may be both these modes). For papers on multimodal recognition see
Bigün et al. (22).operating at different points on the same ROC, or, for differ-

ent values of PF or PV, one algorithm could have better perfor- The successful development of algorithms that can process
human facial images has the potential to affect our dailymance (Fig. 6).

The setting of the performance point for an algorithm de- lives, from how we interact with computers, enter our homes
or workplaces, and communicate over the phone or internet;pends on the application. For an automated teller machine

(ATM), where the overriding concern may be not to irritate and to contribute to our understanding of the basic cognitive
functions of the human brain.legitimate customers, the PV will be set high at the cost of the

false-alarm rate. On the other hand, for access to a secure
area, the false-alarm rate may be the overriding concern.
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