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it is necessary to understand product reliability and its de-
tractors to minimize wasted resources and to maximize cus-
tomer satisfaction and loyalty.

This article reviews the basics of microelectronic compo-
nent reliability analysis: reliability concepts, failure distribu-
tions, accelerated testing, and reliability modeling. In particu-
lar, this article deals with the reliability methods and
modeling applied to circuitry and interconnections of elec-
tronic packages (i.e., encapsulated chips attached to a sub-
strate) and wiring to a board system. Figure 1 shows a high-
end module with the various parts and components, which
illustrates some of the interconnection features for a particu-
lar IBM-produced multilayer ceramic (MLC) module. This is
a SCIMITAR module used in the IBM S/390 G4 system, a
high-end parallel processor computer. Reliability analysis
must deal with high-end and the myriad of low-end and inter-
mediate-size multichip modules (MCM). Many factors affect a
microelectronic component’s robustness in terms of manufac-
turing yield, service reliability, and usage latitude. Following
are some of the factors:

1. Machine and device architecture
Redundancy
Error correction

2. Circuit design
Signal margins
Immunity to external electric stimuli (e.g., ESD, RF

noise)
3. Materials compatibility
4. Physical design tolerance

Susceptibility to particles, misalignment
Dimensional stability

5. Fabrication
Tool control
Fabrication environment

6. Reliability and quality screens
Inspections
Electrical and physical testing
Burn-in

7. Application
Environmental aspects (e.g., electrical, mechanical,

acoustical)

Many of these factors may interact synergistically, may can-
cel each other, or they may not be effective under field condi-
tions. For example, materials compatibility may pose little or
no problem if the application service temperatures are low
enough so that materials interactive rates are extremely low.
Consequenty, robustness must be addressed from the view-
points of both manufacturability and serviceability.

Electronic package circuitry and the solder interconnectsDESIGN FOR MICROELECTRONICS RELIABILITY
at the die and package level can fail in terms of a number of
mechanisms, such as fatigue, creep, corrosion, metal migra-Product reliability is important because it affects the re-

sources of manufacturers and customers alike. These re- tion, electromigration, and thermomigration (1). Under nor-
mal field conditions, the solder joints and circuit wiring havesources may include production facilities, manpower, money,

and time. Poor product reliability may increase production a nonzero probability of failing. Failure may range from less
than one part per million to several percent, depending on thecosts due to low yield, warranty costs, and possible business

loss if units fail during service in the customer’s environment. stress level and the vulnerability of the metallization, which
is largely a function of the process and design. It is the job ofLikewise, the customer may incur resources losses. Therefore,
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Figure 1. High-end Scimitar module with its various components.

reliability engineering to develop accelerated tests whereby portant aspect of reliability modeling is to ensure that the
mechanism applies consistently across the various conditionsone can predict the relative life of components in the field on

the basis of short laboratory tests. Because microelectronic and also to know the limits beyond which the model fails to
predict the field lifetime. Also, one should not extrapolate testcomponents are designed to last 100,000 h and the test times

are usually limited to few hundred hours, the acceleration results to conditions under which the mechanism may not be
operating or conditions outside the mechanism that prevailsfactor must approach one thousand, considering a safety fac-

tor. Physically, the acceleration factor represents the number under test.
The scope and objective of this article is to discuss theof times the prevailing failure mechanism kinetics are accel-

erated by test condition variables, such as temperature, ap- means to predict the field cumulative failures at the end of
life with a certain level of confidence, based on (1) the statisti-plied potential, impurity concentration, relative humidity,

mechanical stress, and electric current density. It is key, cal distribution of the data and the acceleration factor as a
function of stress conditions, design, and materials properties,therefore, to study and understand the mechanism which pre-

dominates and is responsible for the observed failures. An im- and on (2) physical models developed from failure mecha-
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nisms and verified by empirical data as a function of material
properties and package design. The article teaches how to de-
velop reliability modeling and optimize design and to achieve
accurate failure predictions under field conditions with a high
confidence level.

RELIABILITY CONCEPTS

Reliability here is defined as the probability that a device,
component, or assembly will perform the required functions
under service or operational conditions for any given period
of time. The reliability of an electronic system, over the period
of its expected lifetime, should be at least high enough to
meet the manufacturer’s commitments to the users. Using a
memory component as an example, the required function
could be the proper storage and output of a very specific set
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of word patterns for a number of years of continuous opera-
tion under certain electrical and environmental conditions. Figure 3. Bathtub curve featuring early life and wear-out mecha-
For a metal-to-metal connector contact, the required function nisms.
may be that the interface resistance does not increase above
some threshold value. A failure results when the unit does
not perform its required function. Hence, the manufacturer Most often, components have several failure mechanisms
must understand the user’s needs and the proper tests and operating during service which contribute to lessening their
failure criteria to ensure the required performance. Almost all reliability. Then it becomes necessary to describe the reliabil-
microelectronic products cease to perform satisfactorily at ity of the component in terms of the individual mechanisms.
some point. The goal is to eliminate failures within the life- Combining these individual mechanism lifetime distributions
time of the system or to reduce them to a tolerable level under often yields a probability function from which the familiar
operating conditions. bathtub curve is derived (Fig. 3). This curve illustrates the

The first concept in our discussion of reliability is that of instantaneous failure rate, which is the rate of failure in the
components’ lifetimes as a continuous random variable that interval �t of those units that have survived up to that time.
can be described in mathematical terms, such as the probabil- The figure illustrates the early failures (initial peak near the
ity density function (pdf). This is a statistical way of describ- origin) and the wear-out failure distribution beginning at the
ing the histogram of all lifetimes for a population of units. right. The early and wear-out distributions are further illus-
Because histograms are almost always based on samples trated in Fig. 4. The cumulative density function (cdf), F(t),
drawn from a much larger population, they are used to com- and the reliability function R(t) are used most often to derive
pute estimates of the parent population’s life characteristics. information about time-to-fail distributions. Many reliabilty
The mathematics of statistics endeavors to infer estimates of analyses utilize continuous distributions as a function of time.
the behavior of the whole population from subpopulation be- If f (t) is the pdf, then the cdf or F(t) is given by
havior. Figure 2 is a histogram of failure times fitted by the
Weibull probability density function f (t). The product f (t)dt is
the fraction of all of the lifetimes contained in the time inter- F(t) =

∫ t

0
f (y) dy (1)

val dt beginning at time t.

where 0 	 F(t) 	 1.
There are two practical interpretations for the cdf of life-

time data: (1) F(t) is the probability of a unit failure by time
t, and (2) F(t) is the fraction of all units of a population which
fail by time t. The reliability function R(t) is the complement
of F(t) and represents the probability of a unit’s survival at
time t: R(t) � 1 � F(t). The hazard rate or instantaneous fail-
ure rate is given by h(t) � f (t)/R(t) � f (t)/[1 � F(t)]. If the
hazard rate h(t) represents the fraction of failures per hour,
then when multiplied by 105, the units are percent failures
per kilohour (%/kh), whereas multiplying by 109 yields ppm/
kh. The fractions F(t) and R(t) are also usually expressed in
percent. There are two rules used to develop the formulas for
computing the cdf and R of a system composed of n identical
components with a single failure mode and of units with mul-
tiple failure modes (2). They are (1) the multiplicative rule,
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which states that the probability that several independent
events will all occur is the product of the individual eventFigure 2. Failure histogram fitted with the probability density func-

tion (pdf) for the Weibull distribution. Courtesy D. Scheider. probabilities, and (2) the complementary rule, which states
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Figure 4. Probability distribution functions that result in the bathtub curve in Fig. 3.

that the probability that an event will not occur is one minus finds its use in nonmechanistic applications. When dealing
with failure mechanisms, it rarely fits the empirical failurethe probability that the event will occur. For n identical units,

each with the same R(t), R(t)n is the probability that all units distribution. If t is the random variable, the normal distribu-
tion probability density for t is given bysurvive to time t. The probability of a system failure by time

t (system fails when first of n units fails) is given by Fs(t) �
[R(t)]n. The reliability function for a component with multiple
failure modes is given by the product of the reliability func-

f (t) = 1

σ
√

2π
e−1/2

�
t−tm

σ

�2

(3)

tion for each mode:
The distribution is defined over the range �� to ��, and
generally it is not employed for reliability failure projections
as already indicated, but rather it forms the basis for theRtotal(t) =

n∏
i=1

Ri(t) (2)

more often used lognormal distribution. The characteristic pa-
rameters are the mean, tm, and the standard deviation 
,where Ri(t) is descriptive of mechanism i. The total cdf is ex-
whose square is called the variance 
2. The cumulative den-pressed as Ftotal(t) � 1 � Rtotal(t). sity function (cdf) is the probability that a normal variable t
is equal to or less than a given value b,

TYPES OF FAILURE DISTRIBUTIONS

There are a number of failure distributions used in the relia-
P(t ≤ b) =

∫ b

−∞

1

σ
√

2π
e−1/2

�
t−tm

σ

�2

dt (4)

bility of interconnections. One can read Tobias and Trindade
(2), Hahn and Shapiro (3), Hogg and Craig (4), and Montgom- z = t − tm

σ
(5)

ery (5) to obtain broader knowledge of their properties and
their specific use. Tobias and Trindade point out some theo- Because Eq. (4) cannot be integrated in a closed form, we
retical reasons for using one over the other. The lognormal change variables, which transforms the normal distribution
is indicated when final failure results from a multiplicative into the unit normal distribution, such that the probability is
degradation process, such as crack propagation, fatigue, or expressed in terms of the number of sigmas independently of
charge injection. The Weibull finds favor when a component the mean and the value of 
:
has a multitude of flaws, each competing to be the first failure
site: it is a smallest extreme value type distribution. Often
the microphysics and chemistry of failure mechanisms is only

P(t ≤ b) = �

� t − tm

σ

�
(6)

partially understood, and a choice on theoretical grounds is
which has a mean equal to zero and a sigma equal to one.subjective. Then analysts use the distribution that best fits
The probability density function thus becomesthe data within the experimental time range or the one with

which they have the most familiarity. If only a small fraction
of components’ lifetimes are observed, the choice is even φ(z) = 1

σ
√

2π
e− z2

2 (7)
more difficult.

Again, when dealing with failure mechanisms in general,
the most suitable and applied distribution is the lognormal

�(z) =
∫ z

−∞
φ(z)dz (8)

distribution, though in some applications the 3-parameter
Weibull fits the data better because of an added degree of which can be evaluated using tabulated �(z) values for given

z-values. This is called standardization, converting a normalfreedom, which allows one to tailor the fit with more preci-
sion. There is also the normal distribution, which in general N(tm, 
) to a unit normal distribution N(0, 1). In a lognormal
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Figure 5. Lognormal pdf with two sigma val-
ues and constant t50 plotted vs. time.
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distribution, the random variables have their natural loga- ters �, C, and �. The cumulative Weibull distribution for � �
0 is given byrithms normally distributed when they fit this type of distri-

bution. The probability density function f (t) is expressed as

F(t) = 1 − exp
[
−
� t

C

�β]
(13)

f (t) = 1

σ t
√

2π
e
−(ln t − ln t50)2

2σ 2 (9)

Figures 5 and 6 illustrate how the lognormal probability den-
and the cumulative density function F(t) is given by sity function is affected by varying 
 at a constant t50. As 


increases, the left tail of the distribution spreads to earlier
times whereas the right tail spreads to longer lifetimes.F(t) = �

[
ln(t/t50)

σ

]
(10)

Therefore, one likes to keep 
 small in the reliability field.
Figure 5 is the lognormal density of lognormal variate, a lin-

where � refers to the unit normal distribution. In practice, ear time plot illustration of the pdf with two sigma (
) values
the empirical cdf can be plotted on normal probability paper at constant t50, and Fig. 6 is the normal density of the lognor-
against the logarithm of time in order to estimate the median mal variate, illustrating a logarithm time plot. The latter
time to failure t50, and the slope 
: shows the symmetry of the normal distribution which attests

to the fact that the data are lognormally distributed over
ln t = ln t50 + σ�−1[F(t)] (11) time. When such data are plotted on a linear time-scale as in

Fig. 5, the distribution is characterized by a fast initial rise
Next, the Weibull distribution is written as and a long tail to the right after the maximum, which is the

manner in which failures occur most of the time.
f (t) = β

C

� t − µ

C

�β−1

exp
[
−
�t − µ

C

�β]
(12)

FAILURE MECHANISM ACCELERATION
where

Under normal circumstances, one cannot test a component
t � � over its required lifetime to determine its reliability before

�� 
 � 
 ��, location parameter deciding on its acceptability because the lifetime is too long
C � 0, scale parameter (perhaps many years). Thus one resorts to accelerated-life
� � 0, shape parameter stress tests to obtain the failure distribution much sooner.

The idea is to increase the stress on a component to a level
greater than in normal application to shorten the failureThe Weibull distribution has great flexibility and assumes a

variety of shapes by selecting different values of the parame- time. This leads to the concept of an acceleration factor, a
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Figure 6. Lognormal pdf with two sigma
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mathematical way of projecting distribution parameters de- field conditions, as shown in Fig. 7. Because the two failure
distributions are the result of two different temperatures, theveloped at high stress levels to lower levels, which includes

the application stress. The benefit is that one may decide acceleration is used to determine the activation energy of the
mechanism. However, when the sigmas of the test and fieldabout components’ reliabilities in very short times, perhaps

weeks, facilitating near real-time manufacturing, design, and failure distributions differ, there are virtually an infinite
number of acceleration factors from one extremity of the dis-marketing decisions regarding the components. But there is

a price to pay: modeling, which allows one to interpret the tribution to the other, as shown in Fig. 8. In such a case, a
common sigma is forced on the data with a loss of confidenceresults from the short tests in terms of field lifetime. Model-

ing entails a wide range of experiments to study how compo- level in the statistical parameters. The constancy of the sigma
should be ascertained by testing the vehicles under differentnents behave and fail under a variety of stress conditions and

which failure mode responds to which stresses. The discipline conditions. To determine a reliable sigma and acceleration
factor, the test data must cover failures beyond 50% of thefor this includes experimental design, statistics, failure analy-

sis (including physical, chemical, mechanical, and metallurgi- population. There is a wear-out and an early-failure distribu-
cal), and test methodology. Many stress variables are used to
induce mechanism acceleration. Some of these are tempera-
ture; relative humidity (including steam and high pressure);
voltage; current density; temperature and power cycling; fre-
quency; amplitude; dwell; ramp rate; mechanical strain and
stress (including vibration and shock); corrosive gas concen-
tration; and radiation. The acceleration factor (AF) is often
thought of as the linear relationship AF � tuse/tstress, which are
the times or cycles to failure under use and accelerated stress
conditions for a given fraction or percentile of population fail-
ures. Figure 7 illustrates the acceleration factor with two log-
normal cdf plots obtained under different stresses. The in-
terconnect lifetime is predicted on the basis of the failure
distribution and the acceleration factor. The latter is com-
puted from the model and is the ratio of the field lifetime
to the test lifetime, assuming that the operating mechanism
remains unchanged under field and test conditions. If the
mechanism and sigma remain unaltered, the test failure dis-
tribution can be converted to field-equivalent time in its en-
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tirety by multiplying the test time to failure by a single accel-
eration factor. This enables one to determine the cumulative Figure 7. Illustration of acceleration factor between lognormal plots

with the same sigma.percent failure for any given time or number of cycles under
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tion. Wear out is the degradation process inherent in the
properties of the materials and causes the component to fail
in a characteristically statistical manner often representable
by a lognormal or Weibull distribution. Wear out is a property
of the materials being tested unrelated to defects. Variation
in the wear-out time to failure from component to component
is ascribed to the heterogeneity and anisotropy that exist in
the metallurgical structure prevailing in the circuitry and in-
terconnects after the joining process. Heterogeneity and an-
isotropy affect every failure mechanism and are mostly re-
sponsible for the wear-out distribution. The early-failure
distribution, if any, is due to defects, which cannot endure

y

x

Functionality
windows

Mechanism
window

the applied stress for the component’s lifetime. Failures are
Figure 9. Illustration of verified mechanism window and functional-characterized by failure criteria, whatever the mechanism, in
ity windows.terms of electric resistance increase, e.g., 30 m� for a four-

point resistance measurement, which consists of measuring
the voltage drop across the solder joint upon sending a low dow which is determined empirically on the basis of failure
current through the bump. The resistance change is obtained data consistency within the range of test and application con-
by dividing the voltage drop by the electric current and sub- ditions, so that one can safely make field projections within
tracting the initial resistance. The measurement process is those boundaries. But sometimes the window cannot be veri-
repeated at intervals until the resistance change equals or fied for the application conditions. In such a case the
exceeds the failure criterion. When enough components fail application/functionality window stands outside the experi-
(i.e. � 50%), one obtains a failure distribution as a function of mentally verified window, which forces one to extrapolate the
time or cycles. Generally, fatigue failures follow a lognormal results to uncharted territory, assuming that the model,
distribution. However, at times they fit the Weibull distribu- which was derived on the basis of higher stresses, is pre-
tion. This is true for other failure mechanisms, which are like- dictive with reasonable accuracy. Figure 9 illustrates a veri-
wise studied through electric resistance measurement. In the fied window for any failure mechanism in a plot having gener-
case of metal migration or current leakage, one determines alized coordinates. An application/functionality window is
the insulation resistance of the path, for which the failure shown inside the verified window and another partly outside,
criterion is commonly 10 M�, by measuring the voltage drop indicating that no verification was made for the external por-
across a known large resistor in series with the path. This tion. This involves some risk in projecting the data to the ap-
is the only measurement needed to calculate the insulation plication stress. The window inside is well within empirical
resistance of the gap, knowing the applied voltage. The fail- knowledge, which is where any application, functionality, and
ure distribution parameters are determined by distributions specification range should fall for minimal risk. Briefly, for a
on paper or by computer program, which yields bounds for a particular failure mechanism, for which lifetimes are charac-
given confidence level. terized by lognormal distributions, one generally considers

It must be emphasized that the failure mechanism must the valid stress range as that in which the physical failure
remain unchanged over the test and application stress range, mode is the same throughout the range and the lifetime dis-
otherwise the acceleration factor is incorrect. To avoid such a tribution shape parameters are essentially invariant.
problem, one must stress devices only within a verified win-

DEFECTS AND BURN-IN

Defects are physical anomalies which affect the failure mech-
anism and therefore the time to failure of a component or
device. Some defects may serve as nuclei for fatigue crack ini-
tiation. Others may be the trigger sites for electromigration
or metal migration. On the other hand, a defect may be cause
for delamination at the joint interface, which becomes condu-
cive to water condensation and ultimately the site of electro-
chemical or galvanic corrosion. Inclusions, abrupt variation in
grain size, and other structural differences can also influence
electromigration and fatigue failure. Defects are generally de-
tectable by low-power microscopes and physically consist of
missing material, obvious contamination, residues, inclu-
sions, cracks, metallic stains, particles between joints, which
are mostly generated during manufacture and can be
screened out by close inspection. A defective population has a
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separate failure distribution from that of the wear out and its
own statistical parameters. The final recourse is the use ofFigure 8. Illustration of dissimilar sigmas between test and field dis-

tributions. burn-in, which imposes stresses for a short period much more
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ing competing failure mechanisms.

severe than those experienced in the field and which weed out sample. Once the distribution parameters are estimated, and
the cdf is computed for the defective population, one can de-most of the defectives. But the stresses can also shorten the

useful service life of a healthy component if there is an insuf- scribe the whole population through the relationship
ficient safety factor for the wear-out process. There are, how-
ever, cosmetic defects which are irrelevant to the operating cdf(t)WP = p − cdf(t)DP (15)

failure mechanism, that is, chemically inert stains. Defects
wherecause a failure distribution to become bimodal. The bimod-

ality is characterized by a break in the failure distribution
WP � whole populationslope distinguishing early-failure and wear-out, each with its
DP � defect populationown sigma. The early failures extend and broaden the frontal

p � fraction of defectstail of the distribution resulting in a larger sigma. When char-
acterized by failure analysis, the early failures can be sepa-

Figure 11 is an example of a lognormal plot of a ‘‘defect’’rated from the wear-out failures, and both can be treated sep-
population illustrating the saturating behavior. In this cdfarately as two distinct populations. Early failure is caused by
plot, we can estimate the cdf value p, which the curve ap-a defect that cannot withstand the overwhelming effect of any
proaches asymptotically. If N is the test sample size, thenof the failure mechanisms acting on the defect for the lifetime.
pN is the approximate defect fraction. If the defect populationEarly and wear-out failure distributions, illustrated to-
is lognormally distributed, then redoing the cdf plot based ongether in Fig. 10, are often encountered when there is a con-
sample size pN produces a straight line on lognormal proba-siderable number of defects. The lognormal plots illustrate
bility paper, thereby facilitating estimations of t50defects andcompeting failure modes, one predominating for early times,

and the other for later times. The first part of the curve has
a large sigma and represents the early-failures distribution,
whereas the second part has a smaller sigma and represents
the wear-out distribution. In practice, if test measurements
are not taken early enough, the early-failure distribution can
be missed, and the failures are included with the wear-out
distribution, thus missing the opportunity to discover a defect
problem usually traceable to manufacturing.

For competing failure modes ( j), where each mode would
result in 100% failure if operating alone and given enough
time, the cumulative distribution for the units is given by

FT(t) = 1 −
k∏

j=1

[1 − Fj (t)] (14)

Such a composite model is often called a competing risk
model. When a single mechanism is operating instead and
only a fraction of the sample population is affected or can ever
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fail, the failure fraction in a lognormal cdf plot ‘‘saturates’’ or
approaches some value asymtotically. An analysis of this type Figure 11. Cumulative failure distribution of a limited-defect popu-

lation.of data involves treating only the failure-prone units as the
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defects. In the general case, when there are j mechanisms op- results are different because stress relaxation and associated
erating and each one affects only a small part of the popula- creep in the thermal cycle occur continuously over the tem-
tion, the total pdf is given by perature excursion. The thermal effects on fatigue dynamics

are absent when the joints are mechanically cycled. Thermal
effects cannot be quantitatively interpreted without an accu-
rate knowledge of how strain and temperature interact. ThefT(t) =

k∑
j=1

aj f j (t) (16)

temperature ramp rate is also important because the stress
profile depends on this rate and so does the duration of thewhere
stress cycle above a threshold which dictates the dislocation
dynamics and fatigue damage.f j(t) � pdf of the jth mode

From a mechanistic aspect, the process of failure involvesaj � population fraction affected by mode j
crack nucleation and propagation, which are inherently sta-
tistical in nature. Through the years electron transmissionAn analogous formula describes FT(t). Then the hazard rate
microscopy has shown complex three dimensional dislocationfor the population is computed from fT(t) and FT(t). Such situ-
tangles which develop during cyclic stressing. It appears thatations are described as mixed-mode models.
cracks form and grow in each cycle by being fed dislocations
that move in from the surrounding lattice. Thus, the intersec-
tion of moving dislocations is a principal cause of the forma-THERMOMECHANICAL MODELS
tion of vacancies and fatigue damage. We know from the stri-

Fatigue ations on the fracture surface that crack propagation takes
place in each cycle. Forsyth (6) has advanced a mechanismThermomechanical fatigue is the predominant failure mecha-
for the formation of striations, which involves first, the exten-nism of first- and second-level interconnects. The first-level
sion of the crack front by simple slip on the primary glideinterconnects join a chip to a substrate (i.e., C4), while the
plane and second, further extension by cross-slip as the stresssecond-level interconnects join a substrate to a card (i.e.,
increases. Oxygen aids crack propagation kinetics, which isBGA). Failure results from thermal cycling due to the ther-
believed to be caused by grain-boundary oxidation and themal mismatch between chip and substrate, which causes
lowering of the surface energy for crack propagation.shear strains in the solder joints of an amplitude proportional

The present ‘‘modified’’ fatigue model, introduced by Norristo the temperature-delta and the joint distance from the neu-
and Landzberg (7), accounts for the anelastic behavior of sol-tral point (DNP), which has a zero strain.
der through a frequency and dwell temperature factor. But
serious fatigue modeling goes back much further, when manyThermal-Cycle Stress. Thermal cycling takes place in cham-
attempts were made to fit S–N curves with a simple equation.bers programmed to take the test components through a pre-
It remained for Coffin and Manson to show that many poly-scribed thermal cycle, e.g. 0�C to 100�C which induces shear
crystalline materials, fatigued at constant plastic strain am-strain. The fatigue life of a joint is inversely proportional to
plitude, obey the relationship, C � �Nf � ��p, where Nf is thethe shear strain raised to the second power (Coffin–Manson),
number of cycles to failure, ��p the plastic strain range, andto the cycle frequency to the one-third power, and directly
C is a constant of the material. Apparently the reason soproportional to the thermal activation term, which is a func-
many materials obey an equation like Coffin’s is because oftion of the peak temperature. The dependence of N50 on fre-
the fundamental nature of the mechanism of crack initiationquency addresses the stress relaxation and creep at the dwell
and propagation. Therefore the ‘‘modified’’ fatigue model is antemperature and along the temperature profile. The degree of
extension of the Coffin-Manson relationship that also enablesrelaxation increases with cycle duration or dwell time, which
one to relate fatigue to frequency and temperature, which arein turn vary inversely with the frequency. The mechanism
important variables in the solder fatigue encountered in elec-is controlled by grain boundary diffusion creep and plays an
tronic packages. In a thermal-cycle regimen, the number ofimportant role in solder fatigue. For high-lead Pb–Sn solder,
cycles to failure Nf depends principally on the magnitude ofstresses under field conditions relax to a threshold level in
the shear strain � raised to the negative second power; theabout one hour. Below the threshold stress level, no further
frequency f to the one-third power; and the maximum cyclefatigue damage occurs in the joint for that cycle, though the
or dwell temperature Tm. The effect of dwell at the off-temper-temperature cycle period may last many hours or days. Below
ature has much less importance and therefore the off-temper-the threshold, grain boundary diffusion creep and the fatigue
ature is ignored as a variable. The three variables are theprocess come practically to a halt, mainly because dislocation

sources are not regenerated at such low stress. Solder bump basis of the modified fatigue model:
fatigue is caused either by mechanical or thermomechanical
cycling. In a mechanical cycle, the cyclic stress is applied iso- Nf = Aγ −2 f 1/3e1440/Tm (17)
thermally at constant amplitude, which need not be symmet-
rical about zero stress. One can bias the stress so that the

where A is an experimental constant of the material andtensile and compressive stress amplitudes are asymmetrical,
process.and one of them could be zero. This is not representative of

the thermal fatigue cycles experienced by solder interconnects
Stress Threshold. The stress threshold is calculated on thein electronic packages where the stress and strain result from

thermal mismatch between chip and substrate. The fatigue basis of the threshold stress �TH temperature profile time con-
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This shows that the fatigue life at the test frequency is 53%
longer than in the field.

Power-Cycle Transient Strain. Transient strain is caused by
a temporary chip temperature rise above that of the substrate
at the start of a power cycle. The transient occurs because the
chip is the heat source and has a thermal mass much smaller
than the substrate. Consequently, the chip temperature rises
much faster than that of the substrate as the power is turned
on. The time lag of the substrate temperature profile depends
on heat diffusion through the interconnects. Eventually, at
steady state, the temperature of the substrate approaches
that of the chip, separated only by few degrees due to the
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product of the bump’s thermal resistance and the power
Figure 12. Stress and temperature profiles for solder bumps; model through it. The magnitude of the transient peak �Tt is propor-
vs. test (dotted). tional to the temperature excursion Tcm � TA and is a function

of � (9):

stant ��1, and the maximum cycle temperature (Fig. 12). For
�Tt = bβ1/3(Tcm − TA) (21)high-lead Pb–Sn solders, it varies from 6 cycles per day (cpd)

at ambient temperature to 36 cpd at 100�C. This means that
after 40 min at 100�C, the stress is fully relaxed with respect β = −1

t
ln

Tcm − Tc

Tcm − TA
(22)

to fatigue, and no additional fatigue damage occurs. There-
fore, at 100�C, one must use 36 cpd instead of the acual field where
frequency, which is much lower. The frequency threshold ex-
pression, derived from Maxwell’s viscoelastic element can be

� � reciprocal of the temperature profile time constantwritten as (8)
Tc � temperature at t along the profile

Tcm � peak chip temperatureτth = G(T )γ (1 − e−βtth ) ln(2eβtL − 1) exp(−tth/tC) (18)
TA � ambient temperature
b � constant of materials, design, and thermal parameterswhere

For glass ceramic-silicon, b � 0.3 min1/3, and the number of
cycles to failure Nf is expressed as

tc = tcc exp
[
−�H

K

�
1
T0

− 1
T

�]
(19)

Nft = A(bβ1/3γ )−2 f 1/3
t eφ/[TA+bβ1/3(Tcm−TA )] (23)T � Tm � �T exp(��tth)

tth � 1/f th, reciprocal frequency threshold
whereG(T) � Solder shear modulus parameter

� � Solder shear strain
� � Temperature reciprocal time constant � � 1440 K
tco � Solder stress relaxation time constant at T0 � � strain calculated from Tcm � TA

T0 � Reference temperature, i.e., ambient f t � 30 cpd, transient strain frequency
Tm � Peak temperature
�T � Tm � T0 to be compared to the Nf steady state for the alumina-silicon
�H � Activation energy for GB diffusion system, Eq. (17), which is repeated here:

In high-strain fatigue cycles much beyond the yield point, the
Nfs = Aγ −2 f 1/3eφ/Tcm (24)product G(T)� becomes the flow stress, which remains reason-

ably constant. For a 0� to 100�C cycle, its value is 18.6 MPa.
If the substrate thermal coefficient of expansion (TCE) is aFrom Eq. (18), one determines fTH based on known parame-
factor of 2 or larger than that of the chip, the transient strainters, �, G(T)�, and the relaxation constant tc, as a function of
becomes negligible relative to the steady-state strain and oftemperature. Equation (18) predicts that for a 0� to 80�C tem-
little consequence for any �. This parameter plays the role ofperature profile with a common �, the threshold frequency for
the strain rate and is easily calculated from Eq. (22) by usinghigh-lead Pb–Sn solder is 20 cpd. To calculate the fatigue life
a couple of points on the temperature profile.The number ofratio between the field at 1 cpd and the test at 72 cpd, use
cycles to failure, which includes both the effect of the steadythe frequency ratio according to the model, and replace the
state and the transient strain, is written asfield frequency by the threshold frequency:

N50t
= A/[γ 2 f 1/3eφ/Tcm + (bβ1/3γ )2 f 1/3

t eφ/[TA+bβ1/3 (Tcm−TA )]]
(25)

NT

NF
=
�

fT

fF

�1/3

=
�72

20

�1/3

= 1.53 (20)
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The first term in Eq. (25) dominates in the case of the alu- spheric pressure, the fatigue life was determined by thermal
cycling between �10� to 100�C at 20 to 46 cycles per day (cpd).mina substrate, whereas the second term (after the plus sign)

dominates when the substrate is glass ceramic. Both terms The cycles to failure Nf can be expressed by
are important for ceramics, such as aluminum nitride, silicon
carbide, and mullite which have intermediate TCEs between Nf = M/(1 + cm) (29)
silicon and alumina.

where
Temperature Profile Shape. For a square profile, stress re-

C � Oxygen concentration in �g/glaxation occurs mainly at the maximum temperature of the
M � Basic fatigue modelcycle, which is reached rather quickly. In such an extreme
m � 1/3case, the stress relaxation time above threshold is shorter and

therefore corresponds to a higher threshold frequency. Thus
Equation (29) can be used to calculate the fatigue life of soldera square-cycle frequency has a greater effect on fatigue than
bumps in a hermetic module because C can be calculated asa sinusoidal frequency, which is addressed in the model by
a function of the initial oxygen level inside the module C0 andnormalizing the cycle frequency to f th:
because the module leak rate L, internal volume V, and the
time t are known. In addition, one needs to know the rate atNf = Aγ −2( f/ fth)1/3eφ/Tm (26)
which oxygen is consumed within the module to determine
the actual oxygen concentration at any time. The oxidationwhere f th is determined by Eq. (18) in which the � value is
kinetics are well known for the Pb–Sn eutectic and the Sn–Bifrom Eq. (22). Such normalization also accounts for the cycle’s
eutectic (14,15) and for high-lead Pb–Sn from varioustail, where the square profile stress relaxation and creep lin-
sources. When the rate Q at which the oxygen is being con-ger longer with additional fatigue than in the sinusoidal case.
sumed inside the module is introduced, Eq. (29) is rewritten
asInterconnect Diameter. Another variable affecting fatigue

is the joint diameter according to Satoh et al. (10), who stud-
ied crack propagation kinetics yielding

N50 = M(γ , f, Tm) ln[(xLf + B)/(xLi + B)] (27)

where

Nf = F(γ , f, Tm)

1 +
[

L
(Q + L)

�
Ci + Co

[
1 −

�
1 − exp − (L + Q)t

V

�]
V

(L + Q)t

�]m

(30)

x 	 0.0006/cycle, crack propagation parameter where
B 	 0.070 micrometers/cycle, crack nucleation parameter
Li � Initial defect dimension, submicron Q 	 naNR(T), m3(O2)/s, rate in open module
Lf � Final crack length at failure (Lf � bump diameter) R(T) � R0 exp � 10,500 (1/T � 1/T0), m3/s � m2

M � Basic fatigue model R0 � Oxidation rate at T0 � 358 K, 4.5 � 10�12m3/s � m2

n � Number of bumps per chip
which for xLi/B � 1 becomes a � Lateral area per bump

N � Number of chips per module
L � Leak rate (air), m3(atm)/sN50 = M ln

�X
B

Lf + 1
�

(28)

For Q � L, Eq. (30) reduces to Eq. (26) because the oxygen
consumption rate within the module is negligible relative toOxygen Partial Pressure. Another important factor in the fa-
the O2 leak rate. However, if Q � L, the maximum oxygentigue life of solder joints is the effect of oxygen. The N50 in-
level achievable within the module (steady state) is reducedcreases with decreasing oxygen concentration in the module
by the factor L/Q. Such an equilibrium level depends on bothenvironment. It has been shown that oxygen has a strong,
the leak rate and oxidation rate. The larger the number ofadverse effect on the Pb–Sn solder interconnection fatigue
solder joints per chip and the number of chips per module,life. Oxygen reacts preferentially at the grain boundaries,
the lower the O2 at steady state. For example, at 85�C, N �weakening the fatigue resistance of the joint, so that crack
64 chips, and n � 2500 bumps (5 mils diameter and 3 milspropagation is enhanced during thermal or mechanical cy-
high), the oxygen consumption rate is 2.1 � 10�14m3(O2)/s orcling. Snowden (11) studied lead fatigue behavior as a func-
1.05 � 10�13m3(air)/s. For a leak rate of L � 10�15m3/s, thetion of air partial pressure from atmospheric pressure to
level of oxygen in the interior of the module reaches a steady-0.0013 Pa. At plastic strains of 0.14% and 0.075%, he showed
state concentration of 0.045 C0. For a module with nine chipsthat the fatigue life of lead increases from a factor of 10 to 60
and 1500 bumps/chip, the steady-state level is 0.36 C0. Thus,times as the oxygen concentration goes from 130 Pa to 13 Pa.
fatigue is significantly affected by the number of joints in aBerriche et al. (12) showed that the fatigue life of high-lead
module.Pb–Sn solder is much higher in vacuum (0.0013 Pa) and sug-

gested that the reaction of oxygen with Sn to form stannous
oxide degrades the fatigue life of the alloy. Later, Di Giacomo Minicycle Superposition. Minicycles are thermal perturba-

tions during CMOS operation or are caused by the computer(13) investigated high-lead Pb–Sn solder bumps in flip chips,
with different oxygen partial pressures within the module. going into a ‘‘dormant stage’’ to save energy. Their effect on

solder-joint fatigue behavior, as they superimpose on theFor oxygen concentrations of 20, 200, 1000 ppm, and atmo-
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main power-cycle profile of the chip, is incorporated in the cially if the solder is low-melting. The creep is cyclic, con-
sisting of two components: static creep and cyclic creep. Thefatigue model via a normalized minicycle factor which ap-

proaches one as the minicycle amplitude goes to zero. The latter is caused by the shear strain imparted to the joint by
thermal cycling. The cyclic component is the cumulative sideeffect depends on the amplitude and frequency of the mini-

cycles relative to the main cycle. To achieve a correct model, effect of each fatigue cycle on static creep, which is the time-
dependent deformation of the bump due to the perpendicularan experiment was conducted with thermal conduction mod-

ules (TCMs), thermally cycled at 3 cph (cycles per hour), on load. It is believed that the shear stress induced in each cycle
regenerates dislocation sources and therefore enhances thewhich minicycles of various amplitudes and a frequency of

1000 cph were superimposed (16). The experiment also in- static creep for a period until the stress is relaxed to the
threshold level. Below the threshold level the cyclic effect van-cluded finite-element analysis for many frequencies and am-

plitudes so that the fatigue model could be based on the rela- ishes as the dislocation sources are exhausted. Cyclic creep is
often explained in terms of excessive vacancies which, ac-tive strains and creep values whithin the realm of the

experiment. It was found that the N50 for the superposition of cording to Felter (17), are generated more easily during cyclic
creep than during static creep. According to Hong et al. (18),minicycles on the main cycle can be expressed simply as
if excess vacancies generated by cyclic stress form climb dislo-
cations, plastic deformation is more conducive as the vacancy-NMm = A(γM + γm)−2( fm

√
F )1/3e1441/Tm (31)

generating process is accelerated.
where

Static Creep. Static creep in electronic package intercon-
nects is quite different from that traditionally observed underF = (εco/εc) = 1 + 5.5 × 104γ 5/3

m (1 − e−.4( fm/ fM )1/3
) (32)

a constant load, characterized by primary, secondary, and ter-
In Eq. (32), �co is the bump creep without minicycles (just tiary stages. In solder interconnects, the initially applied
main cycles), and �c is the bump creep in the presence of mini- stress normal to the solder joint decreases as the cross-sec-
cycles. Equation (32) has been validated with the fatigue data tional area increases due to creep. Generally, the stresses in-
produced in the experiments described, with and without volved in solder bump creep are low, which is in the realm of
minicycles, for the conditions under which the thermal cycle elastic strain and microcreep, controlled by grain boundary
tests have been conducted. Equation (31) states that when diffusion. Therefore we do not explore creep behavior outside
minicycles are superimposed on main cycles, the two strain the realm of microelectronics applications. Solders behave vis-
amplitudes are added, and the maximum cycle temperature coelastically. However, there are other forms of creep. Plastic-
is raised by the �T of the minicycles (both changes reduce the viscous creep is characterized by stress power (19). Ashby and
joint fatigue life), whereas the main cycle frequency is in- Werrall (20) combine the diffusion mechanism with the power
creased by a multiplier F which reduces to 1 when there are law to get a viscoelastic relationship. Weertman (21) de-
no minicycles. The effect of the minicycle frequency on the scribes creep by a hyperbolic sine and power-law equation.
main cycles is benign because by shifting it to higher values But we are concerned with microcreep in solder joints at
it reduces fatigue. The reason for this behavior is that the stress much below the elastic limit, i.e., 
1 MPa to 2 MPa,
creep rate and total creep accompanying stress relaxation controlled by diffusion creep which tends to saturate with
during the thermal cycle are reduced by the higher frequency time, as determined experimentally. As mentioned, the bump
strain perturbations, which have been experimentally ob- cross-sectional area increases as the solder joint deforms un-
served. der normal load. Thus the stress diminishes with time, as the

static creep rate approaches zero. As a result, creep will ap-
Chip Underfill. With an underfill, strain is cut by a factor pear to have a weaker dependence on the stress as it is al-

of 5 in most cases. The reduction is caused by the fact that lowed to remain fixed in the model formulation. In addition,
upon bending, the mechanical strain narrows the effect of the solder joints have a host of intermetallics that form at the
thermal mismatch, reducing the strain considerably. Briefly, interface and also throughout the bulk, involving the thin-
as the temperature rises, the sustrate expands. However its film metals that react with tin in the joining process. As the
surface facing the chip contracts as a result of the bending, solder is compressed by the load, the intermetallics impede
so that the net surface displacement is much smaller than the solder flow more and more while the ductile solder is
that calculated from the TCE. On the other hand, the chip squeezed out. The result is that the force required to maintain
surface facing the substrate expands because of the bending active creep becomes greater and greater, leading to a low-
so that the total strain (thermal plus mechanical) is greater power equation which states that solder joint creep, as mea-
than that calculated from the TCE. The result is that the sured in practice in the presence of intermetallics and with
thermal mismatch between chip and substrate is effectively an expanding cross section, is not very sensitive to stress, as
reduced by a factor of 5, which explains the improvement in expected from the mechanisms that appear in the literature.
the fatigue life by a factor of 20 to 25. The strain factor of It has been determined experimentally that for high-lead
5 is predicted theoretically based on the thermomechanical Pb–Sn solders, solder bumps can withstand up to 0.0015 kg
properties and thicknesses of chip, substrate, card, and solder per joint (0.000125 m diameter) or 1.25 MPa for the lifetime
joints, with and without a polymer underfill, using fatigue of the module at a maximum cycle temperature of 100�C.
data and finite element modeling (FEM) analysis. However, for low-melting solders, the safe limits of design

and operation are more stringent because of the high creep
Creep

rate associated with these solders. The failure criterion is the
degree or percent bulging of the solder bump that one canCreep can affect solder bumps when the chip is subjected to

a load, that is, spring or heat-sink attached to the chip, espe- safely allow before the probability of contact between two ad-
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jacent bumps becomes unacceptable in terms of reliability. � � average shear strain

0 � initial stressOne can scale creep with respect to the thermal activation

term by expressing the exponent as the ratio of melting point Nc � number of thermal cycles
td � dwell timetemperature to the actual creep temperature for different

compositions of a solid solution alloy system: � � 15� exp(�0.33/K)(1/T � 1/373 K), minutes
t � Nc � td, static-creep time

K � 8.3143 J/mol � K
γc = Me

−c
�

TM
T

�
(33)

Equation (35) predicts that under stress of 1.27 MPa normal
where to the bump (0.0032 kg on a 0.000125 m diameter bump) for

2500 thermal cycles 0�C to 100�C, at a frequency of 3 cycles
C � 12.9 for Pb–5%Sn solder per hour, and 10 min dwell per cycle, the cyclic creep is 16%,

TM � Melting point temperature whereas Eq. (34) predicts that the static component is only
M � Constant 0.7%. However in the field, under the long-dwell cycle which

favors static creep (40 h/cycle), for a stress of 0.14 MPa, static
Cyclic Creep. Under test conditions, the cyclic creep compo- creep is 3.9% and cyclic creep is 2.8%. The sharp difference in

nent is larger than the static creep component because the the static/cyclic creep ratio between test and field is caused
cycles expected in the field lifetime are crowded into a rela- by the short static creep time during test.
tively short test period. Cyclic creep is a function of the num-
ber of cycles rather than time because each cycle induces a

ELECTROCHEMICAL MODELSshear ‘‘burst’’ of stress (and strain) which relaxes in a finite
time to a threshold level. Cyclic creep has been studied in

Corrosiondepth with flip chips (22). The work describes the static and
cyclic creep of Pb–5%Sn solder bumps as a function of applied Corrosion is a prevalent failure mechanism which causes
stress, temperature, dwell time, relaxation characteristic con- open circuit failures. The speed of corrosion is controlled by
stant, footprint, number of cycles, and creep time. A model rate-limiting factors, e.g., diffusion, and depends on the mag-
based on static and cyclic creep test data was developed and nitude of the activation energy. The change in free energy
verified. Each cycle adds a finite amount of creep which has associated with corrosion characterizes the metallic state
the duration of a transient shear-stress cycle. The duration of upon reaction and determines whether a reaction is thermo-
the stress cycle is the time from the initiation of the stress to dynamically feasible. It does not necessarily determine the
the point where it subsides below the stress threshold. Figure corrosion rate.
7 illustrates creep enhancement superimposed on static
creep. On the basis of the experimental results, the total Potential-Driven Corrosion. Electrochemical corrosion oc-
creep �T, depends on the shear strain, temperature excursion, curs with the generation of electrolytic current through an
number of cycles, maximum temperature, and initial stress electrolyte driven by an applied voltage. The electrolyte con-
applied normal to the chip. Static creep can be written as sists of adsorbed/condensed water films in which ionic species

are dissolved. When no voltage is applied, the corrosion is gal-
vanic, which operates under the driving force of local electri-εs = 0.11(σ0t)

2/3e
−0.33
K Tc (34)

cal potentials due to material heterogeneities. The corrosion
while cyclic creep is given by rates are higher when a potential is applied. Because elec-

tronic packages involve polymer encapsulants and corrosion
films, the reaction rates are diffusion-controlled. One must
consider chemical and physical rate-limiting processes to ar-

εc = 7.1σ 4/5
0 N2/3

c γ 1/2
[
1 − exp

�
−td

τ

�]
exp(− 0.33/KTc) (35)

rive at a correct model formulation. Reliability modeling is
and the total creep is the sum based on a few key variables, which address the application

conditions, process, and the environment. Among the vari-
εT = εs + εc (36)

ables are relative humidity, temperature, voltage across con-
ductors, concentration of atmospheric reactive species, pro-where
cess residues, and finally leachable package contaminants
extracted by diffusing water and transported to the corrosion
s � substrate thermal coefficient of expansion
site under a concentration gradient. Catalysts, such as chlo-Tc � chip temperature
rides, promote and accelerate the reactions and formation of
c � chip thermal coefficient of expansion
corrosion products. Chloride ions form chlorides with most
metals. Chlorides are generally water soluble and allow theand
metal ions (in this case Pb��) to react with less aggressive
anions, such as carbonate ions, to precipitate the insoluble
and stable compound, lead carbonate. The chloride ions thusγ = DNP

h
[(TsTA)αs − (Tc − TA)αc] (37)

freed renew the process, finally leading to failure. Solder
where joints, pad metallizations, and aluminum circuitry are sensi-

tive to traces of chloride ions. Metals, such as Cr, Ti, Ni, Co,
Ta � ambient temperature Mo, and Pd, commonly found in thin-film and pad metalli-

zations, are affected by chlorides to a degee that depends onh � height of bump
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the difference in the oxidation potential between adjacent ure (experimental) and is a function of the relative humidity
H:films in the structure. The kinetics of reaction depend on the

activation energy, the relative humidity, and the electric bias.
In the case of an encapsulant, the activation energy is that of
diffusion regardless of whether the corrosives come from out-

δ ∝ 1
tf

= H
K(1 − H)[1 + (ζ − 1)H]

(38)

side or from the encapsulating material, that is, hydrolyzable
chloride in epoxy and SO2 or CO2 from the environment. If where
the metallization is in direct contact with the reactive gaseous
species or electrolytes, the activation energy is that of forming � 	 exp(�Hv � �HA)/KT, determined experimentally
activated complexes, which then decompose at a finite rate, �HV � 44 KJ/mol, heat of water vaporization
giving rise to stable corrosion products. If two compounds are �HA � heat of adsorption which depends on the material
being formed, their rates of formation will differ (unless they and surface conditions
have the same activation energy): at higher temperature, the H � relative humidity
compound with the higher activation energy will predomi- K � 8.3143 J/mol � K
nate, whereas at the lower temperature, the one with the
lower activation energy will be favored. In such a case, the which shows that as the relative humidity increases, the time
experimental results will yield an apparent activation energy to failure decreases. In general, corrosion time-to-failure data
approaching the larger of the two at the higher temperature, fit Eq. (38) for � � 1, which dictates that �HA be greater than
whereas it will approach the value of the lower activation en- �HV. Therefore the usual form employed is
ergy at the lower temperature. Therefore, experimentally, one
cannot obtain a straight line across the temperature range
when the reciprocal of the time to failure t50 is plotted against tf = B

(1 − H)2

H
(39)

the reciprocal of the absolute temperature. The curve is con-
The advantage of Eq. (39) is that it is based on adsorptioncave upward, characterized by a decreasing slope as 1/T in-
and condensation phenomena and surface physics, whichcreases. Figure 13 reflects the dual mechanism and associated
allows one to extrapolate the corrosion results with more con-activation energies. Relative humidity is by far the strongest
fidence to lower relative humidities, for which no data exist.factor in the corrosion process. Water vapor condenses on sur-
This is not the case when strictly empirically fitting a narrowfaces when its temperature drops below the dew point. The
range of data. This can lead to gross deviations, orders ofvapor is adsorbed on surfaces according to the BET adsorp-
magnitude apart, when projecting to field humidities of 	10%tion isotherm which describes multilayer molecular adsorp-
at the corrosion site under operating conditions. It is muchtion as a function of relative humidity. The higher the relative
safer to adhere to a physical approach, such as the BEThumidity, the larger the number of water monolayers built on
model, which has a more scientific basis. Several empiricalthe surface, and the greater the probability for chemical or
forms used in chip reliability were developed by Lycoudeselectrochemical reaction in the presence of reactive ionic spe-
(24), Peck (25), Merrett, Bryant, and Studd (26), Sherley andcies. The water film becomes an electrolyte capable of sus-
Hong (27), Sim and Lawson (28), Polman and Fokkens (29),taining localized or more widespread corrosion depending on
Anolick et al. (30), Guan et al. (31), Lawson (32), and Tamthe availability and continuity of the water film. The BET
(33). Figure 14 is a plot of the relative humidity acceleratingisotherm, named after the discoverers, Brunauer, Emmett,
factor for some of the models versus H, demonstrating howand Teller (23), expresses the adsorbed water-film thickness
drastically different the field projections are. The models�, which is inversely proportional to the corrosion time to fail-
agree within a factor of 3 down to 40% H. However, they dif-
fer by orders of magnitude around 	10% H, which is what a
device experiences in the field.

The voltage factor plays a fundamental role in corrosion
and promotes the corrosion rate beyond the galvanic stage.
For alloys, such as Pb–Sn solders and Al–Cu lands, there are
always concentration gradients, precipitates, and intermetal-
lics which promote galvanic corrosion. When an external elec-
trical bias is applied, the corrosion rate is enhanced to an
extent which depends on both the intensity of the local poten-
tials and the applied voltage itself. The corrosion rate is nor-
malized to the galvanic corrosion rate, so that when the ap-
plied voltage is zero, the model reverts to the galvanic
component. The time to failure is given by (1)

tf = A
(1 − H)2

H
e�H/KT

1 + sinhµV
(40)

where
1

0

1

2

3

4

2 3 4

ln
 t

5
0

1/t, (k–1) × 10–3

∆Ha/KB

∆Hb/KB

KB = Boltzmann's constant

�H � activation energy, J/molFigure 13. Illustration of two activation energies across an operating
temperature range. K � 8.3143 J/mol � K
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and process residues. The proportionality constant and acti-
vation energy should be redetermined for a different process
and materials system. The presence of chlorides in residues
or in packaging materials causes major shifts in these two
constants by altering the reaction kinetics through a low acti-
vation energy path. The effect of chlorides on corrosion is
evaluated and quantified as a function of its concentration by
Eq. (41) given here (1):

tf = B
1 + βC

βC
(1 − H)2

H
e�H/KT

1 + sinhµV
(41)

where � is a concentration parameter C determined at differ-
ent levels of chloride. For values of �C � 1, the concentration
factor in Eq. (41) varies directly with the reciprocal of the
chloride concentration, whereas for �C � 1, the factor ap-
proaches 1, and the time to failure is independent of C. For
intermediate values of �C, the dependence is sublinear. Based
on corrosion studies, � is on the order of 10,000 m2/kg when
concentration is expressed in kg/m2. For leachable chloride
bulk concentrations in epoxy, the parameter � 	 0.005/ppm,
which is empirically determined with a number of chlorides.
The chloride factor has the form of the Langmuir adsorption
isotherm which describes surface corrosion and confers a
physical character on it. When dealing with gases instead of

1

2

3

4

5

Tam

Anolick

Guan

Lawson

BET

1010

108

1014

1016

1012

106

104

102

1

2
5

4

3

A
cc

e
le

ra
tio

n
 fa

ct
o

r,
 r

e
la

tiv
e

 t
o

 8
5

%
 R

H

0 20 40 60 80

Relative humidity (% RH)
electrolytic solutions, the factor is expressed in terms of the

Figure 14. Graphical comparison of RH-factor empirical models. partial pressure P instead of C: ��P/(1 � ��P). This is an ex-
ample of chemical corrosion unaccompanied by the generation
of electric current. Notorious for corrosiveness is lead sulfide,
PbS in S8 vapors. Corrosion, however, is practically elimi-H � relative humidity
nated by hermetic modules for their lifetime. One can expressT � absolute temperature, K
a critical quantity Qc of reactive species, such as Cl and S,V � voltage, V
that causes failure in time tf, as a function of species leak or� � voltage parameter, 0.05 to 0.10/V
permeation rate at atmospheric concentration (
, kg/s), spe-A � constant of the materials, time
cies reaction rate at atmospheric concentration (�, kg/s), and
internal module volume V under accelerated test conditionsThe voltage factor in Eq. (40), in particular, was applied to
of temperature, relative humidity, and bias:temperature–humidity corrosion under voltages varying from

0 to 25 V. The results shown in Fig. 15, fit Eq. (40) for � �
.075. The time to failure is related to the stress conditions via
the proportionality constant A, which is a characteristic of the

QC = αβ

α + β

[
tf − V

α + β

�
1 − exp −α + β

V
tf

�]
(42)

particular material system and process. In fact, the constant
When 
 � �, the corrosion process is controlled by the perme-differs as the process varies because of different impurities
ation or leak rate. Whereas if � � 
, the process is controlled
by the corrosion rate. The values of 
 and � are determined
experimentally by measuring the air leak rate of the module
(multiplied by the species concentration) (m3/s)(kg/m3) � kg/
s and determining the corrosion rate in an open environment,
using nonhermetic modules.

According to the transient term of Eq. (42), the partial
pressure of the reactive species reaches a steady state when
� � 
, which may be minutes, hours, or even days depending
on the degree of hermeticity and the initial disparity between
� and 
. It must be emphasized that the values of � and 

represent the corrosion rate in an open environment and the
leak rate at start, respectively, assuming that the module has
no pollutant inside at time zero. These rates, however, change
within the module as the species partial pressure rises and
approaches the steady-state level at which � � 
.

Galvanic Corrosion. This type of corrosion prevails in hu-
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mid environments without applied voltages when the metal
alloys have precipitates, intermetallics, or heterogeneousFigure 15. Normalization of the electric bias effect on corrosion.
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compositions. The model for this type of corrosion is expressed near the corrosion site, thus reducing its concentration gradi-
ent until a steady state is reached (� � �).by Eq. (41) for V � 0. In most cases the corrosion rate is diffu-

sion-controlled when the reaction is limited by the transport The model that describes corrosion in the presence of a
polymer has the same form as that for corrosion occurringrate of a reactant through a material, that is, a polymeric

film, corrosion product, or an encapsulant. The corrosion rate without a protective film, except that the activation energy
and the constant of proportionality are different. For a coat-increases or decreases depending on whether the permeabil-

ity of the material is raised or lowered by a temperature ing, the activation energy is that of permeation, whereas
without the film, the activation energy is that characteristicchange or by design. For a diffusion-controlled process, the

thickness of an oxide or lead carbonate layer grows as the of the reaction of the given species with the metal. When wa-
ter is rate-limited by diffusion, the activation energy throughsquare root of the time(parabolic growth), whereas the rate

diminishes as the reciprocal of the square root of the time. polyimide is 40.5 kJ/mol, and through an epoxy the activation
energy is 38.6 kJ/mol independent of the solder. Because per-The behavior is observed in other metallizations. Aluminum

orthophosphate forms at the interface of aluminum films and meability, which is the product of diffusivity and solubility, is
different above the glass-transition temperature Tg, one mustphosphosilicate glass (PSG) forms in the presence of moisture,

when the phosphorous pentoxide (P2O5) is not properly dif- ascertain that the accelerated tests are performed below Tg,
otherwise the test results are not relatable to the lower fieldfused or driven into the glass structure through high temper-

ature annealing. Some of the P2O5 remains free and picks up temperature, which is assumed to be below Tg. Generally, the
solubilities of light gases, such as N2, CH4, and CO2, are lowmoisture to form orthophosphoric acid. It has been shown

that the reaction is diffusion-controlled by the corrosion prod- enough to be within the limits of Henry’s law and thus in-
crease linearly with their partial pressure in the atmosphere.uct (34). The time to fail tf is given by
Among the more notable reactants that promote corrosion
and become part of the corrosion products are water vapor
(H2O), sulfur dioxide (SO2), hydrogen sulphide (H2S), nitrogentf = β�h2

c eβτ

2a2DC
(43)

dioxide (NO2), ammonia (NH3), and chlorine (Cl2). Concentra-
tions vary from thousands of ppm for water vapors to a frac-where
tion of one ppm, which may be the case for Cl2.

An important aspect of a polymer or elastomer film is theDC � 1.86 � 10�9 e��H/KT, kg/m � s
time delay it causes before corrosion can start. The delay re-� � 0.30/min
sults from the fact that pollutants from the atmosphere must� � annealing time, minutes
diffuse through the film before they reach the metal interface,�H � 53 kJ/mol, activation energy of permeation
assuming that corrosion initiates when the first molecule ar-� � kg/m3, density of phosphorous in the reacted layer
rives there. The delay time, calculated from Crank (35), gives�hc � m, corrosion layer thickness
the amount diffused as a function of time:

Polymer Film or Underfill Protection

Corrosion in the presence of a polymeric coating or an un- Q = C0D
h

[
t − h2

3D

]
− 2hC0

π2

∞∑
1

1
n2 e−π 2n2Dt/h2

(44)

derfill is attenuated because of the polymeric protection. How-
ever, cleanliness of the interface and a strong bond are essen- For h2/3D � t, Q � 0, which defines the delay time �, when Q
tial. If the interface is a continuous network of polymer bonds just becomes positive by receiving the first molecule:
without gaps or contamination, the chance of corrosion is re-
mote. In such an ideal situation, the polymer absorbs water
until it saturates to the level dictated by the outside vapor t = τ = h2

3D
(45)

pressure, acccording to Henry’s law. The water remains in
solution as long as there is no loss of adhesion or interfacial where � is the extrapolated t value for Q � 0 when the expo-
defect where corrosion can nucleate. Otherwise corrosion nent approaches zero. For SO2, the diffusivity in epoxy is
starts in those sites which become sinks to water and other about 5 � 10�13 m2/s at 45	C. If the encapsulant is 0.00002 m
corrosive species surrounding the area. As the corrosion prod- thick, the delay time is approximately 1500 h, which is con-
uct builds up, there is more water absorption so that the site siderable. Other examples can be worked out similarly.
becomes an electrochemical local cell (galvanic corrosion)
which extends further along the interface by capillary action

Metal Migration
between the joint and polymer and degrades the interface
chemically and by the pressure exerted by the corrosion prod- Metal migration through an electrolyte between thin-film con-

ductors is another important failure mechanism caused byuct, leading to failure. Which species are rate-limiting in the
process? Carbon dioxide (CO2) in the atmosphere has a partial metallic dendritic growths across the gap under the driving

force of an electric field. Figure 16 shows a Cu dendrite grownpressure of �26 Pa whereas that of water vapor is two orders
of magnitude higher. The water permeation rate through in a dilute solution of H2SO4 between Cu wires under a 5 V

bias. For metal migration to occur, the current density fluxcommon encapsulants is also much larger than that of CO2.
Therefore, CO2 controls the kinetics of lead carbonate forma- must be above the critical value which varies from metal to

metal. The mechanism requires a sufficient film of water totion, given that one molecule of each forms lead carbonate.
What is important is the rate at which the carbon dioxide is condense or adsorb in the gap, on the chip, or substrate sur-

face to provide the migration medium for the ions, which mi-supplied, which is dictated by its diffusivity and solubility in
the polymer. If CO2 were not rate-limiting, it would build up grate from the anode to the cathode, where they deposit and
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where

QTIP � metal deposition rate
� � Density of dendrite
l � Distance between biased circuit electrodes

M � Atomic weight
tb � Maximum time to bridge without poisoning

The poisoning effect is explainable by the lattice-step, edge-
energy per unit area E and the free energy decrease per unit
volume �G in the deposition process (36,37).

The failure distribution that one obtains from the migra-
tion mechanism results from a long-term effect (incubation)
which is a function of temperature, voltage, and relative hu-
midity. One can think of metal migration as the result of a
degradation mechanism which leads to the propitious condi-
tions amenable to ionic migration, though the time for the
dendrite to grow across the gap is of the order of seconds or

Figure 16. Cu dendrite grown from Cu wires in dilute H2SO4 solu- minutes. Therefore the failure distribution reflects the time
tion. Courtesy A. Cammarano.

for each site to become active, which controls the kinetics and
therefore the time to failure, which is described by the same
variables as the corrosion model. In fact, the metal migration
mechanism is an electrochemical process in which the oxida-reduce on metallic protrusions to form dendrites. The electric
tion-reduction involves no corrosion product because thefield in the vicinity of the growing dendrite provides a focus-
metal ions are transported, reduced, and deposited at theing action for the ions, allowing a high deposition rate capable
cathode in the metallic state rather than combining withof sustaining dendritic growth without being poisoned by im-
anions to form salts, hydroxides in situ. The model’s relativepurities. There is, however, a current density threshold asso-
humidity factor is the same as that for corrosion, based onciated with the electrolyte purity below which the dendrite
the BET adsorption isotherm (38,39). This has been amplycannot continue to form. This is the case when the crystallo-
verified, whereas the thermal factor has an activation energygraphic facets at the dendrite tip become poisoned, impeding
for hydrated-ion diffusion through the water film, which isorderly atomic deposition, because the energy to sweep the
independent of the ion type. The migration dependence onatomic step across the surface is too high. The closer the poi-
voltage (electric field), however, must meet the conditionssoning particles are, the harder it becomes for the crystalliza-
that the process halts when the electric field goes to zero. Thistion process to proceed.
is not true for the corrosion mechanism where local reactionThe migration mechanism requires chemical interaction
still occurs (galvanic) in the absence of an outside potential.between the surroundings and the metal to generate metal
The model is given byions, a polar transport medium through which ionic migration

occurs (i.e., water), and an electrical field. But for water to
provide a continuous film of adequate thickness, the relative
humidity has to be relatively high on a clean surface. If resi-
dues are present, aqueous condensation occurs at much lower

tf = A′ 1 + βC
βC

· (1 − H)2

H
e

�H
K T

sinh
µ(V − VT)

d

(47)

levels of humidity, and therefore metal migration is more
where VT is the voltage threshold that can vary from 0.5 V toprobable, assuming that the other conditions are met. There-
2 V depending on contamination and local alloy composition.fore, one can speak only of the probability of metal migration,
It is usually assumed zero for tests run at relatively high volt-which increases with the degree of aqueous condensation,
ages. The parameter d is the gap between the anode and thewhich in turn depends on the relative humidity. On the other
cathode, and � � 0.0000075 m/V, to fit migration’s linear de-hand, the metal’s susceptibility to migration depends on the
pendence on low voltages prevailing at use conditions. �H hasoxidation potential, the chemistry of the electrolyte at equilib-
been shown to be 
0.3 eV, reflecting the diffusion-controlledrium, the energy state of its surface, and the tenacity of the
process through water.oxide layer, if any, through which ionic species are exchanged

to keep the process active.
There is competition between the metal deposition rate FORCED-DIFFUSION TRANSPORT MODELS

and the adsorption rate of the capillary-active impurities. If
the concentration of impurities is sufficiently low, they are Electromigration
easily buried by the growing lattice planes of the depositing

This mechanism affects solder interconnects and circuitry, es-metal. The critical current density corresponds to the steady
pecially aluminum lands and to a lesser extent Al–Cu, wherestate at which the diffusion/deposition rate of the impurities
Cu can be a maximum of 4% by weight. The electromigrationat the surface is equal to the rate at which they are buried by
failure mechanism becomes significant at 0.10 GA/m2 for sol-the metal deposition:
der joints and an order of magnitude higher for Al–4%Cu.
The failure mechanism of mass movement of the matrix metal
ions in the direction of the electron flow causes metal deple-Q̇TIP ≥ ρl/Mtb (46)
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tions, voids, and finally an open circuit. It is a cumulative force on the activated ions in a direction opposite to that of
the electron flow. By colliding with activated metal ions, theeffect which gradually produces shallow via-voids in solder

bumps, thus reducing the cross section of the pad interface, electrons exert a force on them in the electron flow direction.
Therefore, the activated ions are simultaneously subjected towhich increases the current density and accelerates the deg-

radation process until failure. Failure occurs precipitously un- these two competing forces. The metal ions (atoms with a net
screening charge of eZ*) drift in the direction of the predomi-der high test stress when the coalescing voids virtually extend

across the entire cross section of the via, such that the last nant force, which for most common metals used in microelec-
tronic circuits (including Pb–Sn solders) at moderate temper-vestige of conducting metal melts due to Joule heating. As the

void extends throughout the via, the thin-film metallization ature is in the direction of the electron flow. The process is
one in which the electrons transfer their momentum to theor ball limiting metallurgy (BLM) in the sidewall step must

carry the total current. If the thickness of the thin-film struc- metal ions which will be able to jump across the energy bar-
rier if the momentum added to the thermally activated ionsture is inadequate to carry the current load, failure occurs

catastrophically as a result of thin-film melting. In field condi- is sufficient. In such cases, the drift of the metal ions is to-
ward the anode or positive end, whereas the generated vacan-tions, this mechanism is not of much concern for solder joints.

Aluminum and Al–Cu stripes are similarly affected by elec- cies move toward the cathode. The two forces, electrostatic
field and electron momentum transfer, however, need nottromigation. Opens occur where there is a mass flux diver-

gence due to grain size differences along the stripe: large have an opposite effect. A more complete statement is that if
the drift occurs in the direction of the electron flow, then thegrains followed by small grains in the direction of the electron

current, which provides more grain boundaries for the mass electron momentum transfer is either dominant over the elec-
trostatic force on a positive eZ* or the electrostatic force isoutflow (Fig. 17).

Electromigration results from two driving forces, the elec- acting on a negative eZ*, in which case it is in the same direc-
tion as the electron flow. On the other hand, if the drift is intric field and the ‘‘electron wind.’’ The electric field exerts a
the direction opposite to the electron flow, then eZ* can be
only positive and the electrostatic force predominates over the
electron flow. The material properties which are important
with respect to electromigration are the metal’s grain bound-
ary diffusion (self-diffusion or diffusion of a significant alloy-
ing element usually in solution), the activation energy, and
the proximity of the operating temperature to the melting
point of the metal or alloy. The activation energy for grain
boundary diffusion is usually about half that of lattice diffu-
sion. Therefore, the finer the grain size, the more predomi-
nant grain-boundary diffusion becomes at temperatures
where both diffusion modes are significant. The minimum
temperature at which bulk diffusion starts to dominate in-
creases as the grain size diminishes. The question is often
asked why electromigration, which invoves the transfer of a
relatively small amount of energy to the drifting ions (com-
pared to the activation energy of self-diffusion), has such a
formidable effect on the failure mechanism. In general, such
transfer energies amount to a few hundredths of one electron
volt, hardly sufficient to dislodge the atom from the lattice.
However, it may be adequate to cause ion drift by colliding
with thermally activated ions which need only a small force or
momentum transfer to make the transition across the energy
barrier. The generic electromigration model is a function of
the diffusivity of the diffusing element in an alloy (or self-
diffusion in a metal), the current density, the stress differen-
tial between anode and cathode, the length of the conductor,
the atomic volume, the electric resistivity, and the effective
charge. It includes the backflow compressive stress. The deri-
vation of the electromigration velocity based on the modified
Nernst–Einstein expression (40,41), is written in terms of dif-
fusivity D, electric field E, effective charge eZ*, the constant
K, and temperature T:

v = DEeZ∗/KT (48)

Based on Ohm’s law, Eq. (1) becomes:

Figure 17. Electromigration circuit open where fine grains follow
coarse grains in the electron flow direction (courtesy A. Cammarano).

v/J = ρeZ∗D0

KT
e

−�H
K T (49)
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and because (�/T) and eZ* are reasonably independent of tem- effect on TiN with aluminum films having different lengths,
which developed stress gradients opposing the mass flow andperature
were responsible for the current density threshold. The drift
velocity is given byv = AJ exp

−�H
KT

(50)

Vd = (ρeZ∗J − �σ�/L)(D/KT ) (54)
which is expressed in terms of transport rate per unit area
normal to the flow as where

� � Atomic volumeQ̇ = σv = A′J exp
−�H
KT

(51)
L � Bump height

�� � Backflow stresswhere

For a sufficiently short conductor, the back stress will com-A
 � �(�/T)eZ*D0
pletely annihilate the electromigration rate when this condi-� � Metal density
tion is met:

In addition, Eq. (48) states that v and D have the same tem-
perature dependence. From Eq. (51), if a critical amount Qc (LJ)c = �σ�

eZ∗ρ
(55)

per unit cross section has to be depleted to cause a failure in
the circuit, then

where Lc is the critical length below which the drift velocity
is zero for a current density satisfying Eq. (55). Based on this
equation, one can improve electromigration resistance by us-

Qc

Q̇
= tf = B

J
exp

�H
KT

(52)

ing alloys consisting of metals with high ��/eZ*� values or
high E/eZ*�, where E is the elastic modulus. For this pur-At field temperatures, high-lead Pb–Sn bumps that fail by
pose, tf is given byelectromigration do so through grain boundary diffusion. For

example, for grain-sizes of a few micrometers in diameter,
grain-boundary diffusion predominates up to a temperature
around 60% of the melting point T 
 0.6 Tm. However, if the

tf =
[

A
kT

�
1.6 × 10−15Z∗ρJn − 106�σ�

L

�
e−�H/KT

]−1

(56)

grain size is increased by one or two orders of magnitude thus
enormously reducing the total grain boundary’s cross-sec- where
tional area, then electromigration is controlled by the lattice
diffusion through the bulk of the grains. Grain boundary

�H � activation energy of diffusion, J/molwidth is assumed to be a couple of angstroms. The effective
K � 8.3143 J/K � moldiffusivity Deff can be expressed as
n � experimental parameter

�� � stress differential, Pa
A � proportionality constant, m/h � molDeff = Dv +

�
πδ

d

�
Dg (53)

� � atomic volume, m3 (for Pb, 3.03 � 10�29 m3)
Z* � effective charge numberwhere

When one plots the reciprocal time to failure 1/tf versus J,� � Grain boundary width
one obtains a straight line displaced to the right of the origind � Grain diameter
where there are no data for J values comparable to the field.
It would require years of testing at very low current densitiesIncreasing d in Eq. (53) emphasizes bulk diffusivity and ac-
to determine the shape of the curve at such low stress values.cordingly curtails electromigration. One must also consider
As a result, one either fits the data with a straight line andthe effect of the backflow compressive stress that develops in
introduces a JTH intercept or fits the data by forcing the curvethe conductor (more compressive downstream) and is respon-
through the origin, in which case an exponent for J greatersible for an electromigration threshold. In fact, the backstress
than 1 is obtained, as shown in Fig. 18. Both approaches arecan completely annihilate the mass transport rate due to elec-
suitable and reasonable, though the latter is generally em-tromigration. Such a condition is met when the product of the
ployed because it is more conservative. The empirical J expo-current density and the length of the conductor equals the
nent is in the range 1.6 to 1.8 for solder bumps, and �2 forproduct of the stress gradient and the atomic volume divided
aluminum lands. An empirical model derived from Pb–Snby the product of the effective charge and resistivity. This is
film depletion data obtained at different temperatures andan important aspect of the model because conductors are con-
current densities for a number of Pb–Sn alloys was developedstrained by passivating films, whereas the chip solder-joints
by Di Giacomo (44):or C-4s are constrained by underfill materials. Under such

conditions, compressive stress gradients can achieve suffi-
cient magnitude to counter the effect of electromigration sig-
nificantly. Blech and Herring (42) and Blech (43) showed the

tf = C
(J − JTH)

exp
�H
KT

(57)
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Thermomigration

Thermomigration is a forced-diffusion mechanism analogous
to electromigration except that the driving force is a thermal
gradient �T rather than a potential gradient �V. The mecha-
nism affects mainly solder joints which are susceptible to it
when the thermal gradient is �105 	C/cm at temperatures
��� the melting temperature. Failure occurs by depletion of
the diffusing element in the direction of the thermal gradient,
usually at an interface where such an element cannot by re-
plenished because of flux divergence. According to Adda and
Phillibert (47) and Wever (48), one can express the mass
transport rate per unit area q by

q = A
Q∗DC∇T

RT2
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Figure 18. Solder depletion area vs. time at various temperatures.
Source: Di Giacomo, G. 1979, ‘‘Electromigration Depletion in Pb–Sn

Q* � Heat of transportFilms.’’ 17th Ann. Proc., Reliability Phys.  1979, IEEE.
D � D0 exp(��H/KT), diffusivity of diffusing species
C � Concentration of diffusing species
A � Unitless constant of proportionality

where
From Eq. (59), the time to failure based on critical mass
depletion criterion qc, electric resistance delta, is written asC � 80,000 A � h/m2

JTH � 4.5 � 107 A/m2

tf = A′T2∇T−n exp(�H/KT ) (60)
�H � 58 kJ/mol

where A
 � qck/Q*D0, a constant of the material and n � 1 to
Based on the model, at 85	C and 1.45 � 108 A/m2, the time 3. In practice, it is found by extrapolation that the reciprocal
for 50% depletion t50 is �106 h for a lognormal distribution time to failure is a linear function of �T with an intercept or
sigma of 0.44. The Pb–5%Sn films were wide enough to have threshold �TTH. Therefore, Eq. (60) is written as
hundreds of depleted areas distributed over the film width.
The results show that mass transport is linear with current tf = A′T2(∇T − ∇TTH) exp(�H/KT ) (61)
density and that there is a current density threshold below
which electromigration practically ceases. In fact the lowest Empirical failure data show that plots of 1/tf versus �T ex-
current density stress was 5 � 107 A/m2 (slightly above the trapolate to a threshold of 8.5	C/0.0008 m or �10,000	C/m.
threshold), at which the depletions were practically nonexis- The data also show that when the curves are forced through
tent. Note that the threshold here is based on direct observa- the origin, 1/tf depends on �T3, which is the form used for
tions of the damage in large and homogeneous films. A lim- failure projections because it is more conservative and repre-
ited number of films do not reflect the statistics of solder sents the statistical nature of the data better. The curves are
bumps and therefore are more amenable to expression in similar to those obtained for electromigration (Fig. 18) which
terms of a threshold model. In fact, the results prove the exis- are plots of 1/tf versus J. The thermomigration data were gen-
tence of the threshold and its magnitude, though in practical erated in a study of Pb–In and Pb–Sn solders at IBM for
statistics, the higher power of J is adopted because it is more different �T, varying from about 50,000	C/m to 320,000	C/m.
representative of the process (affecting the threshold) and the This is an accelerated test compared to the field where the
statistics associated with it. Figure 18 shows the depletion gradients are below 50,000	C/m. For high-lead Pb–Sn sol-
rate versus time at various temperatures, from which the ac- ders, a thermal gradient of 150,000	C/m is of concern at op-
tivation energy of diffusion was determined as 58 kJ/mol. erating temperatures below 100	C. However, low-melting sol-
Mass depletion occurs predominantly in those grains having ders such as the Pb–Sn eutectic, the Bi–Sn eutectic, and
the (100) and (111) planes parallel to the film surface and high-tin Sn–Sb and Pb–In alloys are more vulnerable than
oriented in the �110� direction with the electron flow, most high-lead Pb–Sn solders.
likely to occur because they form the most stable energy con- What defines the heat of transport Q*? According to Hun-
figurations on the basis of nearest neighbors (45). From the tington (49), the main contributors to Q* in a diffusion va-
average mass transport calculated from the depletions, an ef- cancy mechanism are the migration energy �Hm and the va-
fective electromigration velocity v and diffusivity D were also cancy energy of formation �Hf, written as Q* � ��Hm �
obtained at J � 1012 A/m2, T � 423 K, and Z* � 7 (46): �Hf. Beta indicates the part of the energy residing at the side

of the jumping atom, and � for an FCC lattice is 0.8. For in-
dium, �Hf � 43.5 kJ/mol, and the activation energy for self-
diffusion �HD � 77.3 kJ/mol. This yields �Hm � �HD �

v = eZ∗ρD(J − JTH)

KT
� 10−14m2/s (58)

�Hf � 33.8 kJ/mol, and the vacancy contribution to Q* there-
fore is about �14.5 kJ/mol. Evidently, Q* is a quantity af-where D150	C � 5 � 10�17 m2/s.
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fected by many variables and must be determined for each R(1/T � 1/T0), where T0 � 403 K. In addition to open mod-
ules, ‘‘hermetic’’ modules were also tested to determine thematerial. In practice, Q* becomes part of the proportionality

constant, and the experimental variables are �T across the oxide growth rate under restricted oxygen conditions. The ox-
ide film thickness in a hermetic environment, expressed as ajoint and average T. Gurp, deWaard, and Duchatenier (50)

studied the thermomigration of indium and determined the function of oxygen leak rate L, the rate R at which oxygen is
consumed during oxidation, temperature T, and time t is writ-heat of transport Q*. They employed wide stripes with under-

lying molybdenum as the heater, causing voids in the metal ten as
film above the heater stripe at 120	C, which produced deple-
tions and hillocks in few hours at temperature gradients on
the order of 2 � 106 K/m and compressive stress exceeding
the yield point of indium. The activation energy was 0.8 eV

hox(L,C, T, t) = ḣox(T, t)L
aC + L

{
t − V

aC + L

�
1 − exp −aC + L

V
t
�}

(64)
(77.3 kJ/mol) equal to that of lattice diffusion. The heat of
transport Q* was estimated at 11.6 kJ/mol. For the thermo- where
migration of an interstitial solute in a linear temperature gra-
dient, the stationary state �T produces a stationary opposing hox(T, t) � d/dt[hox(T, t)], measured oxidation per second
concentration gradient �C, leading to Ji � 0 at steady state. a � Area of solder, m2

In view of irreversible thermodynamics (51,52), at steady C � (�s/�g)hox(T, t) exp �21,000/R(1/T � 1/To),
state m3(O2)/s � m2, O2 consumption rate

�s � density of oxygen in oxide, kg/m3

�g � density of oxygen in atmosphere, kg/m3

L � Oxygen leak rate, m3(atm)/s

d lnCi

d(1/T )
= Q∗

i

K
(62)

T � 403 K or 130	C
In a nonstationary state, the initial and final �C conditions t � time, s
must be known accurately, and the flux must be in accordance
with At 130	C, C � 7.9 � 10�9m3/s � m2. If the area a � 0.000025

m2, the leak rate is 10�15m3/s, the volume V � 0.000002 m3,
and the time is 80,000 h (2.88 � 108/s), then the oxide thick-J = −D

�
∇C − C

Q∗

KT2
∇T

�
(63)

ness is 10.7 nm instead of 710 nm under nonhermetic condi-
tions. Depth profiles leading to the determination of the oxideDespite the fact that Soret (53) discovered the effect over a
film thickness have been investigated by DiGiacomo (14), Sen,century ago, it still is not quite understood.
Sen, and Bauer (54), and Okamoto, Carter, and Hercules (55)
using Auger analysis. On the other hand, ESCA was em-

OXIDATION ployed to determine the oxide stoichiometry, whereby one can
determine the binding energy of an electron in atoms of a

Solders oxidize readily to form oxides of the most chemically given element, which exhibit small variations in differing
active metal within the alloy. For high-lead Pb-Sn, the pre- chemical combinations. The depth analyzed in this process at
dominant oxide formed is SnO, which covers the entire sur- the sample surface is on the order of 1 nm. The technique is
face of the alloy despite the low Sn concentration. At tempera- very useful in compound identification and is frequently used
tures above 100	C, some PbO also forms. Tin oxide performs in studying solders and other metals surface (55–57).
a useful function for solder bumps, namely, that of protecting
the joint from corrosion by lead carbonate formation. On the

RH WITHIN SEMIHERMETIC MODULESother hand, its presence at any stage of the process hinders
solder wettability and prevents the bumps from achieving a

Inside semihermetic or hermetic modules, the relative humid-spherical shape. Lead carbonate also increases contact resis-
ity is much lower at any time than in an open environment attance for pad-on-pad or edge connectors thus influencing the
the component’s operating temperature. In fact, the relativethermal properties and package thermal management. The
humidity increases with time and as a function of the modulesolder oxidation kinetics are useful for process reasons and
leak rate. On this basis, the corrosion model expressed by Eq.for coping with electric and thermal requirements. For Bi–Sn
(41) is given byeutectic films exposed to 85	C and 81% RH, the oxide showed

a parabolic growth for which the thickness can be expressed
as hox(t) � 1.2 � 10�9t1/2 m, and the oxidation rate dhox/dt �
(6 � 10* � 10)t�1/2 m/s1/2. At the early stage, the oxide film is

t50 = A
1 + βC

βC
e

�H
K T

[1 − Ho(1 − e−at )]2

Ho(1 − e−at )(1 + sinhµV )
(65)

not continuous because nucleation takes place in discrete
sites on the surface of the solder. As the oxide film grows, the in which the relative humidity H has been replaced by
texture and distribution are altered with time, which helps in
understanding the degradation of electric and thermal resis- H = Ho[1 − exp(−at)] (66)
tance at interfaces. This behavior has been observed in
Pb–Sn and Bi–Sn eutectic alloys (14,15). The Pb–Sn eutectic where a � L/V and Ho is the outside relative humidity. When

at �1, Eq. (59) reduces to Eq. (35), the open, nonhermetic(0.05 mm thick) was electroplated on Cu films, reflowed
at 220	C and aged at 130	C. The SnO thickness was deter- form. If the module has a polymer seal, then the permeation

rate of water vapor into the module is a function of the sealmined by Auger analysis, which is expressed as a function of
time and temperature: hox(t, T) � 1.8 � 10�11t exp �21,000/ perimeter length l, height h, width w, and water permeability
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17. C. F. Felter, Acta Mettall., 21: 351, 1972.P, yielding the parameter a � lhPp/wV � L/V, from which
the leak rate L � hlPp/w. Normalization of results from her- 18. T. K. Hong et al., Threshold stress for cyclic creep accelerated

copper, J. Mater. Sci., 23: 1569–1572, 1972.metic and nonhermetic modules requires this analysis, based
on permeation or leak rate. 19. I. Finnie and W. R. Heller, Creep of Engineering Materials, New

York: McGraw-Hill, 1959.

20. M. F. Ashby and R. A. Werrall, Diffusion-accommodated flow andCONCLUSIONS
superelasticity, Acta Metall., 21: 149–163, 1993.

21. J. Weertman, Trans. Metal Soc. AIME, 227: 1475–1476, 1963.In this chapter, we have described fundamental and impor-
22. G. Di Giacomo, Modeling solder joints cyclic creep, Proc. Int. Elec-tant failure mechanisms which are of most concern to the mi-

tron. Packag. Conf., Atlanta, 1994, pp. 748–758.croelectronics packaging industry, and we have tried to learn
23. S. Brunauer, P. H. Emmett, and E. Teller, J. Amer. Chem. Soc.,how those failure mechanisms can be expressed in generic

105: 309, 1983.forms by characterizing material parameters and processes
and by generating more quantitative fatigue data through 24. N. Lycoudes, The reliability of plastic microcircuits in moist envi-

ronments, Solid State Technol., 21 (10): 53–62, 1978.better controlled experiments. The approach has provided the
empirical and theoretical background necessary for widening 25. D. S. Peck, Comprehensive model for humidity testing correla-

tion, IEEE Int. Reliability Phys. Symp., 1986, pp. 44–50.the scope of reliability models and reducing the need for ex-
perimentation. We have tried to achieve flexibility and to ex- 26. R. P. Merrett, J. P. Bryant, and R. Studd, An appraisal of high
tend the models to new applications and to cope with different temperature humidity stress tests for accelerating plastic encap-

sulated semiconductor components, IEEE Int. Reliability Phys.materials and designs. This leads to greater understanding of
Symp., 1983, pp. 73–82.the mechanisms and to more reliable failure projections in

the field. 27. C. G. Sherley and C. E. C. Hong, Optimal acceleration of cyclic
C.H.B. Tests for plastic packaged devices, IEEE Int. Reliability
Phys. Symp., 1991, pp. 12–22.
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