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ANALOG INTEGRATED CIRCUITS

Although digital signal processing brings great advantages
such as robustness, flexibility, and precision, analog circuits
still play a vital role in today’s electronic systems. Interface
circuits between the digital processor and the analog ‘‘real
world’’ are required, and these analog circuits must operate
to demanding specifications to ensure that the performance of
the digital sections is not compromised.

Analog integrated-circuit (IC) design exploits the operation
of transistors in their active region of operation. Thus the per-
formance of an analog IC is generally closely related to the
parameters of the process. Bipolar processes offer high-gain
and high-frequency performance, and the fairly recent devel-
opment of complementary bipolar processes, which offer fast
vertical p–n–p as well as n–p–n transistors, has made possi-
ble the implementation of analog circuits that exploit this pro-
cess symmetry. Complementary metal oxide semiconductor
(CMOS) processes offer the potential for low-power operation
at low processing cost, and since CMOS is the technology of
choice for digital ICs, the drive in analog IC design is to ex-

J. Webster (ed.), Wiley Encyclopedia of Electrical and Electronics Engineering. Copyright # 1999 John Wiley & Sons, Inc.



ANALOG INTEGRATED CIRCUITS 477

stability. Clearly if �T(s)� � 1 or �A(s)� � �AC(s)�, then the
closed-loop gain is virtually independent of the open-loop
gain, and

AC(s) ≈ 1/B(s) (2)
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The closed-loop gain is thus defined by the external feedback
Figure 1. In a system with negative feedback, a proportion of the components, which can be very accurately manufactured; this
output signal is subtracted from the input signal, and the resultant is the most attractive and desirable feature of negative-feed-
‘‘error’’ signal is applied to the forward amplifier.

back systems. However, though negative feedback is desir-
able, it results in potential instability when additional nega-
tive phase shift is introduced into the loop gain T(s), as then

ploit CMOS where possible to enable mixed-mode designs to the negative feedback tends to become positive. The phase
be fully integrated. margin �M is a common figure of merit used to indicate how

When compared to discrete circuit implementation, analog far the amplifier is from becoming an oscillator. �M is defined
IC design offers close matching between devices, and small as
device and interconnect dimensions, leading to higher op-
erating frequencies and reduced power consumption. How- �M = 180◦ + �(|T(s)| = 1) (3)
ever, the absolute tolerance of integrated components is gen-
erally poor, leading to the need for tunability or for robust If �M � 0�, then the phase of the loop gain T(s) is exactly
circuits that are not sensitive to component variations. �180� when the loop-gain magnitude is unity [�T(s)� � 1].

This section outlines various circuit design techniques and From Eq. (1) the closed-loop gain magnitude �AC(s)� will be
circuit architectures for the implementation of high-perfor- infinite, and the circuit will act as an oscillator. For stable
mance analog integrated circuits. The techniques are intro- operation a phase margin of greater than zero is required,
duced at a general level to give the reader an appreciation of and generally the target is to make �M 	 45� for reasonably
the important issues involved, and although particular circuit stable performance. However, excessive �M is undesirable if
architectures may be shown as an example, the general prin- settling time is an important parameter in a particular appli-
ciples will apply on a wider scale. The core analog design cation.
methodology is current-mode analog signal processing, a de- To ensure that the amplifier is unconditionally stable, sta-
sign style that clearly illustrates the impact process technol- bility must be guaranteed for all values of feedback factor
ogy has on analog circuit theory, circuit design, and appli- B(s). This is done by maintaining a phase margin �M � 0� for
cation. 100% feedback, that is, when �B(s)� � 1. If the feedback net-

work B is taken to be resistive, then any additional phase lag
in the loop gain comes from the open-loop amplifier A(s). Tai-AMPLIFIER ARCHITECTURES
loring the phase response of A(s) so that the phase lag is less
than 180� when �A(s)� 
 1 will ensure that the amplifier isThis section describes the relationship between the open-loop
unconditionally stable.architecture of an amplifier and the resulting closed-loop per-

formance. Techniques for achieving maximum bandwidth for
Two-Pole Amplifiers With Negative Feedback. IC amplifiersa given closed-loop operation are outlined that are inherently

typically exhibit a two-pole response in their open-loop gainsuited for IC realization, and the most common IC operational
characteristics, and the relative location in frequency of theseamplifier architectures are described (see also the section
two poles is critical in determining the stability of the ampli-entitled ‘‘Operational Amplifiers’’). Since amplifiers with high
fier under closed-loop operation. It is the IC designer’s objec-open-loop gain are generally used in closed-loop applications,
tive to position these open-loop poles to best advantage so asa discussion of negative feedback and stability is given as an
to achieve maximum bandwidth consistent with versatile andintroduction.
stable performance. Each pole will contribute a low-pass filter
function to the open-loop gain expression, and thus the open-Negative Feedback and Stability
loop gain A(s) is given by

Negative feedback is often employed around amplifiers with
high open-loop gain to achieve a well-defined closed-loop gain A(s) = A0/(1 + s/ωP1)(1 + s/ωP2) (4)
and an improved frequency response. In effect the high gain
is reduced in exchange for a wider, flatter bandwidth. The where A0 is the dc open-loop gain and �P1 and �P2 are the pole
classical negative feedback system is shown in Fig. 1. Analyz- frequencies. Each pole introduces 45� of phase lag at the pole
ing this system gives the well-known expression for the frequency � � �P and a further 45� at � 	 10�P. A typical
closed-loop gain AC(s): plot of A(s) versus � is shown in Fig. 2. At low frequencies

where � � �P1 the gain is flat; then at �P1 the gain begins to
fall at a rate increasing to �20 dB/decade. This roll-off even-AC(s) = A(s)/[1 + B(s)A(s)] (1)
tually steepens to �40 dB/decade as the second pole is passed
at �P2.where A(s) is the open-loop gain of the amplifier and B(s) is

the feedback fraction. T(s) � B(s)A(s) is referred to as the loop With respect to the phase plot in Fig. 2, at � � �P1 it can
be seen that the output lags the input by 45�, rising to 135�gain, and the behavior of T(s) with frequency is a key parame-

ter in feedback system design, particularly for determining at �P2, to finally 180� at � 	 10�P2. To ensure unconditionally
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Figure 4. Generalized two-port amplifier, known as the ‘‘nullor.’’

order to obtain a phase margin of 45� the ratio N must be
approximately 700.

For a further discussion of negative feedback, stability,
and phase margin, see Ref. 1.

Early Concepts in Amplifier Theory: The Ideal Amplifier

The amplification of signals is perhaps the most fundamental
operation in analog signal processing, and in the early days
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amplifier circuit topologies were generally optimized for spe-

Figure 2. Typical open-loop gain magnitude and phase response for cific applications. However, the desirability of a general-pur-
a two-pole amplifier. pose high-gain analog amplifier was recognized by system de-

signers and IC manufacturers alike, since the application of
negative feedback allows many analog circuit functions (or op-
erations) to be implemented accurately and simply. A general-stable performance, the second pole must be sufficiently far
purpose device would also bring economies of scale, reducingfrom the first to achieve adequate phase margin. Figure 3
the price and allowing ICs to be used in situations where theyshows curves of dc open-loop gain A0 versus the ratio N of the
may have previously been avoided on the basis of cost. Opera-two pole frequencies (N � �P1/�P2) for different values of
tional amplifiers were thus featured among the first genera-phase margin. So for a given value of A0, say A0 � 1000, in
tion of commercially available ICs; however, the concept of an
amplifier with high open-loop gain dates back many decades.

In 1954 Tellegen introduced the concept of an ideal ampli-
fier (2) as a general building block for the implementation of
linear and nonlinear analog systems. This ideal device was a
two-port circuit with four associated variables—V1, I1 at the
input port and V2, I2 at the output port. When represented
geometrically in four-dimensional space the device could be
defined by the planes V1 � 0, I1 � 0 and V2, I2 arbitrary. The
amplifier would therefore exhibit an infinite power gain be-
tween the input and output ports.

In 1964 Carlin proposed the concept of the nullor (3),
which was a two-port circuit comprising an input nullator and
an output norator, as shown in Fig. 4. The port voltage and
current of a nullator are always zero, while the port voltage
and current of a norator can independently take any value;
both components therefore have an undefined impedance. The
nullor satisfies the definition of an ideal amplifier as given
by Tellegen in Ref. 2. As an electrical circuit component, the
transfer properties of the nullor only become well defined if
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N an external network provides for feedback from the output to
the input port, as shown in Fig. 5. The output variables (V2,Figure 3. The graphs of open-loop dc gain A(s) versus the open-loop
I2) will then be determined by the external network in such apole ratio (N � �P2/�P1) for a two-pole amplifier show that an in-
way that the input conditions (V1 � 0, I1 � 0) are satisfied.creased phase margin (�M) is obtained by either increasing N or re-

ducing A0. Depending on the nature of the external feedback network,
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V1 V2I2I1 Nullor0 ∞
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network

Figure 5. The application of negative feedback around the nullor
causes the output voltage and current to be at the levels that ensure
that the input port conditions (I1 � V1 � 0) are satisfied.

many linear and nonlinear analog transfer functions can be
implemented. In addition, the external network can usually
be chosen such that the resulting transfer function is inde-
pendent of any source or load. The nullor is thus particularly
suitable for separating two stages of an analog system that
are mismatched in terms of impedance, thereby eliminating
loading effects and allowing stages to be easily cascaded.
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Figure 6. The use of resistive negative feedback allows any one of
The Ideal Amplifier Set the four basic closed-loop amplifier configurations to be implemented.

In each case the closed-loop gain is precisely defined by the externalThe nullor is the most general case of a universal ideal ampli-
resistors, provided that the amplifier has a very high open-loop gain.fier, but in practice the undefined input and output resistance
(a) V–V Amplifier, (b) I–I amplifier, (c) I–V amplifier, (d) V–I am-levels make this device difficult to implement. Tellegen recog-
plifier.nized this problem and proposed a set of four ideal amplifiers

(2), each with a well-defined input resistance (RI) and output
resistance (RO). These four ideal amplifiers are the following.

closed-loop transfer function and the circuit components can
be clearly seen. Each single transfer function within the table1. The Voltage Amplifier (AV). This device has an open-cir-
has been divided into two parts. The first term or factor iscuit input port (RI � �), a short-circuit output port
dependent only on the external feedback resistors and defines(RO � 0), and an open-loop voltage gain (V2 � AVV1).
the ideal closed-loop gain (that which would be obtained if the2. The Current Amplifier (AI). This device has a short-cir-
amplifier was an ideal nullor). The second term or factor iscuit input port (RI � 0), an open-circuit output port
dependent on the open-loop gain of the amplifier and the mag-(RO � �), and an open-loop current gain (I2 � AII1).
nitude of the source and load resistance, in addition to the3. The Transresistance Amplifier (RT). This device has
gain-setting resistor values. To approximate the behavior ofshort-circuit input and output ports (RI � RO � 0), and
an ideal nullor, the closed-loop transfer functions should bean open-loop transresistance gain (V2 � RTI1). entirely independent of both source and load resistance, and

4. The Transconductance Amplifier (GT). This device has this can be achieved if each amplifier has an infinite open-
open-circuit input and output ports (RI � RO � �) and loop gain (that is, if AV � AI � RT � GT � �). The second
an open-loop transconductance gain (I2 � GTV1). terms will then become unity, and Table 1 will condense as

shown in Table 2. If each of the four amplifier types have
For each amplifier, the available power gain is infinite, and infinite open-loop gain, it is irrelevant which particular type
the output voltage or output current is directly proportional is chosen to implement a particular application, since the re-
to the input voltage or input current, independent of any load- sulting closed-loop transfer functions reduce to the same ba-
ing effects. sic form.

The differing levels of input and output resistance among
the various amplifier types suggests that each might perform Closed-Loop Frequency Response
differently when presented with the same external network.

The ideal amplifier requirement of infinite open-loop gain isTo investigate this further we return to Tellegen’s ideal am-
not possible to achieve, and practical devices have open-loopplifier set (AV, AI, RT, GT) and derive the transfer functions
gains that are both finite and frequency dependent. Assumeobtained when each amplifier is configured in turn to imple-
for simplicity that the amplifier open-loop gain A(s) has a sin-ment the various closed-loop functions shown in Fig. 6. These
gle dominant pole, which can be written ascircuits are chosen for the varying combinations of input

source and output drive that they impose on the ideal ampli-
fier. The transfer functions for these circuits are obtained by A(s) = A0/(1 + s/ωa) (5)

replacing the ideal amplifier by each of the specific types (AV,
where AO is the open-loop dc gain magnitude and �a is theAI, etc.) in turn, and the results are summarized in Table 1
open-loop 3 dB bandwidth. At frequencies greater than �a,(note G � 1 � R2/R1).

This table offers valuable insight into the operation of the
A(s) ≈ (A0ωa)/s = GB/s (6)various amplifier types, since the relationship between the
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Table 1. Closed-Loop Amplifier Transfer Functions

(a) V–V Amplifier (b) I–I Amplifier (c) I–V Amplifier (d) V–I Amplifier

�1 �
R2

R1
�� AV

AV � 1 �
R2

R1

� �1 �
R2

R1
�� AV � 1/G

AV � 1 �
R2

RS
�

RL

R1
�

GRL

RS

� R2 � AV

AV � 1 �
R2

RS

� 1
R1 � AV

AV � 1 �
RL

R1

�1. AV

�1 �
R2

R1
�� AI � 1/G

AI � 1 �
R2

RL
�

RS

R1
�

GRS

RL

� �1 �
R2

R1
�� AI

AI � 1 �
R2

R1

� R2 � AI

AI � 1 �
R2

RL

� 1
R1 � AI

AI � 1 �
RS

R1

�2. AI

1
R1 � RT � R1

RT � RS � RL �
RS RL

R1

��1 �
R2

R1
�� RT

RT � R2 � GRS
� �1 �

R2

R1
�� RT

RT � R2 � GRL
� R2 � RT

RT � R2
�3. RT

�1 �
R2

R1
�� GT

GT �
1
R1

�
G
RL

� �1 �
R2

R1
�� GT

GT �
1
R1

�
G
RS

� R2 � GT � 1/R2

GT �
1

RL
�

1
RS

�
R2

RL RS

� 1
R1 � GT

GT �
1
R1

�4. GT

where GB is known as the gain–bandwidth product of the ation with an ideal (infinite-gain) amplifier. The four
emboldened diagonal K values, however, are independent ofamplifier. The second terms or factors in Table 1 mainly have

the form source and load resistance, and their actual values are identi-
cal to the closed-loop gain terms in Table 1. For each of these
circuits the product of the closed-loop gain and the closed-loopT(s) = A(s)/[A(s) + K] (7)
bandwidth remains constant, and there is a gain-bandwidth

Substituting Eq. (6) into Eq. (7): conflict.
Circuit 1(a) in Tables 1 and 3 represents the conventional

T(s) = (GB/s)/[(GB/s) + K] = 1/(1 + sK/GB) (8) voltage operational amplifier with voltage-sampling voltage
feedback, and the fixed gain-bandwidth product is a well-

The closed-loop bandwidth of the circuit is thus equal to known limitation of this device. However, the other entries in
GB/K. Since GB is fixed by the open-loop characteristics of column 1 show clearly why operational current, transresis-
the amplifier, the closed-loop bandwidth of a particular circuit tance, or transconductance amplifiers have not been popular
will depend on the associated value of K for that circuit. From in realizing voltage amplifier applications, since their K val-
Table 1, a list of K values for each of the circuit configurations ues are related to the source and/or load impedance. These
in Fig. 6 can be compiled as shown in Table 3 (note G � 1 � circuits would thus exhibit an ill-defined bandwidth if the
R2/R1). source or load conditions were not accurately known, and

Note that some of the entries in Table 1 also contain an more seriously could become unstable if the source or load
additional term in the numerator, T(s) � [A(s) 
 Z]/[A(s) � impedance was reactive. Conversely, the other entries in row
K]. This numerator term indicates a zero in the closed-loop 1 show that a voltage operational amplifier is not such a good
response, at a frequency � � GB/Z. If this zero frequency is choice for implementing circuits with closed-loop current,
much higher than that of the pole, then the closed-loop band- transconductance, or transresistance gain, again because of
width will still be determined by the pole K value. However if the poorly defined K values. This reinforces the knowledge
Z � K then the closed-loop response will exhibit peaking and that a voltage operational amplifier is best suited for the im-
may become unstable. In this situation, additional external plementation of closed-loop voltage-mode circuits. In effect,
components would be required to bring the pole frequency the dominance of the voltage operational amplifier over any
down below the zero and to restore stability. For the present other amplifier type has restricted analog signal processing to
we assume that all circuits have K � Z, and thus the Z term circuit 1(a).
can be neglected.

The K values in Table 3 indicate how the bandwidth of
Source and Load Isolation

each circuit depends on the components external to the ampli-
fier. In the majority of cases the circuit bandwidth is depen- Apart from the four emboldened diagonal entries, all the cir-

cuits in Table 3 have closed-loop bandwidths that are depen-dent on the source and/or the load resistance, unlike the situ-

Table 2. Ideal Closed-Loop Amplifier Transfer Functions

All Amplifiers (a) V–V Amplifier (b) I–I Amplifier (c) I–V Amplifier (d) V–I Amplifier

(AV , AI , RT , GT) 1 � R2/R1 1 � R2/R1 R2 1/R1
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Table 3. Closed-Loop Amplifier K Values

(a) V–V Amplifier (b) I–I Amplifier (c) I–V Amplifier (d) V–I Amplifier

1. AV 1 � R2/R1 1 �
R2

RS
�

RL

R1
�

GRL

RS
1 � R2/RS 1 � RL/R1

2. AI 1 �
R2

RL
�

RS

R1

GRS

RL
1 � R2/R1 1 � R2/RL 1 � RS/R1

3. RT R2 � GRS R2 � GRL R2 RS � RL
RS RL

R1

4. GT
1
R1

�
G
RL

1
R1

�
G
RS

1
RS

�
1

RL
�

R2

RS RL
1/R1

dent on the source and/or load impedance. This situation In spite of the obvious benefits in terms of speed of some
of the amplifier architectures listed in Table 4, in practice thearises if the open-loop input resistance of the amplifier is com-

parable to the output resistance of the source, or if the open- voltage operational amplifier (AV) is still the most popular
building block of analog electronics and is generally used toloop output resistance of the amplifier is comparable to the

load resistance. The resulting interaction between the ampli- implement closed-loop voltage-mode amplifiers. This is per-
haps because the implementation of high-performance voltagefier and the source or load could be eliminated by the use of

voltage followers and current followers, whose ideal proper- and current followers for source and load isolation is nontriv-
ial, since the frequency response of the followers would haveties have already been described in a previous section. The

followers would be used to isolate the source and load resis- to be significantly higher than the main amplifier so as not to
degrade the overall performance. However, advances in pro-tance from the amplifier circuit. Figure 7 shows an example of

a voltage amplifier based on a current operational amplifier cess technology are now making this approach feasible, lead-
ing to the development of new amplifier architectures such as(AI).

In this circuit example, source and load isolation is the current-feedback operational amplifier described later.
achieved using voltage followers. Conversely, current follow-
ers should be used to isolate a voltage operational amplifier Practical Amplifier Implementations
(AV) from a current source or load. Isolation of the amplifier

Voltage Operational Amplifier. Of the four amplifier typesusing current and voltage followers thus allows the source
described by Tellegen, the voltage operational amplifier (AV)and load terms (RS and RL) to be eliminated from Table 3 and
has emerged as the dominant architecture almost to the ex-the K values simplify to those shown in Table 4. Entries
clusion of all others, and this situation has a partly historicalmarked CFI or VFI indicate the addition of an input current
explanation. Early high-gain amplifiers were implementedfollower or voltage-follower, respectively, while those marked
using discrete thermionic valves that were inherently voltage-CFO or VFO indicate the addition of an output current follower
controlled devices, and a controlled voltage output allowedor voltage follower, respectively.
stages to be easily cascaded. The resulting voltage operationalTable 4 reveals some interesting facts regarding the rela-
amplifier architectures were translated to silicon with the de-tionship between closed-loop gain and closed-loop bandwidth.
velopment of IC technologies, and the device has since becomeFor example, the only circuits that still have bandwidth de-
ubiquitous to the area of analog signal processing. The archi-pendent on gain are the diagonal circuits that were high-
tecture of the voltage operational amplifier has several attrac-lighted in Table 3. These circuits do not seem so attractive
tive features: for example, the differential pair input stage isnow when it is considered that none of the other entries suffer
very good at rejecting common-mode signals. In addition, afrom the gain–bandwidth conflict. Some entries [e.g., 3(a),
voltage operational amplifier only requires a single-ended3(b), 4(a), 4(b)] have K values that are determined by a single
output to provide negative feedback and drive a load simulta-feedback component, leaving the other component free to set
neously, and the implementation of a single-ended outputthe gain independently. Moreover, several entries have K val-
stage is a much simpler task than the design of a fully differ-ues that are equal to unity, indicating that these particular
ential or balanced output.amplifiers will achieve a maximum bandwidth equal to GB,

On the negative side, the architecture of the voltage opera-regardless of the value of closed-loop gain, source, or load re-
sistance. tional amplifier produces certain inherent limitations in both

Table 4. K Values with Source and Load Isolation

(a) V–V Amplifier (b) I–I Amplifier (c) I–V Amplifier (d) V–I Amplifier

1. AV 1 � R2/R1 1 (CFI , CFO) 1 (CFI) 1 (CFO)
2. AI 1 (VFI , VFO) 1 � R2/R1 1 (VFO) 1 (VFI)
3. RT R2 (VFI) R2 (CFO) R2 R2

a (VFI , CFO)
4. GT 1/R1 (VFO) 1/R1 (CFI) 1/R1

a (CFI , VFO) 1/R1

a The K values in these cases become zero when the source and load resistances are neglected—that is, the closed-loop pole is at infinity. These circuits both
contain a zero in the transfer function as described by Table 3, where it was also stated that, for stability, the closed-loop pole must be lower in frequency than
this closed-loop zero. Adding an additional external resistor (R2 for circuit 3D, R1 for circuit 4C) ensures that a closed-loop pole will be present with the K values
given here.
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Figure 7. The use of unity-gain-voltage followers (VF) with infinite
input resistance and zero output resistance effectively isolates the Figure 9. Architecture of a typical single-stage voltage operational
closed-loop amplifier from the source and load impedances. amplifier.

performance and versatility. The performance of the voltage additional capacitance at node Y will reduce the frequency of
operational amplifier is typically limited by a fixed gain– this nondominant pole, thus reducing the pole separation and
bandwidth product and a slew rate the maximum value of phase margin once more.
which is determined by the input stage bias current. The ver- Figure 9 shows a typical simplified circuit schematic of a
satility of the voltage operational amplifier is constrained by single-stage voltage operational amplifier. The input is a dif-
the single-ended output, since the device cannot be easily con- ferential emitter-coupled pair followed by a folded cascade
figured in closed loop to provide a controlled output current transistor and an output buffer. The key difference between
(this feature requires the provision of a differential current this architecture and the two-stage design shown in Fig. 8 is
output). The voltage operational amplifier is therefore pri- that in Fig. 9 node X is a low-impedance node, and so the only
marily intended for the implementation of closed-loop voltage high-impedance node in the circuit is node Y. Interestingly
processing (or voltage-mode) circuits, and as a result most an- the higher-frequency nondominant pole of the two-stage am-
alog circuits and systems have been predominantly voltage plifier has now become the dominant frequency pole of the
driven. Since it is often desirable to maximize signal swings single-stage design, which leads to several advantages.
while minimizing the total power consumption, voltage-mode
circuits generally contain many high impedance nodes to min- 1. The frequency performance of the amplifier is extended.
imize the total current consumption. This frequency extension does not lead to a deteriora-

A schematic of the classical two-stage voltage-feedback op- tion in phase margin, but simply means that the phase
erational amplifier is shown in Fig. 8, comprising a long-tail margin problem is shifted up in the frequency domain.
pair input stage, a second gain stage, and an output-voltage 2. Capacitance at the high-impedance Y node reduces
buffer to provide load-current drive capability. The amplifier bandwidth but now improves phase margin.
structure in Fig. 8 has two internal high-impedance nodes,

3. A single value of a few picofarads (pF) of grounded ca-node X and node Y. These high-impedance nodes are responsi-
pacitor at Y will now act as a satisfactory compensationble for introducing two dominant poles into the frequency re-
capacitor, unlike the large capacitor value required insponse, and their relative location is critical in determining
the two-stage design.the stability of the amplifier. Generally node X is the domi-

4. The slewing capability of this single-stage structure isnant pole (i.e., at a lower frequency), and additional compen-
very good as a result of the much smaller compensa-sation capacitance (CP) is typically added at this node to fur-
tion capacitor.ther reduce the dominant pole frequency, thus increasing the

pole separation and improving phase margin (see Fig. 3). Any
Clearly it is much more straightforward to develop a stable
amplifier for high-frequency applications if it has essentially
only one voltage gain stage; thus designers of high-frequency
operational amplifiers generally opt for a single-gain-stage ar-
chitecture.

For more details on the transistor-level design of voltage
operational amplifiers, see Ref. 1.

Current-Feedback Operational Amplifiers. The current-feed-
back operational amplifier is a device that has emerged as a
high-speed alternative to the voltage operational amplifier
(4). The architecture of this device comprises a transresis-
tance operational amplifier (RT) with an additional input volt-
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age follower (VF); thus it has its origin in circuit 3(a) in TableFigure 8. Standard two-stage voltage operational amplifier architec-
4. The current-feedback operational amplifier is intended toture. The input stage (Q1, Q2) provides differential-to-single-ended
be configured in closed-loop form in much the same way as aconversion, high common-mode rejection, and voltage gain, while the
conventional voltage operational amplifier, but with voltage-second stage (Q3, Q4) provides further voltage gain. The output-volt-

age buffer provides load-current drive capability. sampling current feedback applied from the output back to
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Figure 11. Connection of two ideal integrators to implement a sec-
ond-order (biquadratic) filter.

only recently become commercially feasible with the develop-

I2

I1

–Vcc

+Vcc
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CM1

Q2 Q6

Q3 Q7

Q1

Q4
Q5
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ment of complementary bipolar processes, which allow both
n–p–n and p–n–p transistors to be fabricated as high-speedFigure 10. Basic architecture of a current-feedback operational am-
vertical devices.plifier, where CM1 and CM2 represent current mirrors.

TRANSCONDUCTOR–CAPACITOR FILTERS
the low-resistance input. The resulting closed-loop circuit has
a bandwidth that is determined by the feedback resistor R2, In the following section, a method of implementing integrated
leaving R1 free to set the gain independently, and there is no continuous-time filters using transconductors and capacitors
fixed gain–bandwidth product. As well as achieving closed- (known as Gm-C filters) is described. A basic outline of the
loop bandwidth independent of closed-loop gain, the current- approach and certain aspects of transconductor design and
feedback operational amplifier has a much higher slew-rate performance are considered.
capability than a conventional voltage operational amplifier.
The bias current of the input stage differential pair puts an Gm-C Filters
upper limit on the slew rate of most voltage operational am-

There are three main methods for the implementation of ICplifiers; in the current-feedback operational amplifier there is
continuous-time filters of high order, namely, the cascade ap-no such limiting factor, and slew rates of 1000 V/�s are com-
proach, the multiple-loop feedback or coupled-biquad ap-monly quoted for commercial devices.
proach, and the LC-ladder simulation approach (5). In theFigure 10 shows a simplified transistor-level architecture
first two methods, the high-order function is factorized intoof a typical current-feedback operational amplifier. The non-
subnetworks of second-order sections. The resulting second-inverting input is a high-impedance input that is buffered to
order biquad network can thus be considered as an intermedi-a low-impedance inverting terminal via a class AB comple-
ate building block for high-order filters. As shown in the blockmentary common-collector stage (Q1 to Q4). In practice a
diagram of Fig. 11, the second-order filter is typically com-higher-performance topology would be employed for this input
posed of two integrators embedded in negative-feedback

buffer to eliminate voltage offsets. The inverting input is a loops. For LC-ladder simulation (third approach), integrators
low-impedance current input to which feedback is applied. In are again used to simulate the performance of individual in-
contrast, both the noninverting and inverting inputs of a volt- ductors (gyrator filter method) or to simulate the overall lad-
age operational amplifier are of high impedance. der filter response (signal-flow graph method). Therefore most

In Fig. 10, the collector currents of Q3 and Q4 are trans- continuous-time filters contain integrators as basic building
ferred by current mirrors CM1 and CM2 to a high-impedance blocks.
node, represented by resistance RT and capacitance CC. Ide- To date, the most popular technique for realizing high-fre-
ally the bias currents I1 and I2 will be canceled at the gain quency continuous-time integrators is to use transconductors
node, giving zero offset current. The resulting voltage at this and capacitors (Gm–C) (6). The popularity of this approach
high-impedance node is then transferred to the output by the stems from the fact that transconductors are generally open-
voltage buffer (Q5 to Q8), which provides the necessary low- loop structures and thus are simple to implement in mono-
output impedance for current driving. lithic form, generally have higher bandwidth than operational

As outlined in Table 4, the magnitude of R2 determines the amplifiers, and can be tuned electronically (7). Figure 12
position of the closed-loop dominant pole fP, since fP �
1/(2�CCR2). This closed-loop pole must be much lower in fre-
quency than any parasitic poles within the circuit to maintain
an acceptable phase margin and to ensure closed-loop sta-
bility.

Note that the architecture of Fig. 10 is highly symmetrical
in that signal currents are carried by both n–p–n and p–n–p
devices. This is in contrast to the traditional voltage opera-
tional amplifier architecture of Fig. 8, where signal currents

VoutVin

C

Gm

flow through n–p–n devices only. Thus the current-feedback
operational amplifier requires transistors of both polarities to Figure 12. Voltage-mode transconductor–capacitor (Gm–C) inte-

grator.exhibit high-speed performance. This type of architecture has
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Figure 13. Negative feedback is applied around integrators (G1, C1) Figure 15. Equivalent current-mode Gm–C biquad filter.
and (G2, C2) via transconductors G3 and G4 to implement a voltage-
mode Gm–C biquad filter.

Transconductor Design Considerations

The performance of a Gm–C integrator or filter relies heavilyshows a conventional Gm–C integrator, comprising a trans-
upon the various characteristics of the transconductor em-conductor, which converts an input voltage into an output
ployed. Two important performance criteria are linearity andcurrent, and a capacitor, which integrates this current to pro-
equivalent input noise, since both will have a major influenceduce an output voltage.
on the resulting dynamic range.A Gm–C second-order filter can be implemented by inter-

The literature available on high-frequency transconductorconnecting two integrators as shown in Fig. 13. This circuit
design is exhaustive (9), and we describe here simple genericsimultaneously provides both low-pass and bandpass outputs.
examples purely for comparative purposes and not to presentThe circuits shown in Figs. 12 and 13 are classified as voltage-
a state-of-the-art design. The circuits of Figs. 16 and 17 showmode circuits, since input and output signals are represented
transconductors that exploit, respectively, the V–I character-by voltage quantities.
istics of the bipolar transistor (BJT) operating in the forwardFigures 14 and 15 show current-mode implementations of
active region and the metal oxide semiconductor field-effecta Gm–C integrator and biquad filter, respectively, since now
transistor (MOSFET) operating in the saturation region. Thethe input and output signals are represented by currents. The
resulting transconductance gain can thus be varied by chang-voltage transfer function of the circuit of Fig. 13 and the cur-
ing the device bias current. Differential BJT and MOSFETrent transfer function of the circuit of Fig. 15 are identical
transconductor designs are shown in Figs. 18 and 19, respec-and are given by
tively. The advantage of differential structures is that the lin-
earity of the output signal is generally improved by the can-
cellation of even-order distortion terms.

Tlp(s) = Vlp(s)/Vin(s) = Ilp(s)/Iin(s)

= [G1(s)G2(s)]/[s2C1C2 + sG3(s)C2 + G2(s)G4(s)]
(9)

Various attempts can be made to increase the linearity of
the transconductors of Figs. 16 to 19. However since a trade-
off between linearity and speed or noise is common in trans-

Tbp(s) = Vbp(s)/Vin(s) = Ibp(s)/Iin(s)

= [sG1(s)C2]/[s2C1C2 + sG3(s)C2 + G2(s)G4(s)]
(10)

conductor design, a more linear transconductor is likely to
possess a higher noise level and operate at a lower maximumSince the voltage-mode and current-mode biquad filters are
frequency. For example, the linearity of a transconductor canessentially adjoint networks (8), then both circuits will exhibit
be improved by emitter or source degeneration but at the ex-the same sensitivity to component variations. This transfer-
pense of lower transconductance gain, lower speed, andfunction equivalence also implies that both circuits should ex-
higher noise.hibit similar levels of distortion, caused (for example) by the

nonlinear characteristics of the constituent transconductors
and capacitors. Although both filter circuits should theoreti-
cally exhibit the same small and large signal performance,
various other important features such as power supply volt-
age and current, power consumption, and dynamic range, will
differ between the two.

Iout

Vin

Vcc

Ibias

Figure 16. A bipolar transistor (BJT) performs voltage-to-current
conversion and thus may be used as a simple transconductor. How-
ever the resulting transconductance gain (Gm � IC/VT) is linear only

Iin

C

IoutGm

for small input signal levels, due to the exponential characteristics of
the BJT.Figure 14. Current-mode transconductor–capacitor integrator.
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Gm–C filters that employ simple open-loop transconductors
such as those shown in Figs. 16 to 19 can operate at very high
frequencies, but fairly high levels of output distortion result
from the nonlinear operation of the active device. An ideal
transconductor would exhibit a gain that remains constant
regardless of the input voltage magnitude. In practice this is
not the case; beyond a certain input signal level (Vmax) the
transconductance gain will start to vary, and thus the output
current is no longer linearly dependent on the input voltage.

Iout

Vin

Vcc

Ibias

This will result in an amplitude-dependent transconductance
Figure 17. A single MOSFET may be also used as a simple transcon- and thus output signal distortion (6). To avoid these prob-
ductor. However the square-law V–I characteristics of the device lems, the input voltage level must be less than Vmax to ensure
again result in a linear transconductance gain only for small input that the transconductor exhibits linear V–I conversion (10).signal levels [Gm � (2IDKW/L)1/2].

The dynamic range of a transconductor is defined as the
difference between the maximum and minimum input signal
levels that can be linearly processed by the transconductor
(i.e., DR � Vmax � Vmin). The maximum input signal Vmax is
generally limited by large-signal distortion as outlined pre-
viously, while the minimum input signal Vmin is generally lim-
ited by noise. Any transconductor can be represented as a
noiseless device plus an equivalent input-referred noise volt-
age vn and noise current in. These noise sources can be ex-
pressed as

v2
n = FV (kT�ω)/πG (11)

i2
n = FI(kTG�ω)/π (12)

where k is Boltzmann’s constant, T is absolute temperature,
G is the transconductance gain, FV is the voltage noise factor,

Iout

Ibias

Vcc

Vin

Q2Q1

Q3 Q3

and FI is the current noise factor. By neglecting any noise
Figure 18. A differential stage extends the input linear range of the generated by the biasing circuitry, the values of G, FV, and
simple BJT transconductor. FI of the transconductors in Figs. 16 to 19 can be derived as

listed in Table 5. In Table 5, gm represents the device trans-
conductance, RE represents resistive emitter degeneration,
RS represents resistive source degeneration, and � represents
the bipolar transistor forward current gain. Note that for bi-
polar transistors, shot noise from the collector-base junction
is assumed to be the dominant noise source and for MOS
transistors, thermal channel noise is assumed to be the domi-
nant noise source.

The values given in Table 5 show that in all cases FV is
significantly larger than FI. For ease of analysis in the follow-
ing sections we will restrict our interest only to transconduc-
tors that have equivalent noise sources that can be approxi-
mated by Eqs. (11) and (12).

Iout

Ibias

Vcc

M3

M1

M4

M2

Vin

Comparison Between Voltage-Mode
and Current-Mode Biquad FiltersFigure 19. Differential MOSFET transconductor for extended input

linear range. As shown in Ref. 10, the voltage-mode filter of Fig. 13 and the
current-mode filter of Fig. 15 possess a comparable degree of

Table 5. Voltage Noise Factor and Current Noise Factor of Various Transconductors

Circuit G FV FI

Fig. 16 gm 1 1/�
Fig. 17 gm �� 0
Fig. 16 with RE 1/RE (1 � 2gmRE)/(1 � gmRE) (1 � gmRE)/�
Fig. 17 with RS 1/RS (2/3)(2 � 3gmRS)/(1 � gmRS) 0
Fig. 19 gm1 (8/3)(1 � gm3/gm1) 0
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priate figure of merit FM, defined as

FM = (DRω2
o )/P2

Q (13)

where DR is the filter dynamic range, �o is the operating fre-
quency (i.e., speed), and PQ is the power consumption. This
figure of merit is simply a measurement of the efficiency of
the filter. It is shown in Ref. 10 that with respect to the figure
of merit, the voltage-mode Gm–C biquad is the design with
higher performance, due to the increase in DR for a given
PQ.

TRANSLINEAR CIRCUITS

The Bipolar Translinear Principle

The translinear principle provides a simple and elegant
method of realizing mathematical functions, with quite com-
plex functions often implemented by a small number of tran-
sistors. Translinear circuits come close to true current-mode

–G3

G1 G2

–G4

vn1
2 vn2

2

in3
2

in1
2 in2

2

C1

C2

in4
2

vn3
2

vn4
2

operation, since all input and output signals are in the form
Figure 20. Voltage-mode Gm–C biquad filter with transconductor of currents, and the voltage swings within the circuit need not
noise sources explicitly shown. be considered at all in order to analyze the circuit behavior.

Obviously the relationship between the device current and
junction voltage is fundamental to the operation of translin-
ear circuits, and voltage swings within the circuit will occurlinearity if identical transconductors are used in both circuits.

Hence the main difference in dynamic range of both types of as a result of changes in the current levels. However, the volt-
age swings in translinear circuits are fairly small; these volt-filters lies in their noise performance.

Figures 20 and 21 show the voltage-mode and current- age swings are changes in base-emitter junction voltage
(�VBE) due to changes in the transistor collector current (�IC).mode Gm–C biquad filters, respectively, with transconductor

input-referred noise sources. None of the input-referred noise The limited voltage swings throughout the circuit means that
junction capacitors do not have to be significantly chargedsources in the voltage-mode filter topology will directly con-

tribute to the output signal, and thus the bandwidth of the and discharged, and thus translinear circuits can often oper-
ate up to very high speeds, and additionally translinear cir-output noise is shaped by the filter topology. This is, however,

not the case for the current-mode filter, where the input-re- cuits generally avoid the problem of slew-rate limiting, which
occurs when a limited current is available to charge a nodeferred noise source of transconductor (G1) directly contributes

to the output signal, and thus this noise contribution is not capacitance. This freedom from capacitive slewing is one of
the reasons for choosing to process signals in the current-shaped by the filter transfer function. Therefore the inte-

grated output noise of the current-mode biquad filter is typi- mode domain. An excellent treatment of translinear circuits
can be found in Ref. 11.cally much higher than its voltage-mode counterpart.

In order to compare the current-mode and voltage-mode The translinear principle was originally proposed in 1975
(12) and was formulated for bipolar transistors. The translin-biquad filters, each filter can be represented by an appro-

Figure 21. Current-mode Gm–C biquad
filter with transconductor noise sources
explicitly shown.
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Figure 23. A two-quadrant translinear squaring circuit.

anticlockwise junctions. This notation will be preserved in all
equations following. Equation (16) can be rewritten as∑

VT ln(IC j/ISn) + ∑
VT ln(ICk/ISp)

= ∑
VT ln(IC j/ISn) + ∑

VT ln(ICk/ISp) (17)
VBE1

VEB2

VEB1

VBEj

VBE2

VEB2

VEB1

VBEj

VBE2

VBE1

VEBk VEBk

pp

pp

nn

nn

n n

pp

ACW CW

ICj and ICk represent the collector currents associated with the
Figure 22. General translinear loop, containing j n–p–n base-emit- respective n–p–n and p–n–p VBE junctions within the loop.
ter junctions and k p–n–p base-emitter junctions in each direction. ISn and ISp represent the n–p–n and p–n–p saturation cur-
External currents may flow into or out of the loop at each junction rents and can be expressed in terms of saturation current
node. densities (JS) and emitter areas (A), ISn � JSnA, ISp � JSpA.

Assuming that all devices are at the same temperature and
thus have the same thermal voltage, the VT terms can be can-

ear principle exploits the linear relationship between trans- celled from Eq. (17),
conductance (�IC/�VBE) and collector current in a bipolar tran-
sistor.

∑
ln(IC j/JSnAj ) = ∑

ln(ICk/JSpAk)

= ∑
ln(IC j/JSnAj ) + ∑

ln(ICk/JSpAk)
(18)

IC = IS exp(VBE/VT) (14)

∂IC/∂VBE = (IS/VT) exp(VBE/VT) = IC/VT (15)

where IC represents the collector current, IS is the saturation
current, VBE is the base emitter junction voltage, and VT is the

[
(JSn) j (JSp)k

]−1
ln

∏
j,k

{(IC jICk)/(AjAk)}

= [(JSn) j (JSp)k]−1 ln
∏
j,k

{(IC jICk)/(AjAk)} (19)

thermal voltage.
The JSn and JSp terms will cancel from both sides of Eq. (19)The translinear principle applies to circuits in which a
(assuming good transistor matching), and by taking antiloga-number of forward-biased base-emitter (VBE) junctions are
rithms,connected in a continuous loop. The transistors within the

loop can be identified as clockwise (CW) or anticlockwise
(ACW), depending on the direction of current flow through the

∏
(IC j ICk)/(Aj Ak) = ∏

(IC j ICk)/(Aj Ak) (20)
junction. The transistors may be n–p–n or p–n–p, but the

Equation (20) is a statement of the bipolar translinear princi-complete loop must satisfy the following conditions:
ple: in a translinear loop, the product of the clockwise junc-
tion current densities is equal to the product of the anticlock-1. The number of CW n–p–n VBE junctions is equal to the
wise junction current densities. The translinear principle isnumber of ACW n–p–n VBE junctions.
fundamentally insensitive to temperature and process param-2. The number of CW p–n–p VBE junctions is equal to the
eters, but relies on the tight matching of transistors withinnumber of ACW p–n–p VBE junctions.
the translinear loop. The translinear principle is thus a tech-
nique for IC design, since the levels of matching required can-If these conditions are satisfied, then there must be an even
not be achieved with discrete devices.number of VBE junctions within the loop.

Consider a loop as shown in Fig. 22 where there are j
Common Translinear Circuitsn–p–n VBE junctions in each direction, and k p–n–p VBE junc-

tions in each direction. Applying KVL around the loop means The translinear principle finds many applications in the area
that the sum of the clockwise junction voltages must be equal of real-time analog signal processing and is particularly use-
to the sum of the anticlockwise junction voltages: ful for implementing nonlinear functions such as vector sum

and difference, multiplication, and division. A number of use-
ful nonlinear functions are outlined in the following section.

�∑
VBE j + ∑

VEBk
�

CW = �∑
VBE j + ∑

VEBk
�

ACW (16)

The terms on the left-hand side of Eq. (16) refer to clockwise Two Quadrant Squarer. Figure 23 shows a two-quadrant
squarer circuit. A translinear loop is formed by devices Q1,junctions, while the terms on the right-hand side refer to
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Figure 24. Vector sum circuit. Figure 25. Vector sum circuit.

inputs as shown in Fig. 25. The translinear loop expression isQ2, Q3, and Q7, where IC1IC2 � IC3IC7. Substituting the appro-
priate device collector currents, we obtain the same as Eq. (26):

(1 + X )2I2
0 = IC3IC7 (21) IC1IC2 = IC4

2
IC5

2
(34)

A second translinear loop is formed by devices Q4, Q5, Q6, and
Substituting the appropriate device currents gives the result:Q7, where IC5IC6 � IC4IC7, and thus:

IZ = (I2
X + I2

Y )1/2 (35)(1 − X )2I2
0 = IC4IC7 (22)

Equation (35) describes a vector sum calculation.Also by inspection:

Analog Mixers and Multipliers. A very important commercialIC4 = 2I0 − IC3 (23)
application of the translinear principle is in the implementa-
tion of analog multipliers, since these circuits are embeddedIC7 = (1 + X 2)I0 (24)

in many analog IC systems. Applications include automatic
Combining Eqs. (21)–(24) gives gain control, frequency conversion, modulation and demodu-

lation. Figure 26 shows a basic analog multiplier cell, with
differential input currents (1 � X)IX and (1 � X)IX. X thusIout = IC7 − I0 = X 2I0 (25)

represents the input signal modulation on a fixed bias cur-
rent IX. Differential output currents (1 � Y)IY, (1 � Y)IY areVector Sum and Difference. Referring to Fig. 24, devices
taken from the inner pair of transistors, which are biased byQ2, Q1, Q4, and Q5 form a translinear loop where Q4 and Q5
a current source 2IY. Applying the translinear principle to thishave double the emitter area of Q1 and Q2, thus:
circuit, we may write:

IC1IC2 = IC4

2
IC5

2
(26) IC1IC2 = IC3IC4 (36)

The device currents can be obtained as Neglecting base currents within the circuit leads to

IC4 = IC5 = IZ (27) IC1 = (1 + X )IX , IC2 = (1 − Y )IY , IC3 = (1 − X )IX , IC4

= (1 + Y ) IY
(37)

IC1 = (IX − IC3) = (IX − IC2) (28)

IC2 = IC1 + IY = (IX − IC2) + IY (29)

IC2 = IC3 (30)

Combining Eqs. (26)–(30) gives

IC2 = (IX + IY )/2 and IC1 = (IX − IY )/2 (31)
� IX − IY

2

�� IX + IY

2

�
= I2

Z

4
(32)

IZ = (I2
X − I2

Y )1/2 (33)

Q2Q1 Q4 Q3

2IY

(1 + X)IX (1 – X)IX

(1 – Y)IY(1 + Y)IY

Equation (33) demonstrates that this circuit calculates the
vector difference of two input signals. To implement a vector Figure 26. Four-transistor translinear loop used to multiply two in-

put current signals IX and IY.sum, the output current should be exchanged with one of the
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Figure 27. Basic switched-current
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memory cell.

Combining Eqs. (36) and (37) leads to the result: SWITCHED-CURRENT PROCESSING

On-chip analog interface circuits are generally a costly partX = Y (38)
of an IC generally because the cost of inclusion of analog com-

If IY is also a fixed bias current, then the currents in the inner ponents on primarily a digital process technology is high. In
pair of transistors are an exact replica of the currents in the recent years, the quest for ever smaller and cheaper electronic
outer pair. The current gain AI is determined by the ratio of systems has led manufacturers to integrate entire systems
input and output quiescent bias current levels, since onto a single chip. It is now becoming common to find that a

single mixed analog and digital (mixed-mode) IC contains
AI = [(1 + Y )IY ]/[(1 + X )IX ] = IY /IX (39) both a digital signal processor and all the analog interface

circuits required to interact with its external analog transduc-
In this case, the circuit of Fig. 26 is acting as a constant gain ers and sensors.
cell. If the ‘‘tail’’ current IY is also varied, then a multiplication An important building block for front-end processing is the
of the two signals is obtained, and this principle is exploited analog-to-digital converter (ADC) and the �–� modulation
in frequency conversion analog mixers. technique (13). This technique is an attempt to trade preci-

An analysis of the cell, including first-order base currents, sion in the analog amplitude domain for precision in the digi-
produces the same result that X � Y, and so this cell is im- tal time domain by the well-known oversampling technique.
mune to first-order base current errors. Since the transistors Now while such a technique places less stringent demands on
are being used to provide wideband current gain (rather than analog performance, the realization of an oversampling con-
voltage gain), there are no large voltage swings in the circuit, verter in both standard digital CMOS and GaAs MESFET
and thus the cell is not so susceptible to capacitive band- process technologies still requires the use of analog compo-
width-limiting. nents such as an integrator. An integrator generally requires

A four-transistor translinear loop (Q1, Q2, Q3, Q4) forms the the use of a linear floating capacitor and so a second layer of
core of the double-balanced mixer cell shown in Fig. 27, which polysilicon is required to implement this capacitor, which
is widely used for frequency conversion in wireless communi- adds to the overall cost of the technology. The switched-cur-
cation systems. The collector currents of the differential pair rent technique was introduced to overcome this problem. The
Q5 and Q6 are controlled by input voltage VB, thus technique performs precision integration on a single-polysili-

con digital CMOS process. In one technology analog precisionIC5 = (1 + X )IQ, IC6 = (1 − X ) IQ (40)
is traded for digital precision, and in the other analog process
technology is traded for digital process technology.

where X is proportional to VB. The collector currents of tran-
sistors Q1 � Q4 are controlled by the input voltage VA, thus

The Switched-Current Approach

While mixed-mode integrated circuits are advantageous from
both economic and systems design viewpoints, combining both

IC1 = (1 + Y )IC5, IC2 = (1 − Y )IC5, IC3 = (1 − Y )IC6

IC4 = (1 + Y )IC6 (41)
analog and digital circuits on a single chip makes the circuit
design and simulation process considerably more complex. Aswhere Y is proportional to VA. Thus the differential output
a typical mixed-mode integrated circuit contains primarilycurrent is
digital circuits, it is natural that the processing technology
be tailored to optimize digital performance. Traditionally, theIO1 − IO2 = (IC1 + IC3) − (IC2 + IC5) = (XY )IQ (42)
switched-capacitor technique has been employed extensively
in the analog interface portion of mixed-mode designs such asThe multiplication of two input voltages is thus achieved.
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mirror, or a simple current sample-and-hold analog delay.
What has been effectively realized is a half delay z�1/2; a cas-
cade of two memories gives a full delay, and with feedback a
difference equation is formed to give integration following the
classical z transformation.

Much work can be found in the literature (15) on cell per-
formance optimization, in particular, minimizing errors,
which in a sense is equivalent to maximizing voltage gain in
an operational amplifier used in SC applications. Note that in
the memory cell the function of the gate capacitance is to
store charge and not transfer charge as in SC techniques.
Hence the capacitor can be nonlinear; for this reason single
polysilicon technology can be employed.

Figure 28 shows the recently introduced high-performance
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two-step switched-current (so-called S2I) memory cell and the
Figure 28. (a) Two-step memory cell (17); (b) clock waveforms. clock waveforms proposed in Ref. 17. The basic idea is that

during phase �1a the coarse memory transistor M1 is con-
nected as a diode and samples the input while the fine mem-
ory M2 provides the bias. During phase �1b the gate switch of

data converters. The second layer of polysilicon required is the coarse cell M1 is open and the transistor holds its gate
not required in pure digital signal processing and may even source voltage on the parasitic gate capacitor CGS. The gate is
become unavailable as process dimensions shrink to the deep now isolated and consequently M1’s drain-source current con-
submicrometer range. This trend towards submicrometer pro- tinues to flow during �1b, that is, it is memorized via the non-
cesses is also leading to reduced power supply voltages, which linear CGS.in turn makes the realization of wide dynamic range, high- The fine memory cell M2 is now connected as a diode and
gain, high-speed operational amplifiers more difficult. The dif- will sample the difference between the input current and
ficulties faced by switched-capacitor (SC) techniques and stored input, namely the error current. During the output
other voltage-mode analog interface circuits in coping with phase �2, the error created in M1 is subtracted by the same
the advance of digital processing and technology has revived

error memorized in M2 and therefore the output current is
interest in current-mode techniques (14), and in particular an

ideally free of error. Note that the charge injection from thealternative current-mode analog sampled data technique
fine memory switch is treated as an offset and can be auto-known as switched currents (SI) (15). Unlike SC techniques
matically canceled when the cell is used in a delay cell or anSI circuits do not require linear floating capacitors or opera-
integrator. Techniques have been recently proposed thattional amplifiers, and this makes the technique most emi-
allow an increase in the number of fine cells to further reducenently suited to exploiting pure digital technology for �–�
errors (18).modulator implementation, for example. Furthermore, the

SI technique, as the name implies, operates with current
samples and so voltage excursions are limited, leading to
the potential for high-speed low-voltage operation. The sig-
nal-to-noise ratio may be a problem due to low-voltage ex-
cursions, but if the structure is placed within an environ-
ment that can tolerate this performance, then the approach
is acceptable.

SI Memory Cell. The basis of the SI integrator is the mem-
ory cell. The idea on which the switched-current memory cell
is based is that an MOS transistor requires no gate current
in order to maintain a constant flow of current between its
drain and source terminals. The first application of this idea
seems to date back to 1972 and was that of storing the cur-
rent generated by a photodiode (16). However, its use as a
discrete time analog signal processing technique is more re-
cent. The basic element of the technique is the so-called
switched-current memory (15) or current copier cell, shown in
Fig. 27, which functions as a simple current track-and-hold
element.

During phase �1 the input current ii adds to bias J; transis-
tor M1 is connected as a diode and so its gate-source capaci-
tance charges up to the VGS due to ii. During phase �2, M1’s
gate-source capacitance stores the value of VGS and so main-
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M2

Vdd

Vref

Vbias1

Vbias2

φ1a

φ1a

φ1

φ1b

φ2

OutIn

tains a drain current output equal to the original input. The
cell is essentially acting as a half-wave discontinuous current Figure 29. Cascaded S2I memory cell.
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sign, transistor sizing is a very important procedure and
many judicious decisions have to be made.

Switched-Current Integrator. A lossless integrator can be
easily realised by introducing a feedback loop around a delay
cell as shown in Fig. 31. Essentially two memory cells are
cascaded to form a delay, and the output of the second is fed
back to the input of the first. The integrator output iout1 is
formed by copying the current in the M3–M4 branch, and this
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Clock frequency (MHz) gives a noninverting output with a forward Euler transforma-
tion ofFigure 30. Memory current error versus sampling frequency.

Hn(z) = iout1(z)

iin(z)
= αz−1

1 − z−1 (43)

To reduce the effects of channel length modulation a cas- and by using an inverting output (copying the M1/M2 current)
caded version of the memory cell is shown in Fig. 29. A simu- the transfer becomes
ated performance of the cell based upon parameters of a 0.8
�m CMOS technology and HSPICE is shown in Fig. 30. The
curve shows percentage error in cell current versus clock fre-
quency. A maximum error in output current of �0.18% is

Hi(z) = iout1(z)

iin(z)
= αz−1/2

1 − z−1 (44)

achieved over an input signal range of 
50 �A. The error
remains constant up to a clock frequency of 50 MHz, beyond which is the midpoint transformation of a continuous-time
which the error begins to rise quite rapidly. Trade-offs have noninverting lossless integrator.
to be made among speed, accuracy, dynamic range, noise, etc.,
similar to those in SC circuits (19). When designing the cas-

GaAs Memory-Cell Developmentcaded cell various procedures can be employed. The following
design procedure can be adopted for optimizing cell perfor- Traditionally circuits implemented in gallium arsenide tech-
mance (20); the optimization is in an approximate priority or- nology have proved to be capable of higher operating speeds
der. Note that Vdd � supply voltage, Lx/Wx refers to gate than their silicon counterparts due to the lower parasitic ele-
length and width of device Mx, Ron represents the switch ‘‘on’’ ments associated with the process combined with the higher
resistance, Vds � drain–source voltage. electron mobility of the MESFET.

A first-generation GaAs MESFET switched-current mem-
ory cell was proposed in Ref. 21. The main problem with this1. Choose Vref close to Vdd/2, where Vdd/2 is the bias volt-

age.

2. Choose L1 and L2 close to minimum size to obtain the
fastest settling.

3. Set the appropriate bias current by setting M2 and ad-
just M1’s width to satisfy the condition gm1 � gm2.

4. Design the switch such that 1/RonCGS is not the domi-
nant pole. Use the minimum length and an aspect ratio
of about 4.

5. Choose L7 � L9 and L1 � L2 for balance.

6. Adjust the widths of cascade transistors M7 and M9 to
minimize the Vds variations M1 and M2, while adjusting
VB1 and VB2 to ensure the devices are saturated for
Iin � 
Iin max.

7. Choose L5 � minimum size and (W/L)5 � 25 to get a
good trade-off between on-resistance and stray capaci-
tance.

8. Finally adjust the width of M1 and M2 to get critically
damped behavior, giving close to optimum settling per-
formance.

Probably the most attractive performance potential for the
SI memory is that of speed at low voltage, and several de-

Vdd
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φ2a

φ2b
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Vbias1

Vbias2

Vref
φ1a

φ1a
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ii iout1

tailed chapters almost entirely devoted to enhanced SI mem-
ory performance can be found in Ref. 15. In memory-cell de- Figure 31. Lossless integrator.
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Figure 32. GaAs MESFET S2I memory cell (22). Vss
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Figure 33. Generalized GaAs MESFET switched-current integrator.

first-generation GaAs MESFET memory cell (Fig. 12), used
in the previous GaAs modulator design is that it exhibits of forward and backward Euler and feed-forward inputs and
a degree of nonlinearity under large-signal conditions that realized in GaAs MESFET memory cells is shown in Fig. 33.
will introduce offset, gain error, and distortion components For simplicity, only general second-generation cells are shown
to the signals. The operation of the first-generation cell is in the circuit. It can be seen that the level shifting stage is
also sensitive to the device mismatch, which is relatively shared by the two cells. If the S2I cells are used in the inte-
large in GaAs MESFET technology. Therefore, a memory grator, the level-shifting stages for the coarse and fine cells
cell with better linearity and lower process sensitivity needs can be shared, respectively, in the same way by the two cell
to be developed. stages. The transfer function of the integrator is given by

Second-Generation Two-Step GaAs Cell. Although tech-
niques such as dummy switches and differential circuits have
been used to reduce charge injection, they can only partially

iout(z) = A1z−1

1 − Bz−1 i1(z) − A2

1 − Bz−1 i2(z) − A3(1 − z−1)

1 − Bz−1 i3(z)

(45)
cancel the errors. The S2I CMOS memory cell, which uses a

where A1, A2, A3, and B are scaling factors determined bytwo-step cancellation scheme, has proved to be the most effec-
transistor aspect ratios.tive. However, the S2I scheme used in CMOS cells cannot be

Simulations of the S2I current memory cell were performedduplicated directly in GaAs MESFET cells since p-channel
to analyze the total harmonic distortion (THD). ResultsMESFETs are not available. Here we show a modified S2I cell
showed that the THD was less than 0.05%, and the circuitthat suits a GaAs MESFET realization (22). The cell and the
functions with a clock rate up to 1 GHz.clock waveforms are shown in Fig. 32. Due to the Schottky

diode gate, a GaAs MESFET cannot be connected as a diode
Simulation of the S2I Cell: Clock Scheme and Clock Signals. Theas in the case of a CMOS second-generation memory cell. This

following three-phase clock scheme is used for clocking theproblem can be solved by using a diode chain and a current
S2I cell. Phases �1ax (Fig. 34) and �1bx are shortened versionssource to shift the input dc level down to a value which is low
of phases �1a and �1b used to control the equivalent transistorenough to avoid gate conductance while the difference be-
switches in the S2I cell of Fig. 28 to ensure that the currentstween the input and gate voltage keeps the memory FET in
are stored properly in the memory transistors before the nextsaturation as shown in Fig. 32. Since the diode-current source
phase is entered. As can be seen from Fig. 34, the �1a signalbranch is only used as biasing, the current can be designed to
does not go low before �1ax has reached 0 V. This is slightlybe quite small. Instead of using a p-channel transistor as a
restrictive, but for simplicity it should be acceptable. In addi-fine memory, the cell uses two identical n-channel memory
tion to the clocks shown in the figure, inverted versions ofcells T1 and T2, which function as coarse and fine memories,

respectively. During phase �1a, the coarse memory T1 samples
the input in the same way as a normal second-generation cell.
During �1b, the fine-memory cell samples the difference be-
tween the input and the memorized input by T1, which is the
signal-dependent error current. During the output phase �2,
the input current is disconnected and the output is formed by
the difference in current between the two memories, which to
first order will be identical to the input current since the error
has been subtracted.

A potential advantage of the modified S2I memory cell over
the conventional S2I memory cell is that more fine cells can
be cascaded to further cancel the residual error if the first-
order cancellation is not enough.
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high-pass filter of the quantization noise. The resultant out-
put spectrum has a shaped quantization noise that is moved
out of the pass band. A number of modulators can be cascaded
to achieve higher-order noise shaping. For example, a two-
stage modulator will give a signal-to-noise ratio of ideally

x(t)

x(t)

y(n)
Integrator

Clock (fs)

ADC

DAC

+

–

Figure 35. First-order �–� modulator.

SNRdB = 20 log10

�
inrms

n0(output)

�
=

�/2√
2

�√
12

π2

√
5

� 2
OSR

�5/2

= 30
2π2

� 2
OSR

�−5/2

�1a and �1b were used to control the charge-injection cancella-
tion transistors. where OSR is the oversampling ratio and inrms is the average

Switched circuits often make use of many different clock (root mean square) input signal power. Since the actual sam-
signals for controlling switches. To be able to vary the clock pling is done inside the ADC loop, then nonuniform sampling
frequency without changing tens of numbers, the SPICE caused by clock jitter may prove to be a non-negligible source
PARAM OPTION should be used. of error. The effect of clock jitter is to cause the quantization

In summary the principal advantages of using SI tech- error term summed before the input of the integrator to be
niques is the compatibility with the on-chip DSP and thus x(t) � x�(t � �t) where �t is a random variable that is proba-
economical advantages of utilizing a standard digital VLSI bly Gaussian distributed due to the central limit theorem.
process. The delay jitter caused here is in addition to any random de-

lays that may occur in the DAC. Together, the total delay is
Sampling Delay Jitter and �–� Converters a source of potential instability.

Oversampling converters have become popular for high-reso-
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