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Figure 2. BiCMOS inverter gate.

CMOS nor ECL have the flexibility required to cover the full
delay-power space. This can only be achieved by a technology
such as BiCMOS which combines CMOS transistors and bipo-
lar devices in a single process at a reasonable cost. The objec-
tive of the synergy of bipolar and CMOS is to exploit the ad-
vantages of both at the circuit and system levels.

The development of high-performance BiCMOS technology
has received much attention in recent years. This technology
opens a wealth of new opportunities because it is now possible
to combine the high-density integration of CMOS logic with
the current-driving capabilities of bipolar devices. A variety
of digital BiCMOS circuit structures have been developed. AnBiCMOS LOGIC CIRCUITS
example of such circuits is a BiCMOS totem-pole gate which
was originally developed by (1). This structure is currentlyCMOS and bipolar techniques have their weak and strong
the most commonly used BiCMOS gate (see Fig. 2). Apoints. CMOS offers an inverter with near-perfect character-
BiCMOS inverter, which achieves just that mentioned above,istics such as high, symmetrical noise margins, high input
is discussed in the following section. We first discuss the gateand low output impedance, high packaging density, and low
in general and then provide a more detailed discussion of thepower dissipation. Speed is limited by the capacitive load and
steady-state and transient characteristics.therefore is the only restricting factor, especially when capaci-

tors must be driven. In contrast, bipolar digital circuits like
ECL gates have a high current drive per unit area, high BiCMOS INVERTER
switching speed, and low I/O noise, but are power consuming.
There is a performance gap between CMOS and ECL as Figure 2 shows the conventional BiCMOS gate. The primary
shown in Fig. 1. The existence of this gap implies that neither motivation for BiCMOS is the possibility of using the best

features of both MOSFETs and BJTs in a single integrated
circuit. This has been done in a wide variety of applications
such as memories, gate arrays, and processors. In the design
of BiCMOS circuits, the MOSFETs are used to implement the
logic function, and bipolar transistors are used to provide a
fast, high-current output driver stage.

For example, to achieve high-speed BiCMOS adders, one
requires a modest number of high-performance bipolar tran-
sistors for high-speed drivers on a critical path. As a result
one can concentrate on bipolar devices optimized for high
speed because a small number of these devices will not domi-
nate the overall power consumption of the adder circuit. Fur-
thermore, because the number of bipolar transistors used in
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the adder design is typically small, there is little need to
make the packing density of the bipolar transistors compara-Figure 1. CMOS, BiCMOS, ECL delay and power.
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ble to that of the CMOS part. This approach combines the Gate Transient Analysis
area-efficient and low-power characteristics of CMOS layouts

A basic understanding of the switching behavior of a digitalwith the high-current drive capabilities of bipolar transistors.
BiCMOS gate is crucial to the circuit design. While accurateA BiCMOS inverter forms the basic circuit for the develop-
values for gate delay can be obtained simply by circuit simu-ment of basic cells.
lations using simulators such as SPICE, a physical insightIn order to achieve an engineering insight into the perfor-
into the circuit and device parameters affecting gate delaymance of BiCMOS cells, a transient analysis is performed on
can only be obtained from a detailed delay analysis.the driver cell shown in Fig. 2, using a step voltage excitation.

A conventional BiCMOS gate is selected for concreteness,The inverter gate is comprised of MOSFETs M1 and M2 which
and a delay model is developed for a PMOS, driving theprovide signals to drive the n–p–n bipolar transistors Q1 and
n–p–n emitter follower. It is observed that all digitalQ2. NMOS transistors M2 and M4 provide a current discharge
BiCMOS gates have an MOS-BJT combination in commonpath for turning off the bipolar transistors. When the input
and the gate delay is primarily dependent on the switchingfalls, M1 turns on and provides current to Q1 which then
properties of this combination. The analysis can be easily ex-charges up the load. When the input rises, M2 turns on and
tended to cover all other subcells.provides current to Q2 which then discharges the load capaci-

Consider the circuit for Fig. 3(a), which shows the princi-tance. The BiCMOS gate has the features of
pal circuit elements affecting the rise-time response, and a
delay expression is derived in detail for this transient re-1. High input impedance provided by the MOSFET gate
sponse. C1 in Fig. 3(b) accounts for parasitic capacitance at2. Low output impedance provided by bipolar transistors
the base:

3. Superior driving capability of on- and off-chip loads
4. Lower delay sensitivity to loading

C1 = Cbd1 + Cbd2 + Cg4 (3)
5. Transient drive with no dc power component

This gate represents a basic building block for digital logic The first two terms account for drain junction capacitances
circuits in BiCMOS. The inverter shown in Fig. 2 is easily of M1 and M2, and Cg4 is the gate oxide capacitance due to
extended to create multiple input basic tiling cells in a man- M4. The base-emitter capacitance CE and collector junction ca-
ner identical to pure CMOS basic cells. pacitance CC are also included in the model.

For proper operation of the BiCMOS gate, the collector re-
Dc Characteristics sistance RC must be low enough to prevent foward biasing of

the base-collector junction. With the equivalent circuit set upThe output logic swing is constrained from going to supply
as described above, the equations governing the gate tran-voltage Vdd by the n–p–n base-emitter junction providing
sient are derived when the input falls to its lowest level, at
t � 0; M1 turns ON and operates initially in the saturationVOH = Vdd − Vbe1 (1)
region. Its drain current charges the base-emitter capacitance
of Q1 until Vbe,Q1 � Vbe(on) when Q1 turns ON. The emitter cur-where Vbe1 is the base-emitter voltage of transistor Q1. Simi-
rent of Q1 increases sharply, pulling up the base voltage oflarly
Q1 and the output node. Referring to Fig. 2, as the base volt-
age of Q1 exceeds the threshold voltage of the NMOS transis-VOL = Vbe2 (2)
tor, M4 turns ON and discharges the base charge of Q2. Thus,
Q2 is OFF, and as the base voltage of Q1 reaches Vdd 	is obtained when the lower n–p–n (Q2) is biased on. The re-
VDS(sat), M1 enters the triode region and its drain current dropssulting logic swing of the BiCMOS gate is only a few tenths of
gradually. Consequently the collector current of Q1 starts de-a volt away from the supply voltages due to the low collector
creasing. As the output voltage approaches Vdd 	 Vbe(on), tran-currents when the load capacitance is near full-charge or dis-

charge. sistor Q1 gradually turns OFF.

Figure 3. (a) Pull-up section of a BiCMOS gate. (b)
Transient equivalent circuit when Q1 is OFF.
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switching. Applying Kirchhoff’s current law at the base node,

Ids = CD
dVbe
dt

+ IC,Q1

β
+CC

d(ICRC +Vbe −Vdd +Vo )
dt

(8)

where

IC,Q1 = ISe
qVbe/kT (9)

Vbe is relatively constant when compared to Vo and can thus
be neglected in the last term of the equation. If CL � CC, then
IC � IC,Q1. Additionally, if �f � 1, then IE � IC. Hence

IC,Q1 = ISeqVbe/kT = CL
dVo

dt
(10)

and Eq. (8) becomes
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Figure 4. Transient equivalent circuit of the pull-up section when
Q1 turns ON. Ids = CD

dVbe

dt
+ IC,Q1

β
+ CC

dVo

dt
+ RCCC

dIC,Q1

dt

= qIC,Q1τ f

kT
dVbe

dt
+ IC,Q1τ f

β
+ CC

CL
IC,Q1 + RCCC

dIC,Q1

dt

(11)

The time period from t � 0 to the time when output since
reaches Vdd/2 at t � Td can be divided into three parts:

dIC,Q1

dt
= q

kT
IC,Q1

dVbe

dt
= CL

d2Vo

dt2 (12)
Td = T1 + T2 + T3 (4)

Equation (11) becomeswhere T1 is the time needed for the drain current of M1 to
charge the net capacitance at the base until the base-emitter
voltage Vbe reaches the forward diode drop. During this pe- Ids = 1

β∗ IC,Q1 + τ ∗
f

dIC,Q1

dt
(13)

riod, diffusion capacitance CD is absent from the circuit and
M1 operates in saturation. During T2, M1 still operates in sat-

whereuration and the output also rises during this time, especially
when CL is small compared to base-emitter capacitance CE,
and during T3, M1 enters into the triode region until the out-

1
β∗ =

�
1
β

+ CC

CL

�
and τ ∗

f = τ f + RCCC

put voltage reaches the switching voltage Vdd/2, which repre-
sents 50% of the rise time. The solution of Eq. (13) is

Writing the current equation at the base node of Q1 in Fig.
3(a) yields the following differential equation: IC,Q1 = β∗Ids

�
1 − et/β∗ τ ∗

f
�

(14)

Equation (10) is then solved for Vo using Eq. (14):Ids = (CC + CE + C1)
dVbe

dt
(5)

Solving the above differential equation, we get
dVo

dt
− β∗

CL
Ids

�
1 − et/β∗ τ ∗

f
�

(15)

which upon integrating yieldsT1 = (CC + CE + C1)Vbe(on)

Ids
(6)

where
Vo(t) = Ids(t

2)

2τ ∗
f CL

(16)

At t � T2,Ids = Conµ(Vdd − |VT |)2W
2L

(7)

During the second interval T2, Q1 is ON, and M1 is in satu-
VT − Vbe(on) = Ids(T

2
2 )

2τ ∗
f CL

(17)

ration. The equivalent circuit is shown in Fig. 4, where IC is
the collector current and IC,Q1/� is the time-varying current Solving
through the forward base diode. CD represents the diffusion
capacitance of the BJT due to the forward stored charge
whose instantaneous value is qIC,Q1�f/kT. It is the inclusion of
CD that accounts for the role of the base transit time in gate

T2 =
s

2
�

VT − Vbe(on)

�
τ ∗

f CL

Ids
(18)
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During T3, Vbe is assumed to remain constant at 0.7V. IC where
begins to rise, resulting in a rise in the output. At t � T3 the
output reaches Vdd/2, and the resulting equivalent circuit is
shown in Fig. 5. M1 is in the linear region and is modeled by
an equivalent channel resistance.

m1, m2 = ± 1
T0

��
T0

2β∗τ ∗
f

�2

− 1 (25)

Using Kirchhoff’s current law at the base

In the above expression, the term T0/2�*�*f is less than 1 for
typical device and circuit parameters, forcing the roots m1

and m2 to be imaginary numbers. Consequently Eq. (24) can

Vdd − Vbe − Vo

RCH + RB
= IC,Q1

β
+ CD

dVbe

dt
+ CC

d(Vbe + ICRC + Vo − Vdd )

dt
(19)

be expressed as
Since Vbe is relatively small compared to Vo, it can be ne-
glected in the last term. So

V (t) = (Vdd − Vbe) +
�
C sin

� t
T

�
+ D cos

� t
T

��
e−t/2β∗ τ ∗

f (26)

where

Vdd − Vbe

RCH + RB
= Vo

RCH + RB
+ IC,Q1

β
+ qIC,Q1τ f

kT
dVbe

dt

+ CCRC

qIC,Q1

kT
dVbe

dt
+ CC

dVo

dt

(20)

Using Eqs. (10) and (12) in Eq. (20),
T = T0√

1 − (T0/2β∗τ ∗
f )2

(27)

At time t � T2,

Vo = VT − Vbe(on) = D + Vdd − Vbe(on) (28)

Vdd − Vbe

RCH + RB
= Vo

RCH + RB
+ CL

β

dVo

dt
+ τf CL

d2Vo

dt2

+ CCRCCL
d2Vo

dt2
+ CC

dVo

dt

(21)

Since the threshold voltage of the MOSFET is so low, it isEquation (21) becomes
very close to the base-emitter turn-on voltage,

D = −(Vdd − Vbe) (29)
d2Vo

dt2 + 1
β∗τ ∗

f

dVo

dt
+ Vo

T2
0

= Vdd − Vbe

T2
0

(22)

Alsowhere

T0 =
√

(RCH + RB)CLτ ∗
f (23)

IC(t = 0) = CL
dVo

dt
= 0 ⇒ C = −T(Vdd − Vbe)

2β∗τ ∗
f

(30)

Solving Eq. (22), the expression of the output voltage is

Thus the expression for the output voltage isV (t) = (Vdd − Vbe) + [Ae(m1 t) + Be(m2 t)]e−t/2β∗ τ ∗
f (24)

V (t)= (Vdd −Vbe )

�
1−

�
cos

� t
T

�
+ T

2β∗τ ∗
f

sin
� t

T

��
e−t/2β∗τ ∗

f

�

(31)

Then, since V(t) � (Vdd � Vbe)/2 at time t � T3, the delay com-
ponent for this interval is

T3 = π

3
T (32)

Hence the full 50% of the rise-time delay is given by

Td = T1 + T2 + T3 = (CC + CE + C1)Vbe(on)

Ids

+
s

2
�

VT − Vbe(on)

�
CLτ ∗

f

Ids
+ π

3
T0√

1 − (T0/2β∗τ ∗
f )2

(33)
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For typical device and circuit parameters the delay is predom-Figure 5. The transient equivalent circuit of the pull-up section
when M1 enters the triode region. inantly determined by T0.
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inverter delay is plotted in Fig. 7 as a function of fanout. The
simulations obtained from HSPICE are shown for CMOS
one-, two-, and three-stage drivers. Note that one-stage gate
delay has a lower delay than the two- or three-stage gates up
to a fanout of 5. It is also comparable to BiCMOS delay when
the fanout is low. The two-stage gates crossover with the
three-stage gates occurs at a relatively large fanout of 15 as
shown in the figure. Hence for the smaller fanout the
BiCMOS gate must be compared with the one-stage gate, and
for the larger fanout with the two- and three-stage gates. Fig-
ure 7 shows that for fanouts up to 5, the BiCMOS advantage
over the CMOS (single stage) improves. For high-fanout gate
sites, a BiCMOS gate is superior to the CMOS drivers. The
analysis can be easily extended to the other subcells of the
BiCMOS gates.

This section introduced the basic cells implemented in
BiCMOS technology, and a full transient analysis of the
BiCMOS gate during switching is performed. Although the
details are provided for the output pull-up transition of the
conventional gate, the analysis is easily extended to other
subcells. The performance comparison of BiCMOS and CMOS
subcells is provided as a function of fanout and output load.
In the following sections, we will first provide a systematic
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method for constructing an area-time optimal CMOS parallel
Figure 6. Comparison of analytical and HSPICE simulations. adder. The approach is based on Ladner and Fischer’s paral-

lel prefix computation (3), and is essentially a lookahead addi-
tion. The basic tiling cells in CMOS used to implement the
circuit blocks of a parallel adder are introduced. Following
that, we will present improvements that can be achieved with

Figure 6 demonstrates the reasonable agreement between the introduction of BiCMOS cells in the carry-generation cir-
the delay evaluation from the above derived analytical model cuit of CMOS adders. The carry-propagation delay due to
and those extracted from HSPICE simulations. The figure large fanout and interconnect capacitances is a major factor
also illustrates the plot referringg to the delay analysis re- determining the performance of parallel adders. Besides, with
ported in (2). The device parameters for the BiCMOS technol- the view of driving capability of bipolar transistors, the
ogy are listed in Table 1. BiCMOS cells are adopted to drive large fanout and heavy

capacitive loads on the critical path of the fast carry-genera-
tion circuit. HSPICE simulation results, and for differentGate Comparison

The logic function is restricted to a simple inverter with the
justification that the inverter is the basic logic gate and that
the performance of the inverter can be extrapolated to the
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Figure 7. BiCMOS and CMOS delay versus fanout.

Table 1. Bipolar Device Parameters

Parameter Unit Value

IS A 1.4391 � 10�16

�f — 100
�f s 12p
IKF A 1.6939 � 10�2

�r — 1.0
�r s 0.0
IKR A 0.5
RE � 10
RB � 450
RC � 100
CJE F 12 � 10�15

CJC F 10 � 10�15

CJS F 25 � 10�15
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data width, parallel adders are presented to show the effec- carry ci�1. Expanding Eq. (36), we obtain
tiveness of the mixed CMOS/BiCMOS parallel adder design.

CMOS PARALLEL ADDERS
ci = gi +

i−1X
j=0

�
iY

k= j+1

pk

�
gj (37)

Parallel Adders The fundamental carry operation, o, introduced by Brent and
Kung (5) is used:Much attention has been paid to the tradeoff between time

and number of gates, but little attention has been paid to the
(gl , pl )o(gr, pr) = (gl + plgr, pl pr) (38)problem of connecting the gates in an economical and regular

way to minimize the chip area and optimize the critical path
pl denotes that a carry will propagate across bit position l,delay.
and gl denotes that a carry is generated at bit position l. TheThe adder is the major component in an arithmetic logic
term pl pr denotes that a carry will propagate from bit r to bitunit (ALU), and the ALU is often the workhorse of a computa-
l. Similarly (gl � pl gr) denotes that a carry is generated in attional circuit. There are many kinds of adders available for
least one of the bit positions from r to l inclusive and propa-conventional number systems, some implementations of
gated to bit position l.adders are classified as follows, and the synonym and asymp-

The binary o operation provides an interesting analogy be-totic time complexity of adders for n-bit data width are also
tween placing parentheses in an equation and different addergiven:
configurations. For example, the carry combination equation
for a four-bit ripple adder is

1. Basic ripple-carry adders : O(n)
2. Carry lookahead adders : O(log n) ((((g0, p0)o(g1, p1))o(g2, p2))o(g3, p3)) (39)
3. Carry-skip (bypass) adders : O(n1/l), where l is the num-

Equation (39) indicates that the propagate and generate sig-ber of skip layers
nals for the least significant groups (g0, p0) and (g1, p1) are4. Carry-select adders : O(log n)
combined first; then that result is combined with the next
group, and so on, in a linear fashion. To combine n groups,It is well known that the delay time of a standard ripple-
n � 1 carry operations are performed sequentially,carry adder can be dramatically decreased by employing the

scheme of the carry lookahead addition which makes the slow
(((g0, p0)o(g1, p1))o(g2, p2))o(g3, p3))) (40)

signals arrive earlier. The carry-skip adders intend to im-
prove the performance of the basic ripple-carry adder by mak- Equation (40) indicates that the two lower and upper groups
ing early signals more available in trading the available time are combined simultaneously, and then the two results are
against resources. In the carry-select adder, early signals are combined. With this approach, log n sets of o operations are
duplicated at the expense of additional resources to reduce performed.
the number of levels in the adder. There are many problems that arise in attempts to imple-

ment a carry look-ahead adder in VLSI using Eq. (37). First
Carry Lookahead Adders of all, there are many multi-input gates contained in the re-

sulting circuitry. For CMOS technology, the delay time mayVariable carry lookahead adders have been investigated by
be proportional to the number of inputs to the gate. To solvemany researchers (4,5,6,7). The resulting adder circuitry has
the problem, each multi-input gate needs to be replaced withconstant delay time but contains certain gates whose fanin is
a balanced tree structure that has bounded fanin to each gate;unbounded and certain gates whose fanout is unbounded.
modified circuitry then has a logarithmic delay time.Carry lookahead adders result from expanding the recurrence

The other problem with the resulting circuitry for a carryequation that describes the set of carries generated by the
look-ahead adder is the fanout effects; a large fanout repre-adder circuitry. From the equations describing the ith carry
sents large load capacitance and time delays. These fanoutsand sum bits,
can be traded for shorter interconnects and a smaller area,
which may result in a faster circuit. Another problem in im-ci = (ai + bi)ci−1 + aibi and si = ai ⊕ bi ⊕ ci (34)
plementing a carry look-ahead adder is the area required to
lay it out. Each carry requires a total of 1 � 2 � 3 � . . . �

the generate and propagate variables can be defined as i � i(i � 1)/2 inputs to its gates, so that area O(i2) is required
to realize it. The silicon area required to realize all the carries

gi = aibi and pi = ai + bi (35) is thus O(i3), which ignores the interconnection complexity.
The reason for the large amount of area computation required

Then the problem of computing the carries can be described is that each carry directly generates all the subcomputations
by the simple first-order linear recurrence that it requires, so that much duplicate work is performed

among all the carries. The key to reducing adder area is to
avoid the duplicate work implemented in the adder.ci = pici−1 + gi (36)

One way to improve the speed of a carry look-ahead adder
is to use BiCMOS technology which offers advantages en-The relation above corresponds to the fact that the carry ci is

either generated by ai and bi or propagated from the previous hancing the performance of VLSI circuits (8,9,10,11,12,13).
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precondition circuit, the fast carry generator, and the sum cir-
cuit. The precondition circuit gates in the adder inputs ai and
bi to generate the initial carry-propagate term pi and carry-
generate term gi for each bit i. The computed pi and gi terms
of each bit i are fed into the fast carry generator. This work
is focused on the accelerated carry computation and the delay
obtained in the carry generator. The carry bit ci obtained from
the fast carry generator is combined in the sum circuit with
the carry-propagate bit pi from the precondition circuit to gen-
erate the sum bit si,

si = pi ⊕ ci−1 for i = 1, . . ., n (41)

To implement the design of a fast carry computation cir-
cuit, three basic types of tiling cells are required: black cells,
white cells, and driver cells, as shown in Fig. 9. The terms

Sum circuit
Carry
output

Adder
output (si)

pi and gi

Adder input
(ai, bi)

Carry-propagate
bits ( pi) and
carry bits (ci)

cout

Fast carry generator

Precondition circuit

‘‘black’’ and ‘‘white’’ cells come from (5). Note that some of the
inputs to the black and white cells ‘‘pass through’’ the cells.Figure 8. Three functional blocks of a parallel adder.
Specifically the (gr, pr) inputs of the black cells are available
as outputs. This convention simplifies cascading the subcells
and wiring diagrams.

BiCMOS precharge circuits have been used in carry look-
The black cell is first implemented in static CMOS to per-

ahead adder circuits (8) to improve speed performance. How-
form the binary o operation: (gl, pl)o(gr, pr) � (gl � pl gr, pl pr),ever, only the delay associated with the output was short-
which are of two types, the black ba cell and the black bb cell

ened. The propagation delay associated with the internal
as shown in Fig. 10. The ba cell of Fig. 10(a) gates in the

carry bits, which is important for a large-scale carry look-
positive-true signals and generates the complemented out-

ahead adder was still not improved. Many researchers have
puts, as the bb cell of Fig. 10(b) gates in the complemented

implemented the adder designs in CMOS and BiCMOS tech-
inputs and outputs positive-true signals. Each of the cells

nology; however, the design of mixed CMOS/BiCMOS tech-
shown in Figure 10(a) and 10(b) is composed of P and G sub-

nology has not been explored.
cells, which produce pout and gout signals, respectively. For

The primary motivation of BiCMOS is the possibility of
equal drive capability, the widths of MOS devices are varied

using the best features of both MOSFETs and BJTs in a sin-
while keeping the lengths constant at 2	. Minimum-length

gle integrated circuit. BiCMOS circuits are utilized in combi-
transistors are used for the pull-down network of each subcell

nation with CMOS structures for the design of critical paths
implementing the black cell. PMOS transistors that form the

that would render an optimum system performance in terms
pull-up circuit are ratioed in such a way that the maximum

of speed and area. A general comparison between optimized
pull-up and pull-down channel resistances are made equal.

CMOS and BiCMOS design adders is carried out and the
To maintain proper signal polarity, while implementing

speedup factor of BiCMOS over CMOS is reported. From the
CMOS technology which features inverting logic, it is neces-

results of the comparison, we can generalize that the
sary to introduce inverters in the circuit. This is achieved by

BiCMOS adders can achieve significant speedup over CMOS
using the white cells shown in Fig. 11. To reduce wiring dia-

as the data width increases.
grams, white cells are of two types, wa and wb cells. The wb
cell is a modified white cell that provides a turning corner for

CMOS Area-Time Optimal Carry Lookahead Adders
input signals.

The speed performance of parallel adders is mainly deter-Basic Cells. The complete block diagram of a parallel adder
is shown in Fig. 8. It consists of three functional blocks: the mined by the propagation delay involved in the critical paths
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Figure 9. Basic types of tiling cells.
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Figure 10. Black cell implementation in static
CMOS. (a) The black ba cell (b) The black bb cell.
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of the fast carry-generator circuit, which drive large fanouts
and interconnect capacitances. Driver cells are used in case
of long wire interconnects or large fanouts. A specially ratioed
inverter in single stage or in cascaded stages is the singular
subject used as the driver cell shown in Fig. 12. It is clear at
this stage that the black cells are used for computation, the
white cells are used for electrical requirements, and the
driver cells are used for performance improvements.

Design Architecture. To construct a fast adder, the signal
delay associated with each type of the subcell is analyzed. For
the CMOS design, the cell resistance and capacitances are
estimated in order to compute the associated signal delay.

For equal drive capability, the width of the MOS devices
are varied while keeping the lengths to a minimum. PMOS

pl pin

pin

gl

plgl

White wa cell

pl pin

pin

gl

pl

pl

gl

gl

White wb cell
transistors, which form the pull-up circuit, are ratioed in a
way that the maximum pull-up and pull-down channel resis-Figure 11. White cells implemented in CMOS: wa and wb cells.
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Let � be the primary time constant in calculating the delay
through elementary inverting logic stages, defined as

τ = Rc(Ci + Cg) (44)

then

tout = tin + τ f (45)

which is a simple, conventional timing model (14).
In the case of the adder design, the fanout f of a subcell

R(n – m)
R(m) R(1) R(2)

varies depending on the type of the subcell and on the typeFigure 12. Drivers used in recursive construction of the fast carry
and number of its succeeding cells. This can be illustrated bygenerator.
considering the layout of the 32-bit adder shown in Fig. 13
where each cell is identified by a pair of height and bit coordi-
nates.tances Rc are made equal. In integrated systems, capacitances

For example, in Fig. 13, consider the black cell at (4, 8)of circuit nodes are due not only to the capacitance of gates
which refers to the fourth cell on the vertical path of bit 8.connected to the nodes but also to capacitances to ground of
Recall that the black cell is implemented to perform the bi-signal paths connected to the nodes and to other stray capaci-
nary o operation: (gl, pl)o(gr, pr) � (gl � pl gr, pl pr). Thereforetances. The total interconnect capacitance Ci and resistance
the left operand of cell (4, 8), namely (gl, pl), comes from cellRi due to the signal paths are not negligible.
(3, 8) which is just vertically below cell (4, 8). The outputsIn a static CMOS design, a pair of PMOS pull-up and an
pout and gout of cell (3, 8) are the inputs pl and gl of cell (4, 8).NMOS pull-down transistors constitutes a basic inverting
The fanout of pout of cell (3, 8) is 2, since it drives both P andunit. The input signal drives both the pull-up and pull-down
G subcells of cell (4, 8), whereas the fanout of gout of cell (3, 8)transistors. Let Cg be the total gate capacitance of the unit,
is 1, since it drives only the G subcell of cell (4, 8). The samethen the approximate generation time of the output signal is
analysis extends to all the cells in the circuit.given by

The right operand of cell (4, 8), namely (pr, gr), comes from
driver cell (3, 3) whose output signals make a turn in wb celltout = tin + (Rc + Ri f )(Ci + Cg) f (42)
(4, 3) and supply the right operand to each of black cells (4,
4), (4, 5), (4, 6), (4, 7) and (4, 8). Thus the fanout of gout(orwhere tin is the input ready time and f is the fanout factor
pout) of driver cell (3, 3) is 6, since it drives each subcell of (4,associated with the cell.
3), (4, 4), (4, 5), (4, 6), (4, 7), and (4, 8). All the cells drivenAs can be seen, the delay per inverting stage is multiplied
by the driver cells in the horizontal path are indicated by aby a fanout factor. The overall performance of the circuit may
bold line.be seriously degraded if it contains any large fanouts. In such

Since the delay through a cascaded driver depends on thecases the drivers that are an integral part of the circuit layout
drives fanout fd, the ratio r between the successive stages,are modeled explicitly.
and the number s of cascaded stages (14), the minimum delayIn metal interconnects, if the channel resistance Rc is
is obtained by taking the driver ratio,much greater than Rif , then tout becomes

tout = tin + Rc(Ci + Cg) f (43) r = f 1/(s+1)

d (46)

Figure 13. An optimal CMOS 32-bit fast carry generator.
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The corresponding minimum propagation delay of the cas- can be analyzed. Let tgout be the time when signal gout is ready,
and let tgl be the tgout of the cell producing gl and tgr the tgout ofcaded driver is
the cell producing gr. Similarly tpl and tpr represent the tpout of
the cell producing pl and pr, respectively.delay(s, fd ) = (s + 1)( f 1/(s+1)

d )τ (47)
Consider the g subcell of the black cell; the input ready

Thus, for an s-stage driver of fanout fd, time tgin can be formulated as

tdout = tdin + delay(s, fd ) (48) tgin = max{tgl, tpl, tgr} (49)

Note that if the number of stages is zero, that is, in the case
and tpin for the p subcell of the black cell can be formulated asof a single inverter, then Eq. (48) is the same as Eq. (45).

With the analysis above the generation time for each cir-
cuit signal as the sum of its input ready time and delay factor tpin = max{tpl, tpr} (50)
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Figure 14. Black cell implementation in BiCMOS. (a) The black ba cell; (b) the black bb cell.
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Let f g and f p be the fanout of the g subcell and p subcell under
analysis, then

tgout = tgin + delay(s, fg) (51)

and

tpout = tpin + delay(s, fp) (52)

Equations (51) and (52) depend on the fanout of the cell under
consideration, which is determined by the interconnection of
modular cells.

With the evaluation of the timing behavior of the basic
cells, consider the construction of the fast carry generator
R(n) based on the recursive construction of the basic cells R(1)
and R(2) as shown in Fig. 12. The R(n) circuit is composed
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of the subcircuits R(m) and R(n � m) which, in turn, are
composed of circuits of even smaller sizes. The R(n) circuit Figure 16. Delay performance of BiCMOS and CMOS of the G sub-
has a large fanout from the most significant bit of the right cell of a ba cell.
block, that is, bit m, broadcasting it to all bit positions of
the left block. To shorten the critical delay due to this
large fanout, a multistage driver is placed at the most where
significant bit of R(m).

Another critical delay comes from the propagation of the tgin(i, j) is input ready time for the g term of the most sig-
signal through the leftmost vertical path. Since both critical nificant bit of an adder block of size i � j � 1.
paths converge at the leftmost top cell, it is necessary to de- tpin(i, j) is input ready time for the p term of the most sig-
compose the n-bit adder into subcircuits R(m) and R(n � m) nificant bit of an adder block of size i � j � 1.
by choosing the best placed m. Thus, to evaluate the input f (i, m, j) is load function of the block of size m � j � 1 driv-
ready time of the most significant bit of an n-bit adder, tgin(n, ing that of size i � m.
1), consider the following recurrence:

The load function f (i, m, j) is defined as

f (i, m, j) = min
0≤s<u

and s ≡ u mod2

{delay(s, i − m + 1)} (55)
tgin(i, j) = min

j≤m<i
{max[tgin(i, m + 1) + τ, tpin(i, m + 1) + 2τ,

tgin(m, j) + f (i, m, j)τ ]} (53)

where u � max�0, depth(i, m � 1) � depth(m, j)�.
In Eq. (55), s is chosen to minimize the signal delay

tpin(i, j) = min
j≤m<i

{max[tpin(i,m + 1) + 2τ,

tpin(m, j) + f (i, m, j)τ ]}
(54)

through the driver. The depth of the s-stage driver is limited
to u, which is the depth difference between two component
adder blocks, R(i � m) and R(m � j � 1). Since the optimal
splitting m value for the p signal and the g signal is the same,
one-dimensional dynamic programming can be used to calcu-
late the optimal fast carry-generator configurations for n up
to any desired datawidth (4).
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Figure 15. Delay performance of BiCMOS and CMOS of the P sub- Figure 17. BiCMOS drivers used in recursive construction of the
fast carry generator.cell of a ba cell.
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Figure 18. HSPICE simulation of the critical path delay of 16-bit, 32-bit, and 66-bit parallel
adders.

In order to regularize and minimize the layout efforts, the of the P subcell and G subcell of black ba cell are shown in
Figs. 15 and 16. The delay performance of the black bb cell isnumber of driver stages is limited to 2 or 3 stages. In addition

the driver ratio between successive stages is usually an inte- similar to the results of the ba cell.
BiCMOS gates are faster than the CMOS gates, especiallyger 2 or 3. The performance of CMOS adders is discussed and

compared with mixed CMOS/BiCMOS adders in the next as the load capacitance, due to high fanout, increases. Using
only BiCMOS cells to design the parallel adder, the integra-section.
tion density due to CMOS-based parallel adder is not
achieved, and for low-fanout sites, CMOS subcells are fasterMIXED CMOS/BiCOMOS AREA-TIME OPTIMAL ADDERS
than BiCMOS ones. Therefore using CMOS P and G subcells
to drive smaller loads, which are not in the critical path, andBasic Cells
BiCMOS P and G subcells to drive the heavy ones, which are

Figure 14 shows the black ba and bb cells implemented in in the critical path, gives an optimal solution to the parallel
BiCMOS technology. The logic function is implemented using adder design. The following section investigates the perfor-
PMOS and NMOS blocks. The bipolar transistors Q1 and Q2 mance improvement in the design of optimal parallel adders

by using the BiCMOS cells in CMOS adders.are used as current drivers. HSPICE-measured delay times

Table 2. Comparison of HSPICE Simulations of 16-bit, 32-bit, and 66-bit
Parallel Adders

Data Width Tdlh Tdhl Avg Td Difference in Td % Decrease in Td

CMOS16 7.23 7.9 7.565 — —
BiCMOS16(dr) 5.67 6.1 5.885 1.68 28.54
BiCMOS16 5.12 6.3 5.71 1.855 32.486
CMOS32 10.96 9.39 10.175 — —
BiCMOS32(dr) 8.12 7.33 7.725 2.45 31.715
BiCMOS32 6.11 6.74 6.425 3.75 58.365
CMOS66 14.17 11.49 12.83 — —
BiCMOS66(dr) 8.95 8.68 8.815 4.015 45.547
BiCMOS66 6.81 7.45 7.13 5.7 79.944

Note: CMOS## ⇒ Adder implemented in CMOS. BiCMOS##(dr) ⇒ Adder implemented in CMOS with
BiCMOS driver cells. BiCMOS## ⇒ Adder implemented in BiCMOS.
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Figure 19. 32-bit fast carry generator using BiCMOS driver cells.

Implementation of BiCMOS Parallel Adder Using BiCMOS Driver Cells in Parallel Adders

To achieve a fast carry-generation circuit, the critical path To accelerate the critical path through the leftmost bit R(m),
BiCMOS driver cells are introduced at the site of a large fa-delay must be shortened. The following section discusses the

improvement achieved by introducing BiCMOS cells into a nout to minimize the delay. Note that in the CMOS carry-
generator circuit a multistage driver is needed but that it isCMOS parallel adder design. Figure 17 shows two possible

critical paths in the recursive construction of the fast carry- now replaced by a single BiCMOS driver cell, without increas-
ing the total chip size.generation circuit. One is the delay through the leftmost bit

of R(m), which drives a large a fanout and interconnect capac- In the parallel adder architecture, only the driver cells
with a large fanout are replaced by the BiCMOS driver cells,itances, and the other is the leftmost vertical path of R(n).

Since the critical path converges at the leftmost top cell, Cn�1 and all other basic cells are composed of only CMOS devices.
The bipolar device works as a high-current output circuit. Itis obviously one of the slowest carry output bits.
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Figure 20. HSPICE simulation of the critical path delay of 16-bit, 32-bit, and 66-bit parallel
adders.
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accelerates the operation of the CMOS logic circuits; this is
verified by evaluating the CMOS parallel adders with
BiCMOS driver cells. From HSPICE simulations shown in
Fig. 18, it is observed that by introducing BiCMOS driver
cells alone, the critical path delay of the parallel adders is
shortened by 28.54% in the case of the 16-bit adder, 31.715%
in the case of the 32-bit adder, and 45.547% in the case of the
66-bit adder. The results are tabulated in Table 2.

Using BiCMOS P and G Subcells in Parallel Adders

Figure 19 shows the implementation of a 32-bit parallel adder

R(n – m)

Cn Cn – 1

R(m)

that uses BiCMOS driver cells to shorten the critical path
delay, and the propagation delay through the leftmost vertical Figure 21. The P and G signals from the leftmost bit of R(m) are
path of the carry-propagation circuit is shortened by introduc- directly fed to the most critical bits.
ing BiCMOS subcells in the critical path as shown by the bold
path of arrows.

From the mixed CMOS/BiCMOS parallel adder design, the
voltage supply. Voltage supply reduction is necessary only ifspeed of the arithmetic operation in the critical path of carry-
the device feature sizes are scaled. Therefore an analysis ofgeneration circuit is highly increased, as verifed by evaluat-
the effect of the voltage supply reduction must be carried outing the 16-bit, 32-bit, and 66-bit parallel adders. To compare
with device scaling.the performances of the parallel adders for different data

In the case of the high-speed arithmetic logic unit (ALU)widths, HSPICE simulations were obtained for 16-bit, 32-bit,
used to perform 2’s complement signed arithmetic and logicand 66-bit adders as shown in Fig. 20. HSPICE simulations
operations on a large data set of numbers, it is advantageouscompared with the results of CMOS adders show that the de-
to know the result of the carryout bit and the overflow bit. Anlay was shortened by 32.486% in the case of the 16-bit,
overflow output pin flags arithmetic operations that exceed58.365% in the case of the 32-bit, and 79.944% in the case of
the available 2’s complement number range. This pin is logi-the 66-bit adder as shown in Table 2.
cally the exclusive-OR of the carry-output pins Cn and Cn�1 of
an n-bit parallel adder. At the most significant end of the

CONCLUSIONS adder, this pin indicates that the result of an arithmetic 2’s
complement operation has overflowed into the sign bit, caus-

This article presented mixed CMOS/BiCMOS parallel adders, ing the sign bit to become erroneous.
which is an improvement over the high-speed area-time opti- If the information is retrieved earlier, the carry bits from
mal adders that have been realized by CMOS static circuits. the leftmost bit of R(m) could be propagated to the most sig-
The CMOS parallel adders suffer from the speed penalty as a nificant bits immediately, instead of propagating through the
result of long wire interconnects and large fanout sites. In buffer cells. The other bit positions are fed through the buffer
order to achieve higher speed in the carry computation, high- maintaining the adder architecture. This way the carryout
speed technology is needed. and overflow bit will flag earlier than at the sum of the com-

BiCMOS technology suitable for high-speed circuits is cho- putation time. The concept of direct feeding to the most sig-
sen for the implementation of the basic cells in the carry-gen- nificant bits is illustrated in Fig. 21.
eration circuit to drive large-fanout and capacitive loads. A
full transient analysis of BiCMOS gate switching has been
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