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SRAM CHIPS

Semiconductor memories play a vital role in today’s electron-
ics for storage of software programs instruction sets for micro-
processor operation. They are used as stand-alone memory at
the system level or as embedded memory for increased micro-
processor speed. Memory devices are classified as volatile or
nonvolatile. Volatile memories require power to retain the in-
formation while nonvolatile memories do not. One type of vol-
atile memory is the dynamic random access memory (DRAM),
which consists of a capacitor to store charge and of a transis-
tor to control access to the capacitor. The other type of volatile
memory is the static random access memory (SRAM), which
consists of four transistors plus two load elements (either re-
sistor or transistor) configured to remain in a fixed state until
externally changed. SRAM lags DRAM in density per chip by
roughly a factor of 4 because of the larger number of elements
per cell. SRAM generally has superior data access time (less
than half) and lower power dissipation (less than half) com-
pared to DRAM. For example, in 1996 commercially available
memory for DRAM was in the 4 megabit to 16 megabit (Mb)
array size with read/write times around 70 ns while SRAM
was available in 1 Mb to 4 Mb sizes with read/write times
around 20 ns (1). SRAM finds specific applications for embed-
ded memory in ASICs and microprocessors to increase speed
(since interface circuits and package leads are eliminated) or
as the main memory for very low power applications. SRAM
is favored over DRAM when high-speed and/or low-power
RAM is required for applications such as first-level cache
memories. Cache memories are circuits that hold selected
data from the larger main memory, allowing higher micropro-
cessor performance due to the faster memory access time. The
concept is similar to a person’s library. The book-case con-
taining most of the books is equivalent to the main memory
while the books that are more readily accessible on the desk
would be equivalent to the function of first-level cache mem-
ory. This article focuses on the SRAM chip, discussing the
configuration, operation, comparison of various cell types,
past and current trends in SRAM cells, circuit techniques
used to increase SRAM performance, and failure and wear-
out mechanisms. Viable technologies being developed to man-
ufacture cost-effective, high-performance SRAM into the next
century are also discussed.

THE BASICS OF MEMORY OPERATION

The basic architecture for a RAM memory chip is shown in
Fig. 1 and is composed of the memory array, address prede-
coders and decoders, input and output buffers, sense amplifi-
ers, and read/write circuitry. Specific operation of each of
these circuit blocks are discussed in detail later, but a brief
summary of the key functions is offered here by way of intro-
duction.

The memory array is made up of individual storage ele-
ments or cells and can be configured in a square to maximize
cell density over a given area as shown in the 8 
 8 (� 64
cell) array of Fig. 1, where each square represents a memory
cell. In stand-alone memory chips the array is typically well
over 50% of the entire area of the chip and is a key circuit
block for die area reduction. While the DRAM cell is made up
of two elements, the larger SRAM cell is made up of six ele-
ments. Both have the same memory function, which is to be
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The address location is kept in the input buffer until the
decoder is ready to receive it. This occurs when the access to
the location from the previous address is completed. Prior to
the decoder circuit is the predecoder, which is used to simplify
the circuit and to reduce die size. The predecoder sends the
address into the decoder in smaller blocks, reducing the num-
ber of inputs to the decoder.

Once the desired bit is accessed, logic in the read/write
circuitry dictates whether the state of the cell will be read or
written to. A sense amplifier is contained in this circuit block
to amplify the signal from the bit lines to allow for accurate
and fast reading of the cell. This amplifier is necessary for
high-speed operation because of the capacitive loads along the
bit lines of the column of the selected cell, especially as the
array gets larger. The data outputs are then fed into the out-
put buffer for access from the external systems.

Memory designs can be categorized as synchronous, asyn-
chronous, or static load. Synchronous memory requires a
clock edge to enable memory operation while asynchronous
memory does not. Asynchronous memory is designed to deter-
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Figure 1. SRAM chip architecture in circuit block form. change. Static load memories also require a clock. The rela-

tive complexity of a given design depends on which type of
memory is used. Synchronous memory is faster since all of

in either one of two well-defined electrical states. These two the inputs are clocked into the memory, but it does require
states represent binary digits (or bits). In DRAM, the electri- a more complex design compared to asynchronous, which is
cal state is determined by whether the capacitor element is simpler in design but suffers from internal time delays
holding charge or not. The electrical state of the SRAM cell is (1a,1b).
defined by the output voltage of the cell, which will be either
high or low. Because of the dynamic nature of DRAM, its cells
must be continually refreshed to keep the bit from losing its THE FUNDAMENTAL COMPONENTS OF THE SRAM CELL
current logic state due to leakage from the capacitor. SRAMs
do not require constant refreshing but maintain their latched The Inverter
logic state until forced into another by the write circuitry.

This section addresses the fundamental components and theHowever, both SRAM and DRAM require dc power for each
basic operation of the SRAM memory cell. The main func-of the memory cells to remain in its logic state.
tional component of the SRAM is the latch which is a bistableThe horizontal line connected to all cells in a given row is
circuit made up of two inverters connected in a positive feed-called the word line. In like manner, the line connected to the
back loop. The inverter is the basic SRAM building block andcells in a column is called the bit line. The cell state is read
incorporates a driver and a load tied in series as shown in thefrom or written to through the bit lines while the word line
inset of Fig. 2. The driver functions as a voltage-controlledprovides access to the cell. A specific cell of the array is ac-
switch to invert an incoming voltage from a low voltage to acessed through the row and column decoders to allow bit line
high voltage or vice versa. When the input voltage Vi movesconnection for reading from or writing to a specific cell. When
high, the output voltage Vo is connected to ground. Con-the row decoder selects the desired address all of the cell ac-
versely, when Vi goes low, Vo is connected to the power supplycess transistors in the selected row are turned on and any of
voltage Vdd through the load. The voltage-controlled switch isthe memory cells in this row are now accessible for read/write
typically a bipolar transistor or a Metal-Oxide-Semiconductoroperation. The column decoder selects the bit lines of the spe-
Field Effect Transistor (MOSFET) and is often called thecific cell to be read from or written to. For a specific row and
driver or pull-down transistor because it pulls the output tocolumn address, only one cell from the array will have both
ground when it is on. The load is typically a transistor orthe access gate on and the bit lines accessed. Any bit in the
resistor and is called the pull-up element because it pulls Voarray can be randomly accessed in this fashion, leading to the
up to Vdd when the driver is off and the load transistor is on.term random access memory. Figure 1 shows an example of
The ideal and typical voltage transfer characteristics (Vo as aaddress selection in the 8 
 8 array. The row decoder takes
function of Vi) for a typical inverter are shown in Fig. 2 asthe binary input number of 001 (� 2�) for the word-line ad-
denoted by the dashed and solid lines, respectively. When Vidress and selects the corresponding row 1. In the same man-
is lower than a specified low input voltage Vil, Vo is at the highner, the column decoder takes the binary input number (010
output voltage Voh. Conversely, when Vi is greater than a spec-in this example) and selects the desired column 2. The mem-
ified high input voltage Vih, Vo is at the low output voltageory array is divided into 2l 
 2m number of bits, where l and
Vol. Vil defines the maximum Vi necessary to keep Vo � Vohm are the number of rows and columns, respectively, in the
whereas Vil defines the minimum Vi necessary to keep Vo �array. An 8-bit decoder can address 28 or 256 rows or col-
Vol. Both are defined at the point on the voltage transfer curveumns. Semiconductor memories are typically offered in sizes
where the slope � �1. Maximum inverter performance is ob-of 2n. Thus a 16 Mb memory is not 16,000,000 bits but 224 or

16,777,216 bits. tained for the ideal case when Vil � Vih � Vdd/2, Voh � Vdd, and
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�plh) refers to the time difference between the 50% point on
the rising (or falling) edge of Vi and the 50% point on the
falling (or rising) edge of Vo. Then the propagation delay is
defined as

τp ≡ 1
2

(τphl + τplh) (3)

The average power Pav dissipated in the inverter depends
on whether the inverter is operating in the static (no switch-
ing) or dynamic (during switching) mode. The static power for
an inverter with a MOSFET driver and resistor load RL is
given as V2

dd/2RL. The dynamic power is CLV2
dd f where f is the

operating frequency and CL is the load capacitance. These val-
ues depend on the driver and load used and are derived for
various inverters in the next section. The power delay prod-
uct �pPav is a figure of merit often used to quantify the perfor-
mance of the inverter.

The choice of load and voltage-controlled elements depends
on the need of the application and directly affect array size,
cost, switching speed, and power dissipation. For an inverter
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using a bipolar transistor as the driver, the load element is a
low impedance resistor. When a MOSFET is used (typicallyFigure 2. The ideal (dashed line) and typical (solid line) voltage
n-type), the load element is either a poly resistor or NMOStransfer curve for the generic inverter as shown in the inset.
(n-type MOSFET) or PMOS (p-type MOSFETs) device.

The LatchVol � 0. The choice of load element directly affects each of
these values. Two inverters connected in a positive feedback configuration

Three measures of inverter performance are the noise mar- as shown in the inset of Fig. 4 form a circuit known as a latch.
gin, the propagation delay, and the power dissipation. The The solid line on the voltage transfer curve (VTC) represents
noise margin NM defines the maximum amplitude allowed at the case when the node A is disconnected from node D and
the input without changing the output and thus quantifies connected to an external power supply whereas the dashed
the inverter’s deviation from the ideal case. The NM helps line represents the case when the voltage VA at node A is
specify the noise allowed on Vin of the gate such that the out- equal to that at node D, VD. Figure 4 shows three possible
put is not affected. The high noise margin NMh and low noise operating points for the latch which are denoted by points i,
margin NMl are defined as ii, and iii. Point ii on the transfer curve is unstable because

NMh = Voh − Vih (1)

NM1 = Vil − Vol (2)

In the ideal case NMh � NMl � Vdd/2. The propagation delay
is defined as the average of the 50% points of the leading and
trailing edges when the inverter is switching from low to high
and from high to low. This is shown in Fig. 3 where �phl (or
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Figure 4. Voltage transfer curve (the solid line) for the basic inverterFigure 3. Inverter input and output voltage waveforms which show
the definition of propagation delay for the high to low (�phl) and low latch shown in the inset. The dashed line represents the case when

VA � VD. The three possible operating points are denoted by i, ii,to high (�plh) transistions. The output and input voltages are denoted
by the dashed and solid curves, respectively. and iii.
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any small fluctuation in the voltage amplifies and shifts VD

along the curve because of the feedback gain of the configura-
tion. However, there is no gain at points i or iii and thus any
incremental change in the voltage at VA is not amplified as
long as that change occurs at a voltage above Vih or below
Vil. Thus, the latch functions as a memory device because it
remains in either of its two stable operating points which are
represented as a logic 1 or 0.

INVERTER ANALYSIS AND COMPARISON

The SRAM cell consists of a bistable latch connected to trig-
gering circuitry to force the latch into either one of its stable
operating points in which it remains as long as power is ap-
plied. The upper dashed box in the circuit shown in Fig. 5
encloses the standard six transistor (6T) SRAM cell made up
of PMOS load elements (T7 and T8) and NMOS access tran-
sistors (T1 and T2) to each storage node (denoted as A and
B). The lower dashed box shown in Fig. 5 is used for read
operation and is discussed later.

Figure 6 shows two MOSFET inverters used for SRAM
memory cells along with the respective driver and load cur-
rent-voltage (I–V) characteristics. Figure 7 provides the volt-
age transfer curves for each of these inverters and is referred
to later in the article.

Resistor Load NMOS

The simplest inverter to analyze and currently one of the
more widely used for high-density SRAM is the NMOS driver
with resistor load as shown in Fig. 6(a). With a high load
resistance, the static power dissipation is reduced because it
is equal to V2

dd/2RL. In early resistor load (or R-load) NMOS,
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Figure 6. The driver transistor and load element I–V characteristics
for the (a) resistor load inverter and (b) CMOS inverter. The propaga-
tion delays are noted on the appropriate I–V curve for each inverter
as well as the minimum (Vol), maximum (Voh) and midpoint (Vol �

Voh)/2 output voltages.

the resistors were very large (because of the low poly sheet
resistance), leading to large inverter areas. Advances in poly
resistor processing have led to high-resistivity poly allowing
for a significantly reduced length needed for high resistance
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loads. The poly resistor can be deposited over the top of the
cell, resulting in a smaller cell area compared with the tran-Figure 5. CMOS SRAM circuit configuration (contained within the
sistor load inverters. One disadvantage of the R-load inverterdashed box), including the bit line pull up transistors, T3 and T4, and
is the added masking step required to define the poly 2 loada simple sense amplifier used for read operation. Reprinted after Ref.

1b by permission of John Wiley & Sons, Inc.  1991. resistor (where poly 1 is used to define the gates of MOSFET
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Recall that Vil and Vih are defined at the points where the
slope (dVo/dVi) � �1 on the voltage transfer curve. The slope
is found by equating the inverter to two resistors in series
where Vo is the node between the resistors. The output resis-
tance of the transistor driver is rds which gives

dVo

dVi
= − dId

dVi
(RL‖rds) = −1 (7)

When Vi � Vil, Vo approaches Vdd. Therefore, the NMOS tran-
sistor is operating in the saturation region because Vds � Vo.
The drain current vs drain-to-source voltage curve (Id � Vds)
for the MOSFET is nearly flat when the device is in satura-
tion, and thus, rds is very high. In this case RL�rds approaches
RL. The simplified equation of the current when the MOSFET
is in saturation is

Ids = WµnCox

2L
(Vgs − Vtn)2 (8)
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Inserting Eq. (8) into Eq. (7) (with Vgs � Vil) gives
Figure 7. Comparison of voltage transfer curves for each of the in-
verters shown in Fig. 6, including the enhancement load and deple-
tion load NMOS inverters. The key transition points for the CMOS

WµnCox

L
(Vil − Vtn)RL = 1 (9)

inverter are indicated (Vtn, Vdd � �Vtp�, and VT
i ). Note how the CMOS

curve approaches the ideal shown in Fig. 2.
from which we can solve for Vil. Vih is found similarly to Vil. In
this case, dVo/dVi is differentiated as follows:

driver and access transistors: T1, T2, T5, T6 in Fig. 5). In
addition, strict process control is required to manufacture re-
peatable high-resistance poly in the range of 10 G� to 10 T�

dVo

dVi
= − dId

dVi

dVo

dId
= −1 (10)

for today’s SRAM.
Using the expression in Eq. (4) for Id in Eq. (10) givesIn the R-load inverter, Voh equals Vdd because there is not

a measurable voltage drop across the resistive load when the
NMOS driver is off. Vol is obtained by equating the current
through the NMOS transistor and the resistive load. As de-

Vds = Vgs − Vtn

2
(11)

picted in Fig. 2, Vol occurs when Vi � Vih. For Vo � Vol the
gate-to-source voltage Vgs must be greater than Vih and the When Vi (which is Vgs) is equal to Vih, then Vo (which is Vds)
device is on because Vih is greater than the transistor turn-on approaches Vol and the NMOS transistor is in the linear op-
or threshold voltage Vtn (a condition of the design is that Vil erating region. Setting IL equal to Idl and using Eqs. (4) and
� Vth � Vih). Because Vo is the drain-to-source voltage Vds, the (5), where Vgs equals Vih and Vds is given by Eq. (11), gives a
transistor is likely to be in the linear region of operation. The quadratic equation for Vih.
simple form of the drain current for a NMOS device in the Once expressions for Voh, Vol, Vil, and Vih are obtained, as
linear region is given by outlined previously, the noise margins are calculated from

Eqs. (1) and (2). These results show that Vih and Vil increase
and the slope in the transition region of the voltage transfer
curve VTC decreases as RL is decreased.

Idl = WµnCox

2L
[
2(Vgs − Vtn)Vds − V 2

ds

]
(4)

The propagation delay for the inverter consists of the time
where W and L are the gate width and length of the transis- necessary to charge and discharge the capacitive loads con-
tor, respectively. Cox is the gate oxide capacitance and �n is nected to Vo which come from other transistors and parasitic
the effective electron mobility because the NMOS transistor capacitances in the circuit. The speed of charging and dis-
forms a channel of electrons for current flow. The current charging depends on the current drive from the inverter (re-
through the load resistor is given by call I � dQ/dt). Thus, a lower drain current takes longer to

charge or discharge the load capacitance and, hence, takes
more time to propagate a signal through the inverter or series
of inverters. SPICE modeling is required for a more exact so-

IL = Vdd − Vol

RL
(5)

lution of the propagation delay because the NMOS transistor
Setting Eq. (4) equal to Eq. (5) and solving for Vol gives (2) drain current is a nonlinear function of Vgs and Vds (or Vi and

Vo). However, a first-order estimate is obtained if we assume
that a constant current charges or discharges the capacitive
load. This current is an average of the current through the
load device at the endpoint of the inverter transition. Given

Vol ≈ Vdd

1 + WµnCox

L
RL(Vdd − Vtn)

(6)
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Iavdt � CLdV, �plh and �phl are expressed by (Ref. 2, p. 94) CMOS Inverter

The other inverter shown in Fig. 6(b) is the complementary
MOS (CMOS) inverter which uses a PMOS for the pull-upτplh = CL(Voh − Vol)/2

Ilh,avg
(12)

transistor (whose well is tied to Vdd). Current flows in this
inverter only during switching because either the pull-down

and
or pull-up transistor is off during standby. Thus, the static
power dissipation comes only from leakage current and is es-
sentially zero. As indicated by the load line of the CMOS in-τphl = CL(Voh − Vol)/2

Ihl,avg
(13)

verter in Fig. 6(b), the maximum amount of current is avail-
able across the entire range of output voltages, which leadsRecall from Fig. 3 that for Ilh,avg, we are interested in the
to high switching speeds. In addition, the noise margin fortime it takes for Vo to charge from Vol to the 50% point (Voh �
the CMOS inverter is maximum because Voh � Vdd and Vol �Vol)/2. Conversely, for Ihl,avg, we are interested in the time it
0 V. A disadvantage of the CMOS inverter is the added pro-takes for Vo to discharge from Voh to the 50% point. Thus,
cess complexity and cost because a simple nine-mask R-loadIlh,avg and Ihl,avg are determined from the key operating points
NMOS process is increased to 12 masks for the CMOS pro-on the load and driver I–V curves as shown in Fig. 6(a). In
cess, an increase of 33% in both cycle time and cost. In addi-the transition from Vol to Voh, most of the current flows
tion, larger diffusion spacing design rules (e.g., N� to P�) arethrough the load resistor (from point A to point C) because
required to avoid latch-up conditions in the array. To max-the drive transistor is initially on (3):
imize switching speed, the PMOS gate size must be nearly
2.5 times that of NMOS for the same drive current because of
the lower carrier mobility �p in PMOS. Both of these factorsIlh,avg = [IL(A) + IL(C)]

2
(14)

lead to increased cell size for CMOS. Figure 6(b) shows the
case when the drive current of the PMOS is the same as thatIn the transition from Voh to Vol, current flows through both
of the NMOS. Despite all of these disadvantages, the CMOSthe driver [from point D to B in Fig. 6(a)] and the load (from
inverter is used extensively for SRAM because of the lowerpoint E to C) which gives (3)
power, greater noise immunity, and better operation at low
voltage. Thus, CMOS is particularly useful for low voltage
battery applications and embedded memory in today’s high-

Ihl,avg = {Id(D) + [Id(B) − IL(C)]}
2

(15)

performance microprocessors.
where IL and Id are the load and NMOS currents, respectively. Figure 7 shows how the VTC of the CMOS inverter ap-
Equations (12) and (13) are solved using the results from Eqs. proaches ideal operation. When Vi � Vtn, the PMOS device is
(14) and (15). Then the total propagation delay for the in- on, the NMOS device is off, and Vo � Voh � Vdd. When Vi �
verter is determined from Eq. (3). Equations (12)–(15) show Vtn, the NMOS pull-down transistor begins to conduct, and
that increasing the drive current reduces the propagation de- Vo drops. As the input voltage is further increased to Vi �
lay and is accomplished by reducing the gate length, gate ox- Vdd � �Vtp�, the PMOS pull-up transistor turns off, making
ide thickness, and/or threshold voltage, as is typically done in Vo � Vol � 0 V. Vil and Vih are solved for similarly, as discussed
each technological shrink [see Eqs. (4) and (8)]. previously, by equating the drain currents and differentiating

The average power Pav is VddIdd(max)/2 for the NMOS in- with respect to Vi. For Vi � Vil, the NMOS is in the linear
verter considered here, where Idd(max) is the maximum power region and the PMOS device is in saturation whereas the op-
supply current. The average currents are proportional to posite is true when Vi � Vih. With this information and the
Idd(max) and hence the power delay product is proportional to relationship dVo/dVi � �1 (Ref. 2, p. 100),
(Ref. 2, p. 96)

CL(Voh − Vol)

Idd(max)

VddIdd(max)

2
= CL(Voh − Vol)Vdd

2
(16)

Thus, to minimize power dissipation per logic decision in an

Vih =
2Vo + Vtn +

[
(Wµp/L)p

(Wµn/L)n

]
(Vdd − |Vtp|)

1 +
[

(Wµp/L)p

(Wµn/L)n

] (18)

NMOS inverter the logic swing, power supply voltage, and/or
capacitive loading should be reduced. The load capacitance and
depends on the gate oxide thickness of the MOSFETs and
parasitic capacitances, from metal to substrate, metal to poly,
metal 1 to metal 1, and metal 1 to metal 2. A simple expres-
sion is (4) Vil =

2Vo − Vdd − |Vtp| +
[

(Wµn/L)n

(Wµp/L)p

]
Vtn

1 +
[

(Wµn/L)n

(Wµp/L)p

] (19)

CL = Cg × F.O. + Cj + Cm (17)

where Cg is the gate capacitance, Cj is the drain junction ca- The transition voltage VT
i from PMOS to NMOS conduction

occurs when Vi is between Vtn and Vdd � �Vtp�. From Vtn to VT
i ,pacitance, Cm is the wiring load capacitance and F.O. is the

fan-out or number of load gates on the output. The gain and the NMOS device is in saturation, and the PMOS device is in
linear operation. Between VT

i and Vdd � �Vtp�, the PMOS devicedrain capacitances are more or less dictated by the device re-
quirements of the technology, but the process can be opti- is in saturation, and the NMOS device is in linear operation.

At VT
i , both devices are in saturation, and their currents aremized to minimize the metal capacitive loads.
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equal (Idsat,p � Idsat,n). Using Eq. (8) (5),(
WµnCox

L

)
n

(
V T

i − Vtn
)2 =

(
WµpCox

L

)
p

(
Vdd − V T

i − |Vtp|
)2

(20)

and

V T
i =

[
Vdd + Vtn

√
(Wµn/L)n

(Wµp/L)p
− |Vtp|

]
[

1 +
√

(Wµn/L)n

(Wµp/L)p

] (21)

When Vtn � �Vtp� and (W�n/L)n � (W�p/L)p, we get the ideal
VTC with VT

i � Vdd/2 and equally fast rise and fall times. Re-
calling that Idt � CLdV, the time needed to discharge the ca-
pacitor (high to low transition) while the NMOS is in satura-
tion is given by (Ref. 3, p. 875)
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Figure 8. Cross section of pTFT load SRAM cell. The pTFT load
shown within the dashed box is a double-gated device with a P-LDD
region. The driver and access transistors are noted. Reprinted after

τphl,sat = CL[Vdd − (Vdd − Vtn)](
Wµn

L

)
n

(Vdd − Vtn)2

(22)

Ref. 8 by permission of IEEE ( 1992 IEEE).
Integrating CLdV from Vdd � Vtn to Vdd/2 gives (Ref. 3, p. 876)

given in Fig. 8 (8). The disadvantage of this cell is that is has
a lower current drive compared with bulk PMOS loads and it
adds a masking step. Improving the pTFT load cell perfor-

τphl,lin = CL

2
(

Wµn

L

)
n

(Vdd − Vtn)

ln
(

3Vdd − 4Vtn

Vdd

)
(23)

mance is addressed below. The key parameter is the ratio
Ion/Ioff, which is the pTFT on current to off current.The total delay time �phl is equal to the sum of Eqs. (22) and

(23). The analysis for the low to high transition is the same
Other Inverter Technologies

where the PMOS device is in operation. Equations (22) and
(23) indicate that the propagation delay is minimized by min- In many cases SRAM designs have been tailored to take ad-

vantage of the benefits of the different technologies available.imizing the load capacitance and maximizing the drive cur-
rent, as was the case for the R-load NMOS inverter. It is im- For example, one application is to use depletion load NMOS

in the SRAM array and CMOS technology in the external cir-portant to note that the power supply voltage continues to
decrease as geometric design rules shrink to avoid degrada- cuitry to maximize speed and array density while lowering

the overall power consumption compared with an all NMOStion of device performance because of hot carrier effects.
Equations (22) and (23) indicate that this leads to an increase design.

When speed is the most critical objective for a given SRAMin the propagation delay as demonstrated by Norishima et al.
who found that the delay per stage nearly doubles when Vdd application (e.g., cache memory in high-speed computers), the

bipolar transistor can be implemented for the driver becauseis lowered from 5 V to 2 V (4).
The CMOS inverter has the best noise margin compared of its much faster switching speed relative to MOSFET de-

vices. A common bipolar SRAM configuration utilizes emitter-to its NMOS counterparts as shown in Fig. 7. The enhance-
ment and depletion load NMOS inverters were used in early coupled logic (ECL). Access times of less than 1 ns are

achieved with bipolar SRAM technology (9). However, muchSRAM chips but are seldom used today. The reasons are that
the enhancement load NMOS inverter has a reduced NM higher power dissipation results because of the need for lower

impedance resistors (high current) and a much larger cell(Voh � Vdd � Vt) and the depletion load NMOS inverter has
high-power dissipation since the load is always on. In CMOS area.

Bipolar CMOS (BiCMOS) technology has been developedstatic power is nearly eliminated while the dynamic power is
the same as for NMOS (CLV 2

dd f ). Thus, the overall CMOS to take advantage of the low-power CMOS for the SRAM cell
and logic circuitry while using bipolar devices for the circuitspower consumption is reduced compared with the NMOS in-

verter which dissipates considerable amounts of static power. needing high speed and high gain. These circuits include high
capacitive nodes in the decoders, word-line drivers, outputReducing the size of the PMOS device relative to the

NMOS results in an asymmetric voltage transfer curve and buffers, and the sense amps, which require high gain and
need high input sensitivity for fast sensing of small differen-slower propagative times because of the reduced drive cur-

rent. To reduce the cell size while maintaining the advan- tial bit-line swings (10). Application of bipolar devices de-
creases the access times and thus improves overall SRAMtages of CMOS performance an alternative approach was

demonstrated (6,7) by using a PMOS thin-film transistor chip performance. One design implements bipolar, pTFT, and
CMOS technologies to optimize performance, cell area, and(pTFT). The TFT is a poly Si transistor built on top of the

NMOS bulk driver. The cross section of the pTFT load cell is static power dissipation (11).
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Figure 9. Comparison of SOI and bulk CMOS SRAM performance for (a) power-delay product
vs channel length and (b) delay per stage vs power supply voltage. Reprinted after Ref. 12 and
63 by permission of IEEE ( 1993, 1989 IEEE).

Another technology being developed is semiconductor on or column in the array based on the address that is sent to it
from the input buffer. A conventional two input/four bitinsulator (SOI) where the active Si used for the SRAM is iso-

lated from the substrate by a thick silicon dioxide layer. The NAND/inverter-based decoder is provided as an example in
Fig. 10(a) while Fig. 10(b) shows the transistor schematic foruse of SOI significantly reduces the parasitic capacitance as-

sociated with the substrate in standard MOSFET technolo- the NAND gate. The truth table for the NAND gate is given
in Table 1. Only when both of the inputs (A and B in Fig. 10)gies. Much lower propagative delay times are obtained, par-

ticularly as the channel length and power supply voltages are at a logic state ‘‘1’’ (or ‘‘high’’) does a logic state ‘‘0’’ (or
low) get passed as the output of the NAND gate. An exampledecrease as shown in Fig. 9 (12,63). In fact, Shahidi et al.

from IBM demonstrated a 3.5 ns access time at 1 V using 0.1 of the decoder function is shown in Fig. 10(a), where the ad-
�m CMOS (12). Additional advantages of SOI include signifi-
cantly reduced latch-up and body effect and fewer soft errors.
However, the higher cost and defectivity of SOI is limiting its
current use. As gate lengths decrease below the 0.25 �m
range, SOI may be an acceptable tradeoff to achieve the bet-
ter performance.

THE FUNDAMENTAL COMPONENTS
OF THE BASIC SRAM ARCHITECTURE

As noted above, there are a number of factors that limit the
operating speed of the SRAM chip. In addition to the memory
array itself, the access time of a SRAM is also influenced by
the address buffer, decoders, sense amplifier, and output
buffer circuitry (47) due to the delay with signal propagation
through these circuits. The delay increases as the number of
inputs and outputs increases. This section discusses the im-
portant details of these peripheral circuits and the methods
used to improve their performance.

The Row Decoder

N1
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N3

N4

1

1

0

0

0

1

1

1

1

0

0

1

0

<0>

<1>

<2>

<3>

IA

A

B
C

0
IB

Vdd Vdd

(a)

(b)

The decoder circuitry is divided into the predecoder and de- Figure 10. (a) Schematic of decoder circuit using NAND gates and
inverters. (b) Transistor schematic of NAND gate.coder. The function of the decoder is to select the desired row
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Ag are the capacitance and area associated with the gates
along the word line. This is a pessimistic estimate but gives
values on the order of the actual circuit. A distributed
lumped-parameter model would give a more accurate esti-
mate (12a). Equations (24) and (25) are given to indicate the
key components for load capacitance along the word line. Sim-

Table 1. Truth Table for NAND Gate Shown in Fig. 10

Input A Input B Output C

0 0 1
0 1 1
1 0 1
1 1 0

ulation software can be developed to address the minimiza-
tion of these circuit loads (51).

More advanced schemes have been developed to improve
dress of row 2 (10) is presented at the two inputs of the de- speed and reduce area in the row decoder. One such improve-
coder. In this case, the NAND gate, N1, has two inputs, 1 and ment was the implementation of the predecoder circuit as dis-
0, and thus gives an output of 1. The same inputs and outputs cussed above. Another is the use of a divided word line (Refs.
occur at NAND gates N2 and N4. However, both inputs at N3 1b, p. 446; 12b), which decreases the large capacitive load on
are 1, and, thus, N3 has an output of 0. The outputs from the the global word line by splitting it into a global, subglobal,
NAND gates feed into the inputs of the inverters as shown in and local word-line scheme. High-performance SRAM chips
Fig. 10(a). As a result, the only line that is set high (logic typically incorporate bipolar junction transistors (BJT) in a
state 1) is the line corresponding to row 2 which was the ad- BiCMOS process because of their much larger gain compared
dress selected. All other rows are at a logic state of 0 (or off). to the MOSFET. The BJTs are effective at high-capacitive
Table 2 summarizes the resulting output for each possible in- nodes such as exist in decoders, word lines, and output buff-
put address for the 4 bit decoder in Fig. 10. ers (Ref. 1b, p. 190; 10). The penalty for using the BJTs is a

The same principle of operation exists for larger decoders, higher power dissipation.
which have a greater number of inputs and outputs and, thus,
take up a larger area and operate at lower speeds. Each ad- The Column Decoder
dress line in the array would require a NAND gate output,

The column decoder is typically smaller in design, utilizingresulting in extensive area overhead for larger memory
pass gates for accessing the bit lines and for the transfer ofarrays. Most have adopted the use of a predecoder to mini-
data. A single pass gate approach is shown for two-columnmize the increase in area and improve overall decoder speed.
access in Fig. 11. The PC node is the precharge node used forThe predecoder takes on the functionality of the decoder and
increasing read speed and will be discussed in the Read/Writeis thus the same layout shown for the decoder example in Fig.
Operation section below. The incoming address lines, �0� and10(a), with the exception that the inverters at each NAND
�1�, come from the column predecoder which receives the ad-gate input are eliminated. Each output from the predecoder
dress from the input buffer. When the pass gates associatedfeeds into one of the corresponding NAND gate inputs in the
with that column address are set high, data are allowed todecoder. The other input to each NAND gate in the decoder
transfer into or out of the cell being accessed (recall, the rowis connected to an enable circuit, which is triggered when the
decoder has selected the word line of the cell to be accesseddecoder is intended to be in operation. The output of each
at the same time), depending on whether the operation isNAND gate in the decoder is then fed through an inverter
read or write. The delay times associated with the pass gateinto the corresponding word line in the array.
column decoder are not as severe as for the NAND gate de-One can appreciate that as the memory array size in-
coder due to the fewer number of transistors used. The col-creases, the number of devices required for the predecoder
umn predecoders will be the same as or very similar to theand decoder circuits can increase significantly, leading to
row predecoders and, thus, require high fanout capability.speed and area penalties. The conventional two-input NAND
BiCMOS SRAM designs typically utilize bipolar devices in thegate decoder architecture results in a large total gate capaci-

tance and large layout area which limits fast decoding opera-
tion (39,50). A simple estimate of the delay time associated
with the word line can be obtained from (Ref. 12a, p. 831)

td = t90% – t10% = 2.303τ – 0.105τ (24)

τ = RwlCT (25)

CT = Cwl(Awl – Ag) + CgAg (26)

where Cwl and Awl are the capacitance and area associated
with the word line (typically a poly or polycide layer). Cg and

Vdd Vdd Vdd Vdd

PC

<0>

<1>

<0> <1> <2> <3>

DATA –DATA

Figure 11. Pass gate column decoder circuit.

Table 2. State of Output Rows for Each Possible Input to the
4 Bit Decoder in Fig. 10

Address Input IA Input IB Row 0 Row 1 Row 2 Row 3

00 0 0 1 0 0 0
01 0 1 0 1 0 0
10 1 0 0 0 1 0
11 1 1 0 0 0 1
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row predecoders to decrease access time while CMOS logic is
often adequate for the pass gate approach of the column de-
coder shown in Fig. 11 (Ref. 10, p. 21).

SRAM Read/Write Operation

This section briefly discusses the read/write operation of
SRAM. Two key measures of SRAM speed are the ‘‘read ac-
cess time’’ and the ‘‘cycle time’’ (Ref. 10, p. 15). The read ac-
cess time is the propagation delay from the time when the
address is presented at the input of the memory chip until
the data are available at the output. The cycle time is the
minimum time that must be allowed after the initiation of the
read/write operation before another read/write is initiated.
Writing to any cell or falsely reading an incorrect state or cell
in the array during read operation must be avoided. In addi-
tion, writing to an incorrect cell or disturbing the logic state
of another cell during write operation must not occur.

The read operation is understood by examining the SRAM
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– Data
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in Fig. 5 which is a CMOS SRAM cell with the addition of the
bit-line pull-up transistors (T3 and T4) and a simple differen- Figure 12. Simple SRAM read waveforms of the circuit in Fig. 5.
tial sense amplifier (1b). Two bit lines are generally needed The word and bit lines and the key sense amp nodes (DATA and
to ensure maximum operating speeds (Ref. 2, p. 378). Read �DATA) waveforms are given. Note the duration of the word-line
occurs by pulling the bit lines high (set the precharge node voltage over the entire read operation for the static read configu-

ration.PC to Vdd) and then turning on the access transistors (T1 and
T2) by applying Vdd to the word line. The read operation is
designed this way because a single NMOS device is poor at

by setting word line to Vdd. Then the data on the output of anpassing a one, and the PMOS devices are generally small
inverter connected to one of the bit lines is read. A key design(Ref. 1a, p. 567). The logic state of the cell means that either
issue with the precharge approach is the timing of the pre-node A or node B (see Fig. 5) will be low, and thus one of the
charge pulse and the activation of the word line. If the wordbit lines is pulled low. Sense amp circuitry is connected to the
line is set high before the precharge is off, SRAM cells alongbit lines to compare the voltages on the bit and �bit lines and
the word line in the array flip the state of the cell (Ref. 1a,thus determine the voltage at nodes A and B. When the ac-
p. 569).cess gates of T1 and T2 are turned on (word-line level is high),

Write operation occurs by pulling one bit line low and leav-the bit that is pulled down by the logic state of the cell during
ing the complementary bit line at its high level. This forcesread falls to a value, which is function of the size of T1, T2,
the state of the cell when the access transistors T1 and T2T3, T4, T5, and T6. A typical waveform, which plots the vari-
(see Fig. 5) are turned on. Figure 13 shows a basic circuitous key cell node voltages as a function of time, is shown in
used to write data where the write access transistors T9 andFig. 12 for the circuit in Fig. 5. Before setting the word line
T10 are turned on to set the bit lines to the desired values.high, the bit lines are near 4 V in this example (Vdd � 5 V),
Then the word line is set high to turn on the access transis-and the DATA and �DATA nodes are just above 2 V. After
tors T1 and T2. To write a one to the cell the �bit line isthe word line is set to Vdd, the bit line and the DATA and
pulled low whereas the bit line is left at Vdd � Vt,T4 which sets�DATA voltages diverge. DATA goes above 3 V, and �DATA
node A low and node B high.goes below 1 V. The larger the pull-down transistors relative

SRAMs can be operated in the common asynchronousto the pull-up transistor, then the larger the difference be-
mode where no external clock is required, and thus the circuittween DATA and �DATA and, hence, the faster the sense
design is simplified. For faster SRAM operation the synchro-amp is able to differentiate a signal. However, the size of the
nous or clocked mode can be implemented in the design at thepull-down transistors is limited to keep the RAM cell size
expense of more complex circuitry. This can be done by addingsmall, and thus there is a tradeoff between speed and differ-
latches to the input. Address transition detection (ATD) cir-ential voltage (Ref. 1a, p. 570). In addition, the conductance
cuits are used to provide the initial pulse so that asynchro-of the driver (T6 in Fig. 4) must be much larger than that of

access device T2 so that the drain voltage of T6 does not rise
above its Vtn and result in a change in the state of the cell
during reading (Ref. 2, p. 380). This is an issue of cell stability
which is discussed in detail later.

The read operation discussed above where PC is set to Vdd

during the entire read, as shown in Fig. 12 is called a static
read. To minimize power loss and pull-up time, a dynamic
precharge design is used. Its configuration is the same as Fig.

Data in

Bit Bit

Write

T9

T105, except that PC is not tied to Vdd during the entire read and
the sense amp is replaced by an inverter whose output is the Figure 13. Basic write configuration circuit model. Reprinted after

Ref. 1b by permission of John Wiley & Sons Inc.  1991.data. In this case, the PC node is given a short pulse followed
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nous SRAMs can be operated as if synchronous (Ref. 1b, p.
394). This pulse is generated when one or more of the inputs
(such as addresses or chip selects) have changed. It acts as
an original clock for subsequent internal clocks. Use of ATD
methods results in higher speed and lower power in asynchro-
nous SRAM (12c).

Another method of improving access time is known as
pipelining (12d,12e). Essentially, the circuit is divided into
pipe segments, which are input-triggered and self-resetting
circuit blocks. The read or write operation cycles through each
block. After it has gone through the first block, it enters the
second block while at the same time the next read or write
operation can begin in the first block. In this manner, the
access time was nearly cut in half, as demonstrated by

Out OutIn In

Ref

Ref

Ref

Chappell et al. (12e).
Figure 14. Differential amplifier utilizing bipolar junction tran-
sistors.

The Sense Amplifier

The sense amplifier circuitry noted in Fig. 1 is critical in
where gmd is the transconductance of the other npn driver andachieving fast access times for high-performance SRAMs. As
ros is the output resistance of the current source device. Forstated above, its function is to amplify the difference between
the ideal case where the common mode gain is unity, CMRRthe signals on the two complementary bit lines during a read
would reduce to VA/Vgs–Vt and VA/2VT for the CMOS and BJToperation while the memory cell drives the capacitance of the
differential amplifiers, respectively (Ref. 3, pp. 519, 532). VAbit lines. Thus, the gain of the amplifier is a key metric for
is the early voltage and is on the order of 30 V to 200 V forfast sensing. A simple CMOS inverter such as the one shown
CMOS and 50 V to 100 V for BJTs. Vgs is the gate-to-sourcein Fig. 6(b) can be used if low power is required at the expense
voltage, which would be at or near Vdd, and Vt is the thresholdof speed due to low gain (Ref. 1a, p. 579; Ref. 1b, p. 162).
voltage of the driver (assumed to be the same as the PMOSA more common CMOS sense amp is the differential sense
active load). VT is kT/q, which is 25 mV at room temperature.amplifier such as the one shown in Fig. 5. The common mode
Typical values for VA, Vdd, and Vt for the CMOS amplifierrejection ratio (CMRR) is used as a performance metric and
would give CMRR values of 10 to 100 in this very simplifiedis defined as differential gain/common mode gain. Common
estimation. In contrast, the range of CMRR values for the bi-mode gain is the voltage gain when the inputs to both NMOS
polar amplifier would be 1000 to 2000, which is more than andevices (Bit and �Bit in Fig. 5). With an ideal current source
order of magnitude better than the CMOS. An example of athe gain would be unity. The differential gain is the voltage
resistive load BJT differential sense amplifier is shown ingain of the amplifier for different input voltages. The larger
Fig. 14.that the CMRR is then the better the ability of the differential

An alternate family of sense amps are the current senseamplifier to resolve the differential mode signal over the com-
amps that are designed to amplify the change in current be-mon mode signal. If one of the NMOS drivers and the two
tween the two bit lines during the read operation (39,48,49).PMOS active loads have matched transconductances then
These sense amps are low-impedance circuits and thus the(Ref. 12a, p. 444)
RC delay in driving the bit lines may be decreased (Ref. 1a,
p. 572). A conventional current-mirror, as shown in Fig. 15

CMRR ≈ 1 + 2gmdrdss

2
(27)

where gmd is the transconductance of the other NMOS driver
and rdss is the drain-to-source resistance of the current
source device.

Many SRAM manufacturers have implemented a BiCMOS
technology in order to take advantage of the higher gain bipo-
lar junction transistor (BJT) for the peripheral circuitry re-
quiring high gain and high fanout (e.g., decoders and sense
amps) at the expense of higher power dissipation (45,46). A
simple BJT differential amplifier utilizes emitter coupled
logic (ECL) and would have the same layout as the CMOS
differential amplifier, except that the NMOS transistors
would be NPN BJTs. The PMOS active loads would be resis-
tors or active load PNP BJTs. For an active load bipolar dif-
ferential amplifier of the ECL design (Ref. 12a, p. 449)

OutOut

In

In
Vdd VddVdd Vdd

Figure 15. Conventional current sense amp mirror. The simplified
CMOS sense amp is shown in the dashed box. Reprinted after Ref.
50 by permission of IEEE ( 1990 IEEE).

CMRR ≈ 1 + 2gmdros

4
(28)
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(50), has a reasonable gain over a wide input voltage range. the 16 kb and 64 kb memory size because of its lower standby
power. Resistive loads were used primarily for high-densityA 20% increase in the gain of the current sense mirror was

achieved by adding additional PMOS devices in parallel with arrays whereas full CMOS was used for embedded memory in
logic applications. However, poly load resistors require higheach PMOS active load of the convention current mirror (50).

Another high-performance CMOS sense amp is the latched resistance for low standby current but not too high in order
to maintain a minimum current to keep the storage nodesense amp, which has been shown to be capable of identifying

voltage swings as low as 10 mV (47), resulting in bit-line de- charged. Production of BiCMOS began around the 256 kb to
1 Mb array size for high-speed applications while minimizinglay times of 0.3 ns from selection of the word line.
static power loss (Ref. 9, p. 579).

The R-load cells become more problematic as the power
IMPROVING TODAY’S SRAM CELL COST

supply drops which has led to a wider use of pTFTs (6,7). The
AND PERFORMANCE

pTFT cell size is reduced by more than a factor of 2 compared
with the standard bulk PMOS technology, as shown in Fig.

To develop faster and larger memory arrays, MOS IC mini-
16. TFTs must achieve a high Ion to keep the storage node

mum feature sizes continue to shrink, including transistor
(node B in Fig. 5) charged while maintaining a low Ioff for low

gate lengths as seen in the trends in Fig. 16 (13,18,43). How-
standby power. High-performance pTFT technologies with a

ever, the downside of shrinking gate lengths is that lower
high Ion/Ioff are required and must be able to operate at lower

power supply voltages are required to minimize hot carrier
power supply voltages as the cell areas continue to decrease.

degradation of the gate oxide. This reduces the noise margin,
Design modifications, such as split word lines are being intro-

making cell stability more critical. In addition, the lower Vdd duced to minimize cell size and increase cell stability.
increases the propagation delay as shown in Eqs. (22) and

High cell stability, low power consumption, low process
(23) and in Fig. 9 (4). This section addresses the various pro-

complexity (for low cost), small cell size, and high memory
cess and design problems confronting high-performance and

speed are the key objectives to consider as the device size con-
cost-effective SRAM cell as IC dimensions shrink.

tinues to shrink. The competing technologies against which
The earliest memories utilized bipolar devices (Ref. 10, p.

these objectives are weighed are the advanced six transistor
17) which delivered high-speed memory but had high power

(6T) and the four transistor (4T) cells. The 6T cells are com-
dissipation and low memory density. The first MOS SRAM

posed of bulk Si PMOS loads and are mainly used for on-chip
was built from PMOS (Ref. 9, p. 579). Depletion load NMOS

microprocessor or other logic circuits because of the lower
became popular once enhancement mode NMOS could be reli-

power dissipation. The much smaller 4T cells are composed of
ably built. The transition from depletion load NMOS to re-

NMOS drivers with poly resistor or pTFT loads and dominate
sistive load NMOS occurred between the 1 kilobit (kb) to 4

the stand-alone market because of their smaller cell size. The
kb array size because of better noise margin and the reduced

4T cell is less susceptible to latch-up because the memory
standby power which could be obtained with high resistive

array is made up only of bulk NMOS devices. The 4T cell
loads. Resistive load CMOS became more popular between

suffers, however, from poorer cell stability, higher soft error
rates (SER), and higher cost.

4T vs 6T: Cell Stability

Two disadvantages of the 4T cell are the cost (due to process
complexity) and the inferior cell stability (particularly at
lower Vdd). An analysis by C. Lage et al. (14) indicates that
the 4T cell has a higher process complexity and cost [�22
mask steps compared to �18 for full CMOS (15)]. The larger
the array, however, and the higher the yield, then the more
cost-effective the complex processes become. They also point
out, however, that the more complex the process is, then the
less compatible it is with more standard CMOS logic pro-
cesses that a company may be running on the same manufac-
turing line (14). The advanced 6T cell incorporates a number
of technological improvements compared with the simple 6T
cell, including trench isolation (16,17), self aligned contacts
(14,18), optical proximity effect correction (18), and local in-
terconnect (14).

Data stability is of primary concern (especially as Vdd is
reduced) and depends on the cell ratio, data leakage, and soft
errors (13,19). If the cell is overly sensitive to switching or
noise, then data is lost during reads (19). Memory cell stabil-
ity is measured by the static noise margin (SNM) which is
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understood by considering the circuit diagram of the SRAM
cell during read operation (refer to Fig. 5). The SNM is de-Figure 16. Cell area comparison between pTFT and bulk PMOS load
fined as the critical value of an equivalent static noise margininverters as a function of minimum design rule. Reprinted after Ref.

18 and 43 by permission of IEEE ( 1996, 1993 IEEE). voltage source Vsnm (placed between the input of each inverter
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Figure 17. Extraction of SNM from the voltage transfer curves at Figure 18. Calculated SNMs as a function of cell ratio for pTFT load
the SRAM storage nodes A and B in Fig. 5. VA as a function of VB is and R-load inverters. The pTFT load shows results for two different
denoted by the dashed line whereas VB vs VA is denoted by the solid hole mobilities which reflects drive current capability. Reprinted after
line. Ref. 8 by permission of IEEE ( 1992 IEEE).

and node A or B) above which the two stable states of Node increases as the Vt’s increase. A comparison of simulated val-
ues of SNM for 6T and 4T cells versus supply voltage and cellA and Node B change. Figure 17 shows SNM is obtained from

the voltage difference between the transfer curves of the stor- ratio shows that the 6T cells have superior performance at
lower voltages, particularly below 3 V, as shown in Fig. 20age nodes (A and B in Fig. 5) of the SRAM cell.

The cell ratio significantly affects the SNM and is defined (14). In fact, a recent paper demonstrated an SNM � 500 mV
at Vdd � 2.5 V and SRAM functionality down to 0.6 V for aas the ratio of the size of the driver transistor (T5 or T6 in

Fig. 5) to the size of the neighboring access transistor (T1 or full CMOS 6T cell (18). These results emphasize the need for
T2) or

β = (W/L)D

(W/L)A
(29)

Calculated SNMs from the poly resistor load and pTFT load
cells are compared for various cell ratios in Fig. 18 for Vdd �
3 V and gate lengths of 2 �m (8). This figure indicates that
the SNM improves with increased cell ratio and is better for
pTFT loads compared with resistive loads because of the
higher load currents. Figure 18 also shows that the SNM in-
creases as the drive current Ion of the pTFT load device in-
creases [with increasing carrier mobility �p, see Eq. (8)]
(8,15,20). The relationship between the SNM and the mini-
mum power supply voltage Vdd,min necessary to maintain
SRAM operation (21,22) is provided in Fig. 19. This result
combined with that of Fig. 18 indicates that, to achieve the
smaller Vdd,min necessary for smaller geometries, the cell ratio
must increase, causing an increase in cell area. Simulated re-
sults given by Yuzuriha et al. in Fig. 19 (22) show that a cell
ratio of about 3 is required for 3 V operation. In an ideal
SRAM cell (23),
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Vdd,min = (1 + γa)Vtd + Vta (30)
Figure 19. Relationship between Cell ratio and SNM with the mini-
mum power supply voltage necessary for SRAM operation. The solid

where Vtd and Vta are the driver and access transistor thresh- line reflects the SNM curve whereas the dashed line denotes the cell
old voltages, respectively, and �a is the access transistor body ratio curve. Reprinted after Refs. 21 and 22 by permission of IEEE

( 1993, 1991 IEEE).effect coefficient (because its source is floating). Thus, Vdd,min
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(30,31) because Ioff is significantly reduced, as demonstrated
in Ref. 28, where Ion/Ioff � 108 for a channel length of 0.7 um.
Modifications have been made to improve the LDD TFT char-
acteristics, such as forming an N� offset resistor between the
access transistor and the storage node of the cell by blocking
the N� poly implant in this region. With a resistance of 10
k�, the SNM improved from 100 mV to 270 mV (at a Vdd of 3
V) and Vdd,min improved from 2 V to 3.6 V (for a cell ratio of 3)
(28). The additional resistance, however, decreases the ON
current of the access transistor by 30% and thus increases the
effective cell ratio of the SRAM cell (28). The 6T cell is the
approach of choice for operating voltages �1.5 V on the basis
of the cell stability requirements demonstrated in the simula-
tions in Fig. 20 (18). This figure compares the 6T cell with
cell ratios of 1 and 2 with 4T cells with the LDD resistor,
a word-line boost, and a cell ratio of 2. The word-line boost
incorporates pushing the word-line voltage above the power
supply voltage to increase the voltage written into the cell.

Recently, two new 4T cell structures maintain 6T-like cell
stability with the advantages of the smaller cell area afforded
by the TFT load. One cell implements PMOS drivers andVdd, V
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nTFT loads (31). The nTFTs show superior device characteris-Figure 20. Simulation comparing various 6T and 4T SRAM cell
tics compared with the pTFTs and do not require an LDDSNM as a function of power supply voltage. The 6T cells shown have
layer, saving a mask step. This cell operates at 1.2 V becausecell ratios of 1 and 2. All of the 4T cells have a cell ratio of 2 and
of improved cell stability with the nTFTs and has an Ion/Ioff ofinclude the enhancements of an N-resistor with and without a 0.8 V
5 
 105 compared with 1 
 104 for the a pTFT with LDD.word-line boost. Reprinted after Ref. 14 by permission of IEEE

( 1996 IEEE). Another 4T pTFT structure presented by Mitsubishi (29) re-
places the dual bit-line bulk NMOS access transistors by a
single bit line with a pTFT in parallel with a bulk NMOS
device for the access transistors. The word line is connectedhigh Ion in the load device. However, the pTFT size cannot be

increased arbitrarily to obtain a larger Ion because this in- to the gate of the bulk NMOS access transistor, and the com-
plementary word line is connected to the gate of the pTFTcreases both cell area and Ioff. A higher Ioff increases standby

power. In fact, the requirement of less than 1 �A for 16 Mb access device. The GAT is used for improved pTFT perfor-
mance. The overall cell size is reduced by 84% under conven-SRAM dictates that Ioff must be less than 60 fA per pTFT and

Ion/Ioff � 108 (13,22). tional 0.3 um design rules compared to the SGT with two bulk
access transistors and two bit lines.A number of demonstrated improvements make the pTFT

more robust with a larger Ion for improved cell stability. One
method for increasing the drive current of the pTFT without 4T vs 6T: Soft Error Rate
taking up more cell area is putting the gate electrode on both

The soft error rate (SER) is another problem which must bethe top and the bottom of the poly silicon TFT channel (24–
addressed as SRAM densities continue to increase (32). A27). The poly 4 layer shown in Fig. 8 is added to form a dou-
hard error is defined as a location in the memory array whichble-gated TFT (DGT). With this design, the effective area of
always fails to output the data previously written to it and isthe device is increased thereby increasing the current drive
often caused by physical defects which occur during pro-because I � W/L. An extension of the DGT is the gate all
cessing. Conversely, soft errors are single nonrecurring errorsaround TFT (GAT) which essentially is the DGT with sidewall
in the array which are not caused by process defects. Rather,transistor action as well (24). The gate poly Si surrounding
they are circuit induced by power supply noise, inadequatethe channel poly Si simultaneously, and thus no contact holes
noise margin, or sense amplifier imbalance (Ref. 9, p. 616).for the bottom gate are required, saving a masking step com-
May and Woods (33) identify a major source of soft errors inpared to the DGT. Maegawa et al. (20,24) demonstrated a re-
DRAM as alpha particles originating from the decay of traceduction in Ioff of nearly two orders of magnitude at a drain
uranium and thorium in IC packages. The SER results fromvoltage of �3 V and an increase in Ion of a factor of 2 for the
electron-hole pair generation by the ionizing radiation whichGAT compared with the single-gate TFT (SGT). The SNM
charges up the DRAM capacitors. The problem increases forwas about 300 mV and Ion/Ioff � 107 for a 0.4 um channel
smaller geometries because of the smaller capacitances andlength pTFT.
hence, less charge needed to cause an upset.One method for reducing Ioff is using a resistor in the

SRAM soft errors occur (32), when the voltage drop in thelightly doped drain (LDD) region (28), as highlighted in Fig.
storage node of the cell that is induced by the impinging8, where the lighter p-type poly is formed between the pTFT
alpha particles is not compensated for in time by the currentchannel and the P� source/drain. As the LDD dose is de-
supply to the node (6). Thus, high-speed operation of thecreased, Ioff decreases (28) but the maximum drive current is
SRAM has a higher soft error rate. A detailed treatment ofalso reduced (28,29). AT&T demonstrated an Ion/Ioff � 4 

this issue shows that the more likely source of soft errors is105 at �3.3 V with a cell dimension of 0.35 �m 
 0.35 �m

(28). The Ion/Ioff is improved by increasing the channel length cosmic ray events rather than alpha particles (34). The best
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protection against soft errors is to maintain sufficient stored nitride-oxide (ONO) capacitor between the third poly layer
(which functions as a resistor load) and an added fourth polycharge in the cell to compensate for cosmic rays (34). Because

the SRAM cell area continues to decrease in size, the amount layer (34).
By comparison, SOI has a much lower SER compared withof stored charge in the cell continues to decrease (19), which

leads to a higher SER. Figure 21 shows that the capacitance bulk Si because the radiation hardness is much better (37).
per cell and critical charge necessary to cause a soft error
continue to get smaller for larger SRAM arrays (19,34). The Split Word Line
issues becomes particularly acute as the operating voltages

Higher cell stability for a given cell ratio is realized by mak-decrease because the charge on a capacitor is directly propor-
ing the cell more symmetric. One method of accomplishingtional to the voltage (recall Q � CV). A reduction in SER re-
this is to use a split word line (19,21,30,38,39,43). A layoutsults when Ion of the load and the stored capacitance in the
comparing the conventional and the split word-line (SWL)cell are increased.
cells is given in Fig. 22 showing the active area and first polyThe SER in resistor load cells is problematic because of the
Si layer defining the bulk driver and access transistors (19).low currents. This led to the development of the higher cur-
The conventional cell has the access transistors on one siderent drive pTFTs (6,29,35,36). Thus, the entire discussion re-
and the drivers on the other, which can negatively affect thegarding the need to increase Ion in pTFTs applies directly to
SNM and Vdd,min because of the lack of symmetry. Adding anSER reduction because a higher drive current allows faster
additional word line and reorienting the location of the bulkrecharging of the storage node during high-speed operation
transistors makes the cell symmetric and produces a well bal-(35,37). 6T CMOS SRAM cells have a much better SER com-
anced flip-flop function (30). This symmetric layout improvespared with 4T cells for comparable geometry because of the
cell stability over a wider range of process variation (38), rela-higher Ion for bulk PMOS pull-up transistors and the higher
tive to mask alignment between the active and the first polycell capacitance of the larger cell area (13).
Si, and reduces threshold voltage variation. The SWL cellAnother method for reducing SER in both 4T and 6T cells
keeps the effective transistor width stable by reducing lateralis to introduce additional cell capacitance without increasing
expansion of the field oxide bird’s beak, minimizing variationcell size. A number of options have been developed to meet
in the driver transistor current (19,39). The stability is im-this objective. The bottom gate pTFT structure in Fig. 8 (6)
proved and cell size is reduced in a 16 Mb SRAM by stackinghas additional cell capacitance (�5 fF) from the cross-coupled
the split word lines over the pull-down transistors (21). An-capacitors from the bottom gate of the TFT (poly 2) to the
other implementation of cell symmetrization to improve cellchannel poly (poly 3) of the TFT and the access gate poly (poly
stability was accomplished in a 64 Mb SRAM by designing1). Another cell design utilizes a top gate TFT and imple-
the word line through the center of the cell. At 2.5 V thisments a Vdd plate stacked over the TFT to form a cell node
smaller cell has an Ion/Ioff near 5 
 107 and a Vdd,min of 1.7 V.capacitor (21). The ‘‘fin’’ capacitor typically used for DRAM is

implemented so that each fin adds additional capacitance in
Summarythe range of 15 fF to 20 fF (19). Motorola added an oxide-

The choice of 4T vs 6T cell architecture, BiCMOS, bipolar,
SOI, or the various design options mentioned previously de-
pends on a number of engineering tradeoffs between cell area,
operating speed, design complexity, chip area, process cost,
cell stability, power, and SER. The end user/customer defines
performance requirements that the SRAM manufacturer
must meet as cost effectively as possible to be profitable. The
decision on cell architecture depends on which of these items
is most critical for the application and is the least expensive
technology to meet customer objectives.

APPLICATION-SPECIFIC SRAMSs

SRAM arrays with logic circuitry designed for a specific task
are referred to as application-specific SRAMs (ASSRAM). A
number of ASSRAMs are on the market as shown in the sum-
mary in Table 3 (Ref. 10, pp. 35 and 75). One interesting ap-
plication is the nonvolatile SRAM (specifically ‘‘Shadow RAM’’
or NVSRAM) which combines SRAM with electrically eras-
able programmable read only memory (EEPROM). NVSRAM
is useful for memory applications which require critical data
storage that will not be lost if the power supply drops below
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the necessary operating voltage of the SRAM. This applica-Figure 21. Comparison of capacitance per cell and critical charge
tion combines the high speed of SRAM with the nonvolatilenecessary to avoid a soft error between SRAM and DRAM at various
memory capability of the EEPROM. SRAM requires a mini-array densities. The DRAM and SRAM curves are denoted by the
mum power supply to remain functional, but EEPROM doessolid and dashed lines, respectively. Reprinted after Ref. 34 by per-

mission of IEEE ( 1991 IEEE). not. However, EEPROM technologies have a limited number
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Figure 22. Active and poly 1 cell layouts for the conventional
single word-line and the split word-line cells. The active and
poly 1 areas are denoted by the dashed and solid regions, re-
spectively. Reprinted after Ref. 19 by permission of IEEE (
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of write/erase cycles, and they are very slow (on the order of 6 for the standard CMOS SRAM cell), resulting in a larger
array.milliseconds not nanoseconds as is the case for SRAM). The

NVSRAM design consists of a corresponding ‘‘shadow’’ EE-
PROM cell for each SRAM cell. Logic circuitry is designed
to transfer data from the SRAM to the EEPROM when the SRAM TESTING AND RELIABILITY
operating voltage drops below a predetermined threshold
voltage set just above the operating voltage necessary for the Testing and Redundancy
SRAM to function. The SRAM array is again utilized once

SRAM chips, like any other manufactured product, are testedthis threshold voltage is exceeded by reconnecting power or
following processing to ensure proper functionality before be-replacing the batteries. Sixty-four kb to 256 kb memory sizes
ing shipped for packaging and sale. The key issues in devel-are currently available (Ref. 10, p. 121).
oping an adequate test program is balancing complete testAnother ASSRAM on the market is the content-ad-
coverage with total test time. As SRAM density and circuitdressable memory (CAM), otherwise called an associative
complexity increase, more test vectors are necessary to ensurememory (Ref. 1b, p. 483). The function of this chip is to exam-
proper operation in the application. With more tests and moreine a word of data presented at its input and compare it to
SRAM cells to test, the test time can become a bottleneck fordata stored internally in the CAM. If there is a match be-
manufacturing cycle time. An example of this is given bytween the two, then a signal is passed to a RAM to enable a
Prince in comparing the test time for two different sizespecific data word at the output (Ref. 1a, p. 589; Ref. 10, p.
arrays. A simple array test taking approximately 30 min on39). Applications using CAMs include database management,
a 64k SRAM would take over 6 h using the same test on adisk caching (virtual memory), artificial intelligence, pattern
1M array (Ref. 1b, p. 703). The testing becomes more difficultand image recognition, and networks (e.g., ethernet) filtering
for embedded memories, which require test algorithms that(Ref. 1b, p. 484; Ref. 10, p. 39). The CAM is rarely used as a
incorporate both the microprocessor and the SRAM.stand-alone memory because it requires additional input pins

A number of failure/fault models have been derived to as-as well as having at least 9 transistors per cell (compared to
sist in test development by directing tests to look for such
faults. A detailed list of the fault modes with lengthy explana-
tion of each type can be found in Chap. 4 of Ref. 10. A brief
list will be given here by way of summary in order to provide
a sample of the type of fault models that exist.

Stuck at fault (SAF): A cell or line always stuck at
a ‘‘1’’ or ‘‘0’’ which can’t be
changed. For N distinct
logic lines there are 2N
possible single SAFs.
These can be found by test-
ing each cell

Bridging fault (BF): A short between two or more
cells or lines. This type of
fault can be more difficult
to detect since it does not
remain stuck

Stuck open fault (SOF): An open circuit word line

Table 3. Listing of Commonly Used ASSRAMsa

Acronym Description

SBSRAM Synchronous burst static RAM
SRAM Static RAM
SSRAM Synchronous static RAM (clocked)
FIFO First-in-first-out serially accessed memory

(line buffers)
Dual-Port RAM Two independent devices have simultaneous

read-write access
NVSRAM Nonvolatile SRAMs (EEPROM and SRAM

combined)
CAM Content-addressable memory (associates an

address with data)
Cache TAG RAM Like CAM, stores TAG
BRAM Battery backed-up SRAM

a Reprinted after p. 75 of Ref. 10 by permission of IEEE ( 1997 IEEE); (Ref.
1b, pp. 478–483).
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another to guarantee the same performance over a long pe-Data retention fault (DRF): Due to loss in cell data over
riod of use. There are a number of wear-out mechanismstime caused by parasitics
which can lead to the failure of a part. This section addressessuch as leakage
these failures and others and discusses process and/or designPattern sensitive fault (PSF): The contents of the cell are
improvements implemented to prevent early failure. Gener-influenced by the contents
ally, reliability is compromised by the physical integrity of theof other cells in the array
multilayer chip, the presence of contaminants which erode

Dynamic fault (DF): An electrical fault that is physical features or shift device characteristics or change in
time dependent and is in- the electrical behavior of the circuit elements.
ternal to the chip. This Aluminum (Al) is the predominant metal used in ICs to
type of fault is typically ob- carry current and suffers from electromigration at higher cur-
served in sense amp or rent densities over time. Essentially, ionized atoms in the
write recovery, retention metal collide with the electron current and are scattered in
faults, etc. the direction opposite to the current flow. As a result, voids

form which increase the resistance, completely severing theA March test can be used to detect SAFs, BFs, and CFs.
metal line, or causing shorts to underlying or overlying metalThis test marches from the lowest address bit to the highest.
layers. Alloying Cu in the Al lines and placing a maximumThe simple March test writes and then reads a ‘‘0’’ and ‘‘1’’ in
current limit during the design has greatly minimized thissuccession. The order of the march can be varied to determine
problem. Corrosion can result from in-line process contamina-the type of the fault. There are many different array tests in
tion, air exposure, or from penetration of halide ions duringaddition to the March test, as can be found in Chapters 4
the packaging process. Another metal-related reliability prob-and 5 of Ref. 10. The more thorough the test the longer the
lem is junction ‘‘spiking’’ of the contacts which results from Sitest time.
diffusing from the source or drain junction into the metal lineThe typical SRAM test program can be divided into two
at the contact. The voided Si is replaced by Al from the metal,categories: dc and ac testing (Ref. 10, p. 158). Dc tests include
resulting in extremely high junction leakages. The alloying ofquiescent (static) and operating supply currents, output volt-
the Al with Si and the use of TiN or TiW for a metal barrierage tests (Voh, Vol) to measure the high and low voltages on
has minimized this problem. However, if care is not takenoutputs when driving a load, input current tests (Iih, Iil) to
to develop a robust barrier process, the barrier wears out ormeasure the amount of current drawn under a specified high
develops cracks at high stress points through which junctionand low voltage, and input/output pin leakage (Iilk, Iolk). Ac
spiking occurs. Metal lines are also sheared off by high filmtests include voltage and current data retention, read cycle
stresses of the dielectrics which sandwich the metals or aretime, address access time, chip select/enable times, output
placed over the metals, such as a high compressively stressedhold/enable times, address setup and hold, write pulse width
Si3N4 film on metal to function as a passivation. In addition,and other key timing related tests.
thermal stresses result in metal line cracking or shearingMany SRAM manufacturers implement built-in self-tests
which leads to functional failure over time if the cracking(BIST), which are tests that provide the capability of the chip
does not completely sever the line upon packaging.or circuit to test itself. On-line concurrent BIST is performed

The top passivation layer provides mechanical protectionsimultaneously during normal functional operation, whereas
for the chip and also protects against penetration of moistureon-line nonconcurrent BIST is performed while the chip is
and other contaminants which degrade chip performance overidle. Off-line BIST is a test mode performed when the chip is
time. Si3N4 is the most commonly used dielectric because ofnot in operation. Off-line BIST does not detect errors in real
its very good barrier properties. However, if pinholes aretime as can be done with on-line BIST. There are two general
formed at deposition, the die passes testing after packagingcircuit approaches in implementing BIST: random logic and
but fails over time as moisture or other contaminants diffusemicrocoded ROM. Circuit complexity, speed, and chip area
into the chip. The passivation layer also delaminates from theare some of the items to be considered during design. Error-
underlying layers because of stress or contaminants, andcorrecting codes (ECC) in the chip are used to correct both

hard and soft errors in the array by utilizing parity bits to takes some of the metal with it. Dielectric delamination also
detect bit errors in the array. The penalty for more extensive occurs in the interlayer dielectrics (poly to poly, poly to metal,
ECC techniques is chip area. and/or metal to metal). The resulting voids are stress points

Redundant cells can be implemented in SRAM designs by which may crack or shear neighboring metal lines, particu-
adding extra rows and columns to replace those in the array larly if the die temperature increases, increasing the pressure
which have bad bits found at wafer sort. Redundancy can be in the void.
achieved by current blown fuses, laser blown fuses, or laser As mentioned previously, it is important to keep ion con-
annealed resistor connections (Ref. 1b, p. 127). The use of re- taminants, particularly alkalis, out of the chip. As the tem-
dundancy is to assist in yield improvement in the early stages perature increases, the alkali ions (e.g., Na or K) diffuse to
of manufacturing a new SRAM technology. As the technology the gate oxide and shift the threshold voltage of the transis-
matures, the yields will reach a point where it is more cost- tors or degrade the oxide over time, which leads to func-
effective to reduce the total chip area by eliminating the re- tional failures.
dundant cells. Gate oxide integrity has been given a great deal of atten-

tion because it shifts device characteristics over time or
Reliability causes device failure. Thin gate oxide integrity is also compro-

mised during processing because of the large number of pro-It is one thing to build a memory array with high yield and
performance coming out of the manufacturing line but quite cess steps which utilize ion/electron plasmas. If regions of the
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chip have a large ratio of conductor area (poly or metal) over The focus of current research is on those devices which ex-
hibit at least two stable operating points to mimic the SRAMfield oxide relative to the thin gate oxide area, then charge

buildup during plasma processing (e.g., etches or low temper- cell bistability first shown in Fig. 4. Three-element SRAM cell
operation has been demonstrated with structures utilizingature dielectric deposition) or ion implantation dissipates

through the thin gate regions. As a result, the oxide is not so quantum wells formed by delta-doped (
-doped) layers (e.g.,
thicknesses �100 Å and doping concentrations �1019 cm�3) ordamaged that it does not work coming out of fabrication but

could be damaged enough that additional stresses during nor- from heterostructures (e.g., GaAs/AlGaAs) (52–56) as the
storage node. An access gate and load are required to com-mal chip operation result in oxide failure or shifting of tran-

sistor parametrics, leading to SRAM failure. Charge damage plete the three-element cell. These cells were made, however,
with III–V materials which are not readily compatible withalso results from high current implants, such as source and

drain implants. Processes must be carefully monitored to the more mature processing and lower cost of silicon. In addi-
tion, these devices have very narrow noise margins and largeminimize the extent of charge damage during processing.

Additional reliability hazards in the Si include latch-up, power dissipation from the lack of a well-defined ‘‘off ’’ state.
Room temperature Si-based multistate quantum devices areelectrostatic discharge (ESD), and electrical overstress (EOS).

Latch-up occurs when bias conditions on a CMOS chip are significantly inferior to date compared with GaAs-based ma-
terials. A multistate Si-based device has been developed (57)such that bipolar action occurs between the source and well

of one device with that of another. A positive feedback loop with a very narrow noise margin (�1 V) and a high standby
current.forms and the current increases until the devices lock up. One

way to avoid this is to increase the P� to N� spacing require- Novel Si structures utilizing bipolar technology are also
under development (58,59). WSI used the latch configurationments and/or implement a guard ring around the correspond-

ing well and diffusion which both increase SRAM array size. with NMOS drivers and access gates with bipolar loads (58).
Toshiba developed a cell which uses the reverse base currentAnother is to tailor the well profiles to minimize the gain of

the parasitic bipolar device which can be done with retro- in an n-p-n bipolar device as the storage element (59). One
of the more promising Si-based approaches to date utilizes agrade wells that utilize high-energy ion implementation.

Trench isolation or SOI between the diffusions both minimize bistable SiGe diode with closely spaced p-type and n-type 
-
doped layers in a SiGe layer (60). Distinct bistability was ob-latch-up. Latch-up is a concern for CMOS SRAM technologies

because the P� to N� spacing continues to shrink with the tained as shown in the diode I–V curve in Fig. 23 where the
ratio of the resistance in both stable states is over 3 
 106.technologies to maintain the shrink in array size. ESD and

EOS occur when excessive voltage or charge connects to the Details of the physical operation of the bistable diode are
found elsewhere (60). SRAM operation was demonstrated (61)chip pins. Various input protections on the pads have been

designed to withstand normal voltages that the packaged chip with a Voh of 3.3 V and Vol of 1.0 V under an operating voltage
of 3.5 V. An all-Si bistable device was recently fabricated andencounters during handling and packaging.

Finally, hot carrier injection (HCI) also leads to SRAM fail- exhibited characteristics very similar to those shown in Fig.
ures in the field. HCI occurs as the gate length and gate oxide
thickness are scaled, resulting in an increase in the lateral
electric field from the source to the drain. This, in turn, leads
to the generation of a significant number of electron-hole
pairs caused by the impact of high-energy electrons acceler-
ated through the channel. Some of the current generated is
injected into the gate oxide, degrading the oxide integrity and
shifting transistor characteristics. The problem with this
threshold shift is that it results in mismatching of Vt for the
driver and access transistor if they are under different bias
conditions on their respective drain, gate, and source. Equa-
tion (30) indicates that the operating voltage minimum will
increase, leading to SRAM failure. In addition, HCI degrades
the drive current which also leads to poor cell stability over
time. As the operating voltages continue to decrease for
smaller device sizes, the allowed shift in SRAM cell device
parameters will narrow, making HCI a key concern for each
new technology. The implementation of the lightly doped
drain (LDD) technology and lower Vdd reduce but do not elimi-
nate HCI. Other process enhancements, such as gate nitrida-
tion, are being developed to address this issue.

NOVEL SRAM CELL CONFIGURATIONS FOR FUTURE
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HIGH-SPEED/HIGH-DENSITY APPLICATIONS Figure 23. I–V curve for the bistable diode. The lower inset shows
a proposed three-element SRAM cell utilizing the bistable diode as

This final section presents a few brief examples of novel the storage element whose cross section is shown in the upper inset.
SRAM structures which are being developed to improve cell The resistor load line is denoted by the dashed line. Reprinted after

Ref. 61 by permission of IEEE ( 1995 IEEE).performance, increase memory density, and/or decrease costs.
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