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SYSTEMS ENGINEERING TRENDS yond the scope of this article.) In other words, it is one of the
purposes of systems engineering to guide a system to work

Systems engineering as a discipline has existed for about a properly.
Bellinger (3) provides another classification of systemshalf century; it is considered to have originated in the blend-

ing of the theoretical foundations of systems science, opera- based on the theory of evolutionary hierarchy. These are the
parasitic system, prey–predator system, threat system, ex-tions research, and the World War II production experience.

In its early stages, the concerns of systems engineering were change system, integrative system, and generative system. In
a parasitic system, an element that positively influences an-how to engineer, conceptualize, develop, and evaluate systems

using operational tools and methods. Because of the necessity other is in turn influenced negatively by the second. In a
prey–predator system, the elements are essentially depen-to adapt to advanced and rapidly changing technology, sys-

tems engineering has also started to include a managerial dent on each other from the perspective that the existence of
one element determines the existence of the other element. Ifrole. In this article, we will discuss the past approaches to

systems engineering, the current focus of systems engi- all preys die out, the predators will also die. In a threat sys-
tem, for example, the United States–Soviet Union Arms Race,neering, and the emerging technology that can be applied to

systems engineering, particularly from an information sys- one element’s actions are contingent on the actions of the
other. The threat of action by each element is an essentialtems technology perspective.
deterent to the action of the other element. An exchange sys-
tem is a system in which elements of the system provide

WHAT IS A SYSTEM?
goods and services to other elements in exchange for money
or other goods and services. An integrative system is a system

What is a system? Ackoff (1) briefly defined a system as a set
in which elements work together to accomplish some common

of interrelated elements. According to this definition, a system
desired objective or goal. A generative system is a system

has more than one element and can be treated as one entity
where, for example, people come together to create something

or set. The word interrelated implies that a system means
neither of them had any idea about when they began.

more than a collection of elements. From the perspective of
interrelatedness or mutual interaction, O’Connor (2) points

Complex System
out the differences between a system and a heap. For exam-
ple, simply adding pieces to a system or cutting a system in We often refer to a large system as a complex system because

it has many elements and interactions which increase in anhalf does not make a redoubled system or two smaller sys-
tems, whereas two divided smaller heaps have the same prop- exponential manner as the number of elements increases.

There are some important points that are needed to clearlyerties as the original heap. This is because of the properties
of systems known as emergent properties; from the mutual describe a complex system, so that they can serve as a basis

for any investigation of a complex system. First, a complexinteraction of the elements of a system there arise character-
istics which cannot be found as characteristics of any of the system consists of many independent components. Second,

these components interact locally in the system. Only twoindividual elements. Examples of systems, moving from the
least complex and smallest to most complex and largest, are components interact with each other at a time. However, this

does not exclude the possibility of interaction with a third (oras follows: cell, organ, person, community, state, nation,
world, solar system, galaxy, and universe. more) component within very short time frames. Third, the

overall behavior is independent of the internal structure of
the components. It is possible to have multiple systems thatClasses of Systems
perform equally regardless of its internal structure. That is,

There are many ways to classify systems. We discuss two of
two different systems with the same emergent properties can

the most typical and useful classifications here. The first
exist. Thus, we are able to observe a complex system without

deals with the categories of closed and open systems. The sec-
the knowledge of individual components. (As we shall see

ond deals with the categories of systems based on the theory
later, these characteristics of complex systems map easily

of evolution.
onto the object-oriented problem-solving approach.)

A closed system is a system that does not need to interact
with its environment to continue to exist; that is, it tends to

Systems Approaches
be self-contained. As a result, the interactions of elements
tend to be more stable and predictable. Examples are most The systems approach is one of the forms of methodological

knowledge and is essentially an interdisciplinary approach.mechanical systems. It is important to note here that it is an
accepted principle that no system can continue to operate well Three approaches that had a profound influence on systems

theory are the approach of general systems theory founded bywithout interacting with its environment. However, it is pos-
sible to treat a system as a closed system for study or design Ludwig von Bertalanffy (4), the cybernetics approach founded

by Norbert Wiener (5), and the systems dynamics approachwhen there is a situation where inputs and outputs are
known, defined, and predictable. Open systems, on the other founded by Jay W. Forrester (6). Among these, general sys-

tems theory and cybernetics are the main streams that havehand, are organic and must interact with their environment
in order to maintain their existence. In an open system, both arguably influenced systems research and development the

most.internal and external elements are of concern. Examples of
open systems are business organizations. An open system is First, general systems theory (or systems science) (7) is the

‘‘transdisciplinary study of the abstract organization of phe-adaptive and self-organizing in that it can change its internal
organization in response to changing conditions. (A system nomena, independent of their substance, type, or spatial or

temporal scale of existence.’’ Bertalanffy emphasized open-that fails to do so is a malfunctioning system—these are be-

J. Webster (ed.), Wiley Encyclopedia of Electrical and Electronics Engineering. Copyright # 1999 John Wiley & Sons, Inc.
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ness of system, interaction with the environment, and evolu- In order to deal with knowledge concerning systems engi-
neering, we need to understand the three perspectives of sys-tion resulting from emergent properties. He considered sys-

tems as mathematical entities and used mainly mathematical tems engineering. As is often the case, we may define systems
engineering according to structure, function, or purpose. Inmethods to describe and classify systems. Thus, systems the-

ory is often criticized because of its abstractness, but its direc- Table 1, we adapt several pertinent definitions of systems en-
gineering from Refs. 9 and 10.tion toward interdisciplinary study and unity of science is

considered to be one of the important aims to the scientists in Throughout this article, we will use three hierarchical lev-
els of systems engineering, those that can be derived frommany areas related to engineering.

The second approach, cybernetics, is defined by Wiener (5) functional definitions, structural definitions, and purposeful
definitions, respectively; these in turn give rise to systems en-as ‘‘the study of control and communication in the animal and

the machine.’’ Wiener focused on the importance of mainte- gineering methods and tools, systems methodology, and sys-
tems management.nance of system parameters dealing with control and commu-

nication (information systems). In particular, homeostasis or
adaptation and interaction with system and environment was Three Levels of Systems Engineering
his concern. In fact, cybernetics and systems theory deals

The first level, systems engineering methods and tools, can
with the same problem—that is, the system as a whole in-

be considered to be the lowest level of systems engineering.
stead of as a collection of parts. The major difference is that At this level, product-oriented systems engineering ap-
cybernetics focuses more on the functional side of system proaches are used. Most of the operational methods and tools
characteristics (mostly on self-regulation), whereas systems at this level were developed throughout the early stage of sys-
theory focuses more on the structural side of system charac- tems engineering within operations research and systems sci-
teristics (mostly on relations between parts). While these sys- ence. The combination of these methods and tools contributed
tems approaches produced theoretical constructions mainly in to the development of systems of high quality and effective
terms of mathematical advances, systems engineering arose costs. This level supports the process level of systems engi-
as a result of practical applications of systems approaches. neering, systems methodology, which refers to process level
Eventually, scientific knowledge obtained from these systems and in turn supports systems management, which refers to
approaches contributed to the theoretical basis of systems en- the strategic level. Nowadays, due to the effect of computers
gineering, which can be considered a technology rather than and information technology, systems engineering faces the
a science. new challenge of integration of its operational tools and meth-

ods with automated tools such as computer-aided software en-
gineering (CASE), computer-aided design (CAD), and com-

SYSTEMS ENGINEERING puter-aided engineering (CAE).
The second level, systems methodology, is the process-ori-

What is Systems Engineering? ented level. In this perspective, a system is often achieved
through appropriate systems development life cycles, whichAs systems became larger and more complex, the responsibil-
will be discussed later. So far the dominant methodologiesity for systems design could not be conferred on one person or
for system analysis and design have ranged from traditionala few people in a group. The principle that was applied to
systems analysis and design during the 1960s, to structuredsolve this was division of labor; this principle was applied to
analysis and design in the mid-1970s, to information engi-systems design by decomposing a large system into smaller

subsystems or components, if necessary. After the subsystems
were designed, they were combined together to make a com-
plete system. Such efforts have been successful in many ways.
New systems pursuing various goals have been developed,
with one of the major successes being the impressive systems
development project of trips to the moon.

Dealing with the process related to decomposition and
combination toward efficiency and effectiveness was the sys-
tems engineer’s job. Yet, there was another problem that had
to be considered. Simply connecting together individual sub-
systems does make a system, but this possibly haphazard sys-
tem cannot guarantee the working system and sometimes re-
sults in the system exhibiting counterproductive behavior
with respect to the goal. Chase (8) pointed out this aspect
very clearly: ‘‘Systems engineering deals with the process of
selecting and synthesizing the application of the appropriate
scientific and technological knowledge in order to demon-
strate that they can be effectively employed as a coherent
whole to achieve some stated goal or purpose.’’ Sage (9,10)
also notes that systems engineering is a management technol-
ogy that emphasizes the interaction between science, the or-
ganization, and its environment, with information serving as
a catalyst that facilitates the interactions.

Table 1. Definitions Used in Systems Engineering

Structural: Systems engineering is management technology
that can be used to assist clients through the for-
mulation, analysis, and interpretation of the im-
pacts of proposed policies, controls, or complete
systems, based upon the perceived needs, values,
and institutional transactions of stakeholders.

Functional: Systems engineering is an appropriate combination
of theories and tools, carried out through the use
of a suitable methodology and the set of systems
management procedures, in a useful setting ap-
propriate for the resolution of real-world prob-
lems that are often of large scale and scope.

Purposeful: The purpose of systems engineering is information
and knowledge organization that will assist cli-
ents who desire to develop policies for manage-
ment, direction, control, and regulation activities
relative to forecasting planning, development, pro-
duction, and operation of total systems to main-
tain overall integrity and integration as related
to performance and reliability.

Adapted from Sage (9).
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neering in the 1980s, and to object-oriented analysis and de- tion, systems development, and systems deployment. The sys-
tems definition phase entails requirements, specifications,sign from the mid- to late 1990s. In addition to systems devel-

opment life-cycle methodology, other important aspects of the and a conceptual design so that systems development can be-
gin. At the stage of systems development, a logical and de-systems engineering process at this level are quality assur-

ance, configuration control, and structural economic analysis. tailed design of the system, along with operational implemen-
tation and testing are involved. The next is the systemThe highest level, systems management, is at the organi-

zational or strategic level. By definition, systems manage- deployment phase, at which time the product is fielded and
implemented in an operational setting for evaluation andment provides products or processes with technical and ad-

ministrative direction and control (10). The functions of modification and maintenance. This phase continues until an-
other new system development initiative appears to substi-systems management includes planning, allocating resources,

organizing, directing, and controlling work. Thus, systems tute for the existing system.
management comprises the technical direction and the efforts
needed for management of systems definition, development, Software Development Life-Cycle Models
and deployment. Organizational environment, organizational

Many software development life-cycle models are utilized incultures, strategic quality, strategic cost and effectiveness,
order to acquire and develop trustworthy software. Becauseprocess reengineering, and process maturity are some of the
the systems engineering discipline has had a close relation-concerns of systems management. The pursuit of speed and
ship with computer and information technology, many of thebetterment and the quest for implementing projects inexpen-
software systems engineering life-cycle models are based onsively are some of the issues that lead systems engineering to
systems engineering lifecycle. Conversely, the life-cycle mod-focus on organizational and strategic levels based on the pro-
els in software systems engineering are applicable to the gen-cess-oriented view of system.
eral systems engineering life-cycle model.

The first systems-engineering-based life-cycle model for
Systems Engineering Life Cycles

software development was the one introduced by Royce (12),
known as the waterfall model. Royce described the pattern ofSimilar to plants, animals, and humans, systems have a life

cycle, and they evolve to the next generation by changing over downward flow of information and development effort. Based
on this model, many modified waterfall life-cycle models havetime and adapting to their environment. From a systems en-

gineering point of view, life cycle is defined as ‘‘the scope of appeared. Boehm (13) also defined seven phases for his water-
fall life-cycle model as shown in Fig. 1(a). The Department ofthe system or product evolution beginning with the identifi-

cation of a perceived customer need, addressing development, Defense (14) extended the approaches, as shown in Fig. 1(b),
to split the systems development effort in two ways: hardwaretest, manufacturing, operation, support and training activi-

ties, continuing through various upgrades or evolutions, until effort and software effort. These life-cycle models are typical
examples of traditional waterfall models. The major advan-the product and its related process are disposed of ’’ (11).

The use of life cycles may also be considered as an adoption tage is the capability to manage complexity of system develop-
ment by splitting it into activities or phases. Although theof functional decomposition to systems engineering tasks in

order to identify a systems engineering process easily. A life waterfall model is criticized as being slow, inflexible, and
costly, later models do not seem to throw away the advantagecycle often requires clear understanding of what a systems

engineering product is, as well as how efficiently it can be of manageability, and we see that most of these also follow
similar phases, as shown in Fig. 1.produced. A systems engineering product, often called end

product, is not confined to hardware or software. For example, Sequential development, the method used in the waterfall
model, is often not possible to carry out, especially when oneit can refer to personnel, services, or even processes them-

selves. A pilot may be produced in an airforce academy, a new or more phases needs to be repeated due to the possible omis-
sions in each phases. In order to handle such cases, Boehmtelephone service in a telephone company, or a new filtering

process in an oil company. Depending on stakeholders’ needs, (15) created a somewhat different life-cycle model (called the
spiral life cycle) that emphasizes the need for iterative devel-the end product of a system can vary drastically; however, the

life cycle of systems engineering tends to be similar in any opment. Figure 2 depicts the comprehensive spiral model, and
it shows how formulation, analysis, interpretation 1, and in-system. The following basic steps and phases used in systems

engineering life cycle will explain this clearly. terpretation 2 steps in each quadrant repeat until the final
product, software, is developed (10). This representation ofThere are three fundamental steps (9) needed for problem

resolution: issue formulation, issue analysis, and issue inter- the life-cycle model contains the three steps and three phases
in the systems life cycle discussed above. The advantage ofpretation. Issue formulation is an effort to identify the needs
this is that instead of having one step for interpretation, theto be fulfilled and the requirements to be satisfied, constraints
spiral model dissociates interpretation of the software engi-that affect issue resolution, and generation of potential alter-
neering plan for the next phase from the first interpretationnative courses of action. Issue analysis is performed to deter-
by emphasizing the iterative and evolutionary characteristicmine the impacts of the identified alternatives. At this step,
of the life-cycle model.by comparing alternatives, we are able to select one alterna-

tive for implementation or further study. These three steps
are the ingredients for the phases of systems engineering life
cycle. Many life-cycle models have, in general, at least five SYSTEMS DEVELOPMENT
phases—for example, initiation, design, development, imple-
mentation, and operation management. Sage (9) identified In a broad sense, systems development encompasses all tools

and techniques, as well as efforts to manage them, in orderthree basic phases for simplicity, which are systems defini-
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Figure 1. (a) Waterfall software develop-
ment life-cycle process model of Boehm.
(b) Software development life cycle by US
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Department of Defense. [From Sage (10).]

to achieve an effective and efficient system. Systems develop- ducted a survey about key issues that included philosophy,
project management, and tools and techniques. Forty-two di-ment is related to the diverse areas of human systems, eco-

nomic systems, and business systems. In most modern sys- rectors of systems development were polled. Most responded
that they were strongly moving toward the new trends intems, information is the critical factor that allows the

interactions among the various areas. In this section we focus those issues (presented in Table 2).
These trends in systems development philosophy reflecton information systems in an organization.

As we discuss systems development, we will see many sys- the characteristics of strategic rather than operational, pro-
cess rather than product, and distributed rather than central.tems development methodologies that have evolved. Research

done by Mahmood (16), which compared the traditional sys- In the area of tools and techniques, there is much emphasis
on new methodologies such as objected-oriented methods,tems life-cycle approach to the prototyping approach, showed

that neither of the methods is preferred unanimously by both joint application development (or joint application design),
and rapid application development. Each methodology givesthe system designer and system user. Some methods per-

formed better in some areas than in others, thus implying us general guidelines about which steps to take and how to
model—that is, provide the overall framework that enablesthat methods should be selected depending on project, envi-

ronment, and decision characteristics. the system designer to organize problem-solving work. Thus,
methodology is critical when designing a large and complexIn a comprehensive article, Wetherbe and Vitalari (17) dis-

cussed key issues governing systems development. They con- system.
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Figure 2. Spiral model for software systems engineering. [From Sage (10).]

Table 2. Key Issues in Systems Development

The Old The New

Systems development philosophy Operational efficiency Strategic/customer-driven
Automation Business reengineering
Quality control Total quality
Cost justification Value added
Charge out Allocation
FIFO/bottom-up Information architecture
Mainframes Multiple platforms/networking
User/IS dependency End-user self-sufficiency

Project management Multiyear project Time box
Matrix management Small self-directed teams
Project control General contractor model

Tools and techniques Interviews Cross-functional JADs
Life-cycle methodologies Projection prototyping
CASE I-CASE
Data dictionaries Repositories
Code-level maintenance Model-level maintenance
Code redundancy Reuse
Contracting Outsourcing

FIFO: first in, first out; JADs: joint application designs; CASE: computer-aided software engineering; I-CASE: integrated
systems for computer-aided software engineering; IS: Information Systems.
Adapted from Wetherbe and Vitalari (17).
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Whitten and Bentley (18) provide an in-depth definition of a role of replacing inadequate English texts with graphical
views to identify system functions. In order to cope with largemethodology incorporating various aspects that can occur in

systems development. Methodology is the physical implemen- systems, modern structured analysis and design (22) has
emerged with the models of data flow diagram, data-diction-tation of the logical life cycle that incorporates (1) step-by-

step activities for each phase, (2) individual and group roles ary, entity-relationship diagram, structured English, and
structure chart. Information engineering is often referred toto be played in each activity, (3) deliverables and quality stan-

dards for each activity, and (4) tools and techniques to be used as data modeling methodology because of the emphasis on
data. In addition, information engineering is process-sensitivefor each activity. Thus, it is a set of tools and techniques with

a systematic description of the sequence of activities, and it and has the characteristic that it can be extended to strategic
plans. This characteristic has resulted in the popular use ofalso includes systems management activities such as config-

uration management and quality assurance issues in each this method in many business areas. This methodology con-
sists of the four phases of information strategy planning,phase of system development life cycle.

Most literature focuses on two approaches for systems de- business area analysis, systems design, and construction.
Traditional waterfall systems development methodologyvelopment: traditional systems development and object-ori-

ented systems development. For example, Dewitz (19) points based on life cycle, as shown in Fig. 1, has three major prob-
lems (16). First, systems development delays the delivery ofout that traditional systems development focuses on what a

systems does (i.e., on the verbs that describe the system), systems to users until the last stages of system development.
Second, it requires specified systems outputs at the outset be-while object-oriented systems development focuses on what a

system is made of (i.e., on the nouns that describe the sys- cause an ambiguous system output may result in redevelop-
ment, which is costly and time-consuming. Third, it createstem). Since objected-oriented development is an emerging

trend, it will be covered later and we start with the tradi- communications problems because system users are often in-
volved only in the systems requirement phase and becausetional systems development.

Traditional systems development began with the frame- communication between nonadjacent phases would be diffi-
cult in case those phases were performed by different func-work that focuses on the functional decomposition emphasiz-

ing the process or functions that a system performs. The tional departments or groups. The effort to solve these prob-
lems led to the approaches of joint application design,framework of waterfall systems development methodology is

valid with minor modifications across most of the methodolo- prototyping, and rapid application development.
gies. For example, Whitten and Bentley (18) defined five
phases for systems development: systems planning, systems Joint Application Design
analysis, systems design, systems implementation, and sys-

Joint application design was originally developed at IBM totems support. Two major general methodologies for business
reduce communication problems between designers and usersinformation systems are (a) structured analysis and design by
through the use of structured workshops, called JAD sessions.DeMarco (20) and Yourdon (21) and (b) information engi-
Additional benefits such as early detection of design prob-neering by Martin (22). Structured analysis and design meth-
lems, reduced time and effort, and user satisfaction madeodology emphasizes processes in systems development and is
JAD applicable to many methodologies, and thus many ver-often referred to as the data flow modeling methodology. In
sions of JAD are available to system designers. JAD includesstructured analysis and design methodology, models such as
complete specifications throughout five phases (23) of projectsystem flowchart and hierarchical input–process–output
definition, research, preparation, the JAD session and the fi-chart (HIPO) models, even before the use of CASE tools,

clearly contributed to systems development since they played nal document. Table 3 shows the five phases, the steps in

Table 3. Five Phases for Joint Application Design

Work
Phases Step Days Resulting Output

Project definition Interview management 1–3 Management definition guide
Produce the management definition guide 1–3

1
Research Get familiar with the existing system 1–4 Work flow

Document work flow 1–5 Preliminary specifications
Research data elements, screens, and reports 2–4 JAD session agenda
Prepare the session agenda 1

Preparation Prepare the working document 2 Working document
Prepare the JAD session script 3–5 JAD session script
Prepare overheads, flip charts, and magnetics 1 Overheads, flip charts, magnetics

The JAD session Hold the session 3–5 Completed scribe forms
Final document Produce the final document 3–10 JAD design document

Participants review the document 2 Signed approval form
Hold the review session 1
Update and distribute the final document 2

JAD: joint application design.
Adapted from Wood and Silver (23).
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each phase, the time required, and the resulting outputs. Rapid Application Development
Since JAD can be used only at the initiation, analysis, and

Rapid application development (RAD) is a variation of incre-
design phases in the systems development life cycle, it is often mental and evolutionary development models that use the
combined with other methods to fit all phases of the systems prototype approach. RAD (24) is defined as a systems develop-
development life cycle. ment methodology that employs evolutionary prototyping and

The selection of the right people for the JAD team is the incremental prototyping techniques to deliver limited func-
most important factor for the success of the JAD session. The tionality in a short timeframe. The timeframe, called a time-
JAD team includes an executive sponsor, JAD leader or facili- box, is usually 3 to 6 months, and is nonextendable. Incre-
tator, scribe(s), and full-time participants. The critical role of mental development models are applied within the timebox.
executive sponsor is to define the purpose, scope, and objec- The major difference between JAD and RAD is that RAD cov-
tive of the project. During the session, the executive sponsor ers all the phases in systems development. Through JAD ses-
should at least be accessible by phone to resolve possible sions, RAD balances the use of prototyping approaches with
cross-departmental conflicts that might delay the JAD ses- modeling and continual feedback and determines what will be
sion. The JAD leader should be an impartial business person achieved for each timebox. Similar to prototyping, RAD fo-
or professional who has experiences in group facilitation, JAD cuses on the most important system functions at the begin-
methodology, group dynamics, and the products being devel- ning of an iteration. The philosophy of the ‘‘timebox’’ approach
oped. The JAD leader is responsible for making an agenda by is that it is better to have a working system of limited func-
gathering information on workflow and system requirements tionality quickly than to wait years for a more comprehensive
before the session. During the session, the role of JAD leader system (25).
includes that of impartial referee, discussion leader, and ne- The goals of systems development—fast, better, and
gotiator. Once the session is over, the JAD leader’s concern cheaper development—are realized in RAD. Since the mea-
moves to creation, review, and distribution of final document. sure of quality often depends on the system user, the request
A scribe’s role is critical to a successful JAD because the notes for change by users in RAD activities always shapes a high-
taken by the scribe evolve into the final document and the quality system. In order to achieve cost goals, many software
scribe is usually selected from management information sys- tools are heavily used throughout development stages. Exam-
tems (MIS) personnel. The development of convenient word ples are the use of graphical user interface (GUI), frontware,
processor and CASE tools made it easier for the scribe to fourth-generation languages (4GLs) including relational data-
apply notes directly to the final document. JAD participants base management system (RDBMS), and various CASE tools.
include users and MIS people who are involved in making
decisions about the system design. Users range from end-us-

Methods, Models, and Toolsers to supervisors who can provide valuable input on design
issues and prototypes, specify training needs and acceptance The terms methodology, method, model, tool, and technique
criteria, and ensure that the system captures critical success are considerably interrelated. Methodology in systems devel-
factors. As observers, MIS personnel attend the session hop- opment, as we defined earlier, is the most overarching con-
ing to obtain a clear understanding of user needs and systems cept, but tends to be somewhat conceptual. It often comes
requirements, which will be reflected in actual system devel- with various models, tools, and techniques in order to solve
opment. JAD is appropriate for generative systems, since tra- problems arising in systems development. In general, meth-
ditional waterfall methodology requires specific goals before odology refers to a general principle or theory to be used in
the initiation of systems development. problem solving regarding a specific area of study. Hence, we

may refer to traditional (waterfall) methodology, structured
methodology, information engineering methodology, and soPrototyping
on. In our definition, a method refers to a specific instance of

Prototyping is another conceptual technique that can be ap- a methodology. In that sense, many methods may exist in one
plied to many systems development methodologies. Conceptu- methodology, or a methodology may be composed of many
ally, prototyping approaches utilize two enhancements to methods with a common principle. A model, a representation
traditional systems development. One is incremental develop- of the real world, or a system in the process of development
ment, and the other is evolutionary development. Incremental can be a method bundled together with tools or techniques.
development as shown in Fig. 3(a) is similar to the spiral life Again, this method (or model) can be an exemplar of a certain
cycle which tries to correct the problems of the traditional methodology, and, in turn, from this methodology many re-
waterfall life-cycle model. In this approach the product is de- vised methods can appear later. The distinction between tool
livered at the end of each iteration with add-ons from previ- and technique is not well defined due to their close relation-
ous products. The first product is made of only a kernel (10) ship with each other; however, following the definition of
that has minimal functions of a system, called a prototype; Hackathorn and Karimi (26), we refer to the term technique
and as iteration goes on, the product advances toward full as a procedure for accomplishing a desired outcome and the
functionality. Evolutionary development as shown in Fig. 3(b) term tool as an instrument for performing a procedure. A data
is similar to the incremental model, but the product in each flow diagram is a good example of a technique, and the soft-
cycle is a complete product in terms of functionality. Another ware to draw a data flow diagram can be considered as a tool.
difference is that fundamental changes in the product after CASE tools, for example, were originally considered as tools.
each cycle are possible. This model is often implemented in However, nowadays CASE tools tend to be called method or
many object-oriented systems development scenarios where methodology as they grow to handle integrated system devel-

opment as well.object classes can be easily redesigned.
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Figure 3. (a) Evolutionary life-cycle model and (b)
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iterative life-cycle model. [Adapted from Sage (10).]

Hackathorn and Karimi (26) conducted a comprehensive five phases of systems development, and for the depth dimen-
sion they used the terms tool, technique, and methodology,research survey comparing many information systems devel-

opment methods. (They used the term method referring to depending on how practical or conceptual the method was.
Not surprisingly, their conclusion was that no method wasCASE tools.) Even though their research covers only tradi-

tional systems development methods developed up to 1986, it perfect for the whole range of breadth and depth, hence em-
ployment of a set of methods to cover the whole life-cycleprovides a framework for comparing current systems develop-

ment methods and shows the trends of methods, so that we phase was recommended. Further, they described the three
stages of method evolution. The first consists of tools andcan select appropriate method in real practice. Two dimen-

sions, breadth and depth, were utilized for analysis, and techniques for application development that corresponds to
lower or back-end CASE tools focused on systems implemen-twenty-six systems development methods were located on

two-dimensional space. For the breadth dimension, they used tation such as code generator or application generator. The
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second stage shows two trends—broader systems develop- tification, configuration control, status accounting, and con-
figuration audits and reviews.ment techniques and emergence of methodologies for organi-

zational analysis that correspond to upper or front-end CASE Configuration identification activities identify names and
describe physical and functional characteristics of the config-tools. The third stage shows the emergence of information en-

gineering methodology to link the first two stages. The trends uration items (CIs) to be controlled throughout the life cycle.
A configuration item can be an element of the support envi-tend to merge lower CASE with upper CASE.
ronment as well as intermediate subsystem or the final de-
liverable. For example, operating systems used in systems
development can be a configuration item in software configu-CONFIGURATION MANAGEMENT, METRICS,
ration management. Naming methods of CIs include serial-AND QUALITY ASSURANCE
ization, labeling, version marking, and so forth. Configuration
control activities request, evaluate, approve or disapprove,So far, we have dealt with the information systems develop-
and implement changes to CIs serving as a primary driverment aspect of systems engineering from the viewpoint of the
in configuration management. Configuration control does notlife-cycle approach. This overall framework is of direct use in
require really new disciplines; instead, existing practicesdeveloping systems, but other issues such as quality assur-
should be extended and systemized within the given policiesance, configuration management, and metrics throughout the
and objectives of configuration management. For example, es-life cycle are important in supporting life cycles. Quality as-
tablished committees like the configuration control boardssurance, configuration management, and metrics are closely
(CCB) with the adequate level of authority to approve or dis-related to each other. Quality assurance is defined as a
approve change requests are usually recommended. Multipleplanned and systematic means for assuring management that
levels of CCBs may be specified depending on the system ordefined standards, practices, procedures, and methods of the
project complexity. For the projects that are not complex inprocess will be applied. We can differentiate quality assur-
structure, a central CCB may be installed and assume theance from quality control: Quality assurance occurs during all
responsibilities over several projects. Configuration status ac-the phases of the systems development life cycle with a focus
counting activities record and report the status of CIs to en-on system processes, whereas quality control occurs at the
sure traceability and tractability of the configuration base-end of the systems development life cycle with the focus on
line. Baseline is defined as an approved reference point forthe end-product or system. Hence, quality assurance needs
control of future changes to a product’s performance, con-and is often achieved through configuration management.
struction, and design. Thus, configuration accounting activi-Configuration management is defined (10) as a systems man-
ties should include information on what data elements in CIsagement activity that identifies needed functional character-
are to be tracked and reported, what types of reports are gen-istics and nonfunctional characteristics of systems or products
erated, when those reports are generated, how the informa-early in the life cycle, controls changes to those characteris-
tion is processed and reported, and how access to the statustics in a planned manner, and documents system changes and
data is controlled. Configuration audits and reviews validateimplementation status.
achievement of overall system or product requirements. Thus,
configuration audits and reviews enable the integrity of the

Configuration Management
various baselines by determining to what extent the actual
CI reflects the required physical and functional characteris-While expensive, large, and complex systems are developed

through systems engineering, it is likely that changes in prod- tics. In addition to four basic functions, IEEE software con-
figuration management standard addresses requirements foruct and process take place at the same time. Configuration

management started with the idea of dealing with many prob- interface control and subcontractor–vendor control. They are
intended to support four functions by reducing the risk associ-lems that come from these changes. Back in the 1950s during

the arms race, the Department of Defense (DoD) had many ated with items outside the scope of configuration manage-
ment plans and items developed outside the project environ-supporting and associate contractors, yet had weak control

and minimal documentation of changes. DoD found that only ment by contract.
Configuration management will continue to be a major fac-the original manufacturer could supply systems or compo-

nents because of inaccurate information resulting from tor in the definition, development, and deployment of a sys-
tem as long as changes are inevitable during system life cycle.changes in product design. Starting with ANA (Army, Navy

and Airforce) Bulletin No. 390, which gave industry uniform In particular, use of configuration management is becoming
an essential activity when developing a software systemguidelines for proposing aircraft changes, many government

organizations such as the Air Force, Army, Navy, and NASA where changes are more extensive and change faster than
published their own document for the techniques of configu- any other hardware systems.
ration management. Later, DoD incorporated the guidelines
into the standard MIL-STD-483 (27) defining configuration Metrics
management procedures and policies.

Metrics are the instruments needed for quality assurance andAn alternate standard available for configuration manage-
configuration control since without the measurement of prod-ment is the IEEE software configuration management stan-
uct or process, no one can say an improvement has beendard (28) which describes what activities are to be done, how
achieved. Metrics are so important that a whole system isthey are to be done, who is responsible for specific activities,
subject to failure if metrics are not able to measure systemand what resources are required. Major activities in configu-
quality or cost. It is important to identify where metricsration management, both in the DoD standard and IEEE

standard, are grouped into four functions: configuration iden- should be used, the appropriate time for them to be applied,
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ented measurements—for example, metrics in inspections or
quality control—are often reactive and metrics are used after
the product appears. At the systems methodology level, pro-
cess-oriented measurements—for example, metrics in con-
figuration management or operational quality assurance—
have interactive characteristics and generally measure a
system’s functionality through the whole life cycle. At the
highest level, systems or process-management-oriented mea-
surement—for example, metrics for strategic quality assur-
ance or process improvement—are often proactive so that
process improvement will occur. It is true that the higher the
level, the more difficult it is to get a clear metrics system, yet
ISO9000 and the capability maturity model have done yeo-
man service in this area.

ISO9000 series standards are considered to be most com-
prehensive quality assurance and management standards.
These have been adopted by the European Community and
many companies worldwide. ISO9000 series—ISO9000,
ISO9001, ISO9002, ISO9003, and ISO9004—have their own
purposes. ISO9000 is an overview document of suggestions
and guidelines. ISO9000-3 specifies quality management and

Table 4. Four Types of Measurement

Inactive: This denotes an organization that does not use met-
rics or does not measure at all except perhaps in
an intuitive and qualitative manner.

Reactive: This denotes an organization that will perform an
outcome assessment and after it has detected a
problem or failure will diagnose the cause of the
problem and often will get rid of the symptoms
that produce the problem.

Interactive: This denotes an organization that will measure an
evolving product as it moves through various
phases of the life-cycle process in order to detect
problems as soon as they occur, diagnose their
causes, and correct the difficulty through recycl-
ing, feedback, and retrofit to and through that
portion of the life-cycle process in which the prob-
lem occurred.

Proactive: These measurements are designed to predict the po-
tential for errors and synthesis of an appropriate
life-cycle process that is sufficiently mature such
that the potential for errors is minimized.

Adapted from Sage (9).

quality assurance standards for software and provides 20
guidelines for the development, supply, and maintenance of
software. For quality assurance for the general systems engi-and their purpose. Determining the object and moment to be
neering life cycle, ISO9001 is comprised of design, develop-measured is included in the task of measurement. Misuses of
ment, production, installation, and servicing. ISO9002 explic-measure are often encountered, for example, confusing the
itly focuses on production and installation of products andscale (27), which can be classified into nominal scale (determi-
systems. ISO9003 deals with the standards for final inspec-nation of equality), ordinal scale (determination of greater or
tion and test. Finally, in ISO9004, the detailed list of whatless), interval scale (determination of equality of intervals or
should be done is presented instead of general suggestions ordifferences), and ratio scale (determination of equality of ra-
guidelines. Figure 4 illustrates the twenty requirements andtios). For example, matching the number of defects directly
their relationship to ISO9000 family.with the quality of a production system may not be appro-

priate when the interval or ratio scale is needed.
Cost Metrics

Measurements are often classified into four categories—
inactive, reactive, interactive, and proactive (10)—as listed in A systems engineer’s interest in metrics has two aspects. One

is cost-related, and the other is quality-related. For the esti-Table 4. Measurement is needed at every systems engineering
level: systems tools and methods, systems methodology, and mation of software cost, often dealing with estimations of ef-

fort and schedule, the most common metric is lines of codesystems management. Although all types of measurement are
possible at each level, we can see a correspondence between (LOC). There are many ways of measuring LOC. Some in-

clude comments and data definitions in the measurement, butthe types of measurement at the levels of systems engi-
neering. At the systems methods and tools level, product-ori- others only include executable lines or only newly developed

Figure 4. The 20 requirements and their rela-
tionship to ISO9001, ISO9002, and ISO9003.

ISO9003 ISO9002 ISO9001

Required in

Required in

Required in

Management responsibility
Quality management system
Document and change control
Product identification and traceability
Inspection and testing
Inspection, measuring, and test equipment
Inspection and test status
Control of nonconforming product
Handling, storage, package, and delivery
Quality records
Training
Statistical techniques

Contract review
Purchasing
Purchaser supplied products
Process control
Corrective action
Internal quality audit

Design control
Customer servicing

[Adapted from Sage (10).]
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codes. Starting with the size of software, there are many fac- example, The SEE for the third equation is
tors to be measured. For example, Boehm (28) grouped many
factors measured in various cost estimation models by size,
program, computer, personnel, and project attributes. The ef- SEE =

N∑
i=1

[
1 − (c + aSb

i )

Ei

]2

fort to generalize the process of cost estimation has resulted
in a flood of models, some of which examine only the software

Bailey and Basili attempt to improve on the estimator by cal-product (e.g., Wolverton’s software cost–effort model), while
culating error range based on software complexity factors.others examine the process (e.g., COCOMO by Boehm).
They categorize complexity factors from 18 projects into threeWolverton’s software cost–effort model (29) is based on ex-
categories: total methodology (METH), cumulative complexitypert judgment on software complexity, the model estimates
(CMPLX), and cumulative experience (EXP). At the next step,for types of software, and the development difficulty. The
a least-squares estimation is used to calculate coefficients intypes are categorized as follows: control, I/O, pre/post-pro-
the regression model that regress effort ratio (ratio betweencessor, algorithm, data management, time critical. The diffi-
actual effort expended and the amount predicted by the back-culty—determined by whether the problem is old (O) or new
ground equation) on the three software complexity factors(N) and whether it is easy (E), moderate (M), or hard (H)—are

categorized into OE, OM, OH, NE, NM, and NH. Thus, a 6
ER = α + β1METH + β2CMPLX + β3EXP� 6 matrix for software type and software difficulty can be

developed. To use this matrix, the software system is parti-
Based on ER value, the effort can now be adjusted to eithertioned into modules i, where i � 1, 2, . . ., n. Then, the cost

of the kth module becomes
Eadj = (1 + ERadj)E

Ct (k) = SkCt(k)d(k) or

where Ct(k)d(k) represents the cost per line of code for that par-
ticular type and difficulty of software, and Sk denotes a size Eadj = E

(1 + ERadj)
estimate of the software, which is measured in the number of
lines of uncommented code for kth module. To get the total according to the effect of software complexity. The adjusted
cost of producing the software system, we sum this cost over effort can be interpreted as the effort for the life-cycle devel-
all modules to get opment.

Because the Bailey–Basili model is only based on the FOR-
TRAN software product in NASA Goddard Space Center, the
database is very homogeneous. Boehm (32) developed the con-

Total cost =
n∑

k=1

Ct (k) =
n∑

k=1

SkCt(k)d(k)

structive cost model (COCOMO) based on heterogeneous da-
tabases that include programs such as FORTRAN, COBOL,Wolverton’s model can estimate the dollar-valued total cost
PL/1, Jovial, and assembly language ranging from 2000 to 1based on the size, type, and difficulty of the software system.
million lines of code, exclusive of comments. His model hasHowever, it is criticized because it has little consideration of
three estimates: basic, intermediate, and detailed. Each formprocess-related factors—for example, the effect of the position
of COCOMO model uses an estimate of the formin software development life cycle on cost estimation. Too

much reliance on one expert’s experience could be another
E = aSδM(xxx)weakness of this model.

As opposed to the expert judgment approach, many empiri-
where M(x) represents an adjustment multiplier, which is acal models based on regression have appeared for software
composite function of 15 cost drivers x1 through x15. In thecost estimation. Although it is a simple regression model, Nel-
basic COCOMO, M(x) � 1 for all xi. For intermediate CO-son’s cost estimation model (30) has been often utilized. It
COMO, the adjustment multiplier is calculated as the prod-sets software system cost as a dependent variable and attri-
ucts of individual cost drivers: M(x) � m(x1)m(x2) . . . m(x15).butes or quantities of software cost as independent variables.
In detailed COCOMO, phase-sensitive effort multipliers areAn alternate nonlinear model has been proposed in many cost
introduced to the model. Phase-sensitive effort components

estimation studies. The Bailey–Basili model (31) is one of the
play an important role that reflect process-related costs. The

examples. This model uses three basic estimator equations, parameter values are not obtained from least-squares regres-
which are sion as opposed to many other cost estimation models. They

are obtained from subjective opinion and experience of soft-
E = b + aS, E = aSb, E = c + aSb

ware experts and from the results of other cost estimation
models.

where E denotes effort in man-months of programming and There is a different approach to cost estimation that tries
management time and S denotes number of developed lines to overcome the lack of standardization of LOC count which
of source code with comments. The model parameters were is used as a size measure. The function measure, originated
determined to minimize the standard error estimate (SEE). by Albrecht (33), is more macro level than LOC, capturing
The SEEs are obtained by summing the squares of estimation information like the number of distinct input data items and
error ratio (the difference between estimated effort and ob- the number of output screens or reports. The possibility of

estimating cost early in the life cycle, along with the availabil-served effort, divided by observed effort) over 18 projects. For
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ity to nontechnical project managers, makes this model use- Information systems development methodology alone can-
not satisfy an organization’s goal of quality improvement. Asful. In the initial function point developments by Albrecht

(33), four elements—external inputs, external outputs, num- we have seen, as a result of the importance of user satisfac-
tion in development methodology that is incorporated intober of logical internal files, and number of external inquir-

ies—were representative of the functionality of a software JAD and RAD, there is a big movement toward quality assur-
product. Soon, it is recognized that number of external inter- ance that can be adapted to development methodology levels
face types is to be added (10). To calculate the function count, and ultimately to organizational levels. The Japanese philoso-
the number of function points xij at each complexity level (low, phy about quality is characterized by the total quality control
average, high) is multiplied by appropriate weight wij, and is (TQC) system, which uses seven basic tools (36): checklist,
summed over function point type and complexity level. This Pareto diagram, histogram, scatter diagram, run chart, con-
results in trol chart, and cause-and-effect diagram.

A checklist is a paper form with items to be checked. It is
used to gather and arrange data easily for later use. A Pareto
diagram is a frequency bar chart in which the x axis and theFC =

5∑
i=1

3∑
j=1

wij xij

y axis usually represent the causes and counts, respectively.
A histogram is similar to a Pareto diagram, but in a histo-

where xij represents the number of function points of type j
gram the x axis represents the unit interval of a parameter

and weight level i.
(e.g., time unit) by the order of which the frequency bars areThere are some problems with these models, as pointed out
shown. A scatter diagram shows the relationship between twoby Sage and Palmer (34). These are that it is difficult to build
variables by plotting points with respect to the x axis and thea model independent of either user or developer, to correctly
y axis values. It is useful when the linear relationship existsmeasure cost factors, difficulty to incorporate the change in
between two variables. A run chart tracks down the parame-technology, tools, and methods, and difficulty to assign pro-
ter of interest over time by using the x axis as time. It is verycess-based factors to software cost.
useful to capture the process characteristics of a variable. A
control chart is similar to a run chart, but it is often used to

Quality Metrics control the outliers that are outside the upper control limit
(UCL) or lower control limit (LCL). The cause-and-effect dia-Quality is so intangible that no one is able to measure it,
gram, also known as the fishbone diagram because of itswhereas cost is expressed as a dollar value. However, by us-
shape, is used to show the relationship between a qualitying quality metrics it is possible to say that ‘‘a system has
characteristic and factors affecting that characteristic.high quality since it has not failed for 10 years.’’ Thus, quality

These statistical quality control tools often play a role inmetrics such as defect rate enable us to determine quality.
operational quality assurance, but strategic quality assuranceJust as LOC is the base metric for cost-related software met-
seemed to be missing in the American implementations.rics, quality metrics are also based on LOC. Kan (35) gives us
Hence, the American view of the Japanese quality implemen-three categories: end-product quality metrics, in-process qual-
tation produced the term total quality management (TQM),ity metrics, and maintenance quality metrics. Examples and

metrics are summarized in Table 5. which identifies and adds factors hidden in Japanese culture

Table 5. Software Quality Metrics

Category Example Possible Metric

Product quality metrics Mean time to failure Amount of time before encountering crash
Defect density Number of bugs/KLOC (thousand lines of code)
Customer-reported problems PUM (problem per user month) � Total problems that customers reported

for a time period/Total number of license-months of the software during
the period

Customer satisfaction Percentage of very satisfied customers from a customer survey data via the
five point scale: very satisfied, satisfied, neutral, dissatisfied, very
dissatisfied

In-process quality metrics Phase-based defect removal Bar graph of defects removal with the index of development phases
pattern

Defect removal effectiveness DRE � (Defects removed during a development phase/Defects latent in the
(DRE) product) � 100

Defect density during (Number of bugs/KLOC) during testing
testing

Defect arrival pattern dur- Weekly Plotted cumulative defect rate during test
ing testing

Maintenance quality metrics Fix backlog BMI (backlog management index) � (Number of problems closed during the
month/Number of problem arrivals during the month) � 100

Fix response time Mean time of all problems from open to closed
Percent delinquent fixes (Number of fixes that exceeded the fix response time criteria by severity

level/Total number of fixed delivered in a specified time) � 100
Defective fixes Number of defective fixes
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(e.g., human side of quality). As strategic use of TQM in- vide a generic reengineering methodology, which is summa-
rized in Table 7.creased, TQM became an aspect of the methodology of sys-

tems development. TQM (37) is defined as a structured sys- The success of CIGNA corporation (42)—saving more than
$100 million, $2 to $3 returned benefits resulted from each $1tem for satisfying internal and external customers and

suppliers by integrating the business environment, continu- invested in reengineering, operating expenses reduced by
42%, cycle times improved by 100%, customer satisfaction upous improvement, and breakthroughs with development, im-

provement, and maintenance cycles while changing organiza- by 50%, and quality improvements of 75%—has increased the
popularity of BPR. Most companies to date have thoughttional culture.
about a BPR exercise. However, there are often innumerable
obstacles—such as unrealistic scope and expectation, lack of

SYSTEMS MANAGEMENT
management support, and resistance to change—that have
caused a great number of BPR projects to fail. Such failures

Today’s major concern in systems engineering can be said to
led to the modification of the BPR concept that focuses only

be the concern about systems management issues, especially
on radical redesign to ensure dramatic improvement. The new

for process improvement. TQM is the one of the efforts to pro-
term, business process change (BPC), reflects this future

vide the guidelines for process improvement. Another effort is
trend of BPR by keeping the focus on importance of process

business process reengineering (BPR). Although the theme of
but weakening the necessity for radical change. Although it

these two is the same with regard to process management,
is still a question whether BPR should be incremental or radi-

differences between TQM and BPR (38) do exist and are pre-
cal, BPR and TQM seemed to be converging and assisting

sented in Table 6. In addition to the TQM and BPR efforts for
each other.

process improvement, the capability maturity model (CMM)
by the Software Engineering Institute (SEI) at Carnegie Mel-

Capability Maturity Modellon University is an example of an alternate initiative. In this
section, we will discuss BPR further, focusing on what it is The capability maturity model (CMM) is concerned with the
and how to implement it, and subsequently discuss details of systems development process. As opposed to BPR, which is
the CMM. often fit to mature organizations, the CMM provides guide-

lines about how to manage processes depending on the matu-
Business Process Reengineering rity level of organization. The CMM is not a competitive

model because it encompasses all approaches such as TQM’sBusiness process reengineering (BPR) is defined by Hammer
ISO9000 based on the level of maturity. The CMM’s underly-and Champy (39) as the fundamental rethinking and radical
ing assumption is that certain process models can performredesign of business processes to achieve dramatic improve-
better for certain types under certain environments. Thements in critical contemporary measures of performance.
CMM begins with defining the five capability levels, and atBPR needs radical change. Thus, many BPR advocates argue
each level the CMM suggests (a) common features to assessthat an organization should think about business processes
the current situation of an organization and (b) key processas if it is starting a new business in order to identify pro-
areas to follow in order to evolve to higher levels. The keycesses that would result in dramatic improvement. BPR often
process areas (43) are presented in Table 8. At level 1—thedeals with the entire organization and requires a large
initial level—the software process is ad hoc, even chaotic.amount of time. Davenport and Short’s (40) five steps in pro-
Hence, few processes are defined due to unpredictable cost,cess redesign comprise the first methodological approach: (1)
schedule, and quality performance. Success depends on hav-Develop business vision and process objectives, (2) identify
ing an exceptional manager or effective software team. Atprocesses to be redesigned, (3) understand and measure ex-
level 2—the repeatable level—project management processesisting processes, (4) identify information technology levers,
are established, but are so basic and variable because plan-and (5) design and build a prototype of the process. Many
ning and managing new projects is based on experience withconsulting companies have developed BPR methodologies.
prior projects. At level 3—the defined level—the softwareWhile these are proprietary, Grover and Malhotra (41) pro-
process for both management and engineering activities is
documented, standardized, and integrated. Reliable cost and
schedule is achieved, but quality measure is still qualitative.
At level 4—the managed level—both product and process
quality are measured quantitatively. Statistical quality con-
trol is often used to manage quality. At level 5—the optimiz-
ing level—the entire organization is focused on continuous
process improvement.

Process improvement is essential to reduce cost and en-
hance quality. The CMM’s assumption that lower level of ma-
turity should be experienced to proceed to higher level is
somewhat contradictory because it might imply that organiza-
tion should be in level 4 or 5 for continuous process improve-
ment. However, many successful stories of software compa-
nies (e.g., in Refs. 44 and 45) that applied key CMM practices
support the CMM’s validity. In addition, in the CMM version
for systems engineering (46), SEI provides classified do-

Table 6. Total Quality Management Versus Business
Process Reengineering

Total Quality Business Process
Management Reengineering

Level of change Incremental Radical
Starting point Existing process Clean slate
Frequency of One-time/continuous One-time

change
Time required Short Long
Participation Bottom-up Top-down
Typical scope Narrow, within func- Broad, cross-functional

tions
Risk Moderate High
Primary enabler Statistical control Information technology
Type of change Cultural Cultural/structural
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Table 7. A Generic Reengineering Methodology

Key Activities Types of Tools/Techniques

Preparation Evaluate organization and environment, recognize need, set corporate and reengineer- Planning
ing goals, identify and motivate team, train team on reengineering concepts, develop Team building
a change plan; develop project scope, components, and approximate time frames. Goal seeking

Motivation
Change management
Project management

Process-think Model processes, model customers and suppliers, define and measure performance, de- Customer modeling
fine entities or ‘‘things’’ that require information collection, identify activities, map Performance measurement
organization, map resources, prioritize processes. Cycle time analysis

Cost analysis
Process modeling
Process value analysis
Value chain analysis
Workflow analysis
Organizational mapping
Activity-based cost accounting

Creation Understand process structure, understand process flow, identify value-adding activi- Work flow analysis
ties, identify benchmark performance, brainstorm information technology possibilit- Process value analysis
ies, estimate opportunity, envision the ideal process, integrate visions, define compo- Benchmarking
nents of visions. Cycle time analysis

Brainstorming
Visioning
Documentation

Technical design Examine process linkages, model entity relationships, develop performance metrics, Information engineering
consolidate interfaces, consolidate information, design technical systems, modu- Work flow analysis
larize, plan implementation. Performance measurement

Process modeling
Project management

Social design Empower customer contact personnel, identify job clusters, define jobs/teams, define Employee empowerment
skills/staffing, specify organizational structures, design transitional organization, de- Skill matrices
sign incentives, manage change, plan implementation. Team building

Self-managed work teams
Case managers
Organizational restructuring
Change management
Incentive systems
Project management

Implementation Develop test and rollout plans, construct system, monitor progress, evaluate person- Process modeling
nel, train staff, pilot new process, refine, implement full rollout, ensure continuous Information engineering
improvement. Skill matrices

Performance measurement
Just-in-time training
Project management

Adapted from Grover and Malhotra (41).

mains—project, engineering, and organization—depending ested in the object-oreiented approach only recently. One rea-
son was the popularity of other approaches, such as tradi-on the responsibility of key practice areas. For example, it

assigns allocation of requirements to the engineering domain, tional waterfall methodology, a structured methodology that
has been successful for a good deal of time, so that systemsassigns quality assurance to the project domain, and provides

ongoing knowledge and skills to the organization domain. engineering did not need object-oriented methodology. The
data-oriented thinking might have prevented object thinking,This kind of specification of the role of each domain at each

maturity level allows the systems engineering domain to ad- and it made us consider object-oriented thinking as difficult.
It is only recently that attention has been given to the newvance to the next higher level.
approach since systems have become larger and more complex
with increasing difficulty of problem-solving.

Object-oriented system methodology has some useful char-OBJECT-ORIENTED PARADIGM
acteristics that can be utilized in systems development. Eight
key characteristics (25) that help in systems development areThe object-oriented paradigm is not new if we recall the his-

tory of programming languages. Simula in the 1960s was the (1) common methods of organization, (2) abstraction, (3) en-
capsulation, (4) inheritance, (5) polymorphism, (6) messagefirst language that implemented the object-oriented concept.

However, the systems engineering community became inter- communication, (7) association, and (8) reuse. Common meth-
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Object-oriented methodology is still in a relatively imma-
ture stage. Most of the methodologies focus on systems analy-
sis—up to the logical design phase in the whole life-cycle
phase, adding information engineering methodology at the
systems design and implementation phases. Coad and Your-
don’s object-oriented analysis (OOA) methodology (47) con-
sists of a five-step procedure: (1) Define objects and classes,
(2) define structures, (3) define subject areas, (4) define attri-
butes, and (5) define services. Major tools utilized here are
class and object diagram, object-state diagram, and service
chart. A class and object diagram is a diagram consisting of
five layers: (1) class and object layer, which shows classes and
objects, (2) structures layer, which connects classes and ob-
jects with arcs to show generalization–specialization and
whole-part inheritance relationships, (3) subjects layer, which
groups closely related classes by adding borders, (4) attributes
layer, which adds a list of attributes, and (5) service layer,
which adds a list of services inside the class and object boxes
and provides arcs showing message connections between
boxes. An object-state diagram is a simple diagram that
shows all the possible states of an object and the allowed
transitions between states. A service chart is a diagram that

Table 8. The Key Process Areas in Capability
Maturity Model

Level Key Process Areas

1. Initial No specific areas
2. Repeatable Software configuration management

Software quality assurance
Software subcontract management
Software project tracking and oversight
Software project planning
Requirement management

3. Defined Peer reviews
Intergroup coordination
Software product engineering
Integrated software engineering
Training program
Organization process definition
Organization process focus

4. Managed Software quality management
Quantitative process management

5. Optimizing Process change management
Technology change management
Defect prevention

Adapted from Paulk et al. (43).
depicts the detailed logic within an individual service, includ-
ing object-state changes that trigger or result from the
service.

While the above discussion is pertinent to a centralized ob-ods imply information systems can be developed similar ways.
The concepts such as objects, attributes, class, and message ject environment, different aspects become important in a dis-

tributed and heterogeneous environment (48). It is often theused in object-oriented methodology can be applied in the de-
sign of a system. For example, anything can be an object in case that a company has (a) legacy systems that are costly to

replace and (b) different platforms that are used dependingthe object-oriented paradigm, hence both product-oriented
and process-oriented design can be carried out by simply var- on the task. To provide a standard for distributed objects, the

object management group (OMG) (49) developed the commonying the object focus. Abstraction characteristics, encapsula-
tion, and information hiding help the system developer to con- object request broker architecture (CORBA). Basically,

CORBA follows the client–server architecture, facilitating thecentrate more on current issues by removing unnecessary
details. Inheritance characteristics have two implications: communication between clients and objects. The object re-

quest broker (ORB) is a software product that intercepts mes-generalization or specialization. When classes have some
common attributes, we can generalize them to make a super- sages from an object, translates them for different languages

or different machines in heterogeneous distributed environ-class, whereas specialization is possible when we need sub-
classes. Polymorphism, which means ‘‘many forms,’’ is an ad- ments, and routes them to the correct object. Since current

business situations require at least some distributed pro-vantage that can only be implemented in the object-oriented
approach. Implementing polymorphism is simple in the ob- cesses implementation, an effort like CORBA to integrate het-

erogeneous systems using the object-oriented approach willject-oriented approach due to class hierarchy. An instruction
such as displaying the defect rate of product A and product B support the technical side of business process reengineering.

An object-oriented approach is often considered to be paral-which are not in the same subclass is conducted by searching
the procedure (code) from the lowest level to higher levels (su- lel to the BPR movement. In other words, because BPR needs

a project manager to change to process thinking, the object-perclasses). Message communication deals with communica-
tion between objects. For example, a customer’s request to oriented approach needs the system developer to change to

object thinking. As of now, hundreds of object-oriented meth-display an order number n is a message to the order object,
and the order object fulfills this request by telling itself (call- ods and tools exist. Currently there is a trend (50) to combine

the advantage of BPR and the object-oriented method. How-ing its member function) to display order number n. Associa-
tion is the procedure of setting relationships between objects ever, application of this paradigm to organizations is not an

easy matter. Perhaps BPR’s track record of frequent failuresafter the identification of all objects. Well-designed associa-
tions result in well-designed processes and enhance reusabil- may be the trigger to adopt object-oriented technology in a

large way.ity. Reusability is an object-oriented approach that is more
advanced than the module subroutine used in structured
methodologies, both in terms of reliability and contribution to
rapid development. Under the assumption of correct imple- SYSTEMS ENGINEERING AND THE INTRANET
mentation of other characteristics, object-oriented approaches
ensure high-quality systems with less cost. Applying object The Internet has proliferated with the advent of World Wide

Web (WWW) technology. It is surprising that a system likeconcepts is a challenging job to a system developer, but once
established, systems become faster, better, and cheaper and the Internet can sustain its existence without any organized

or intended controls. However, it is clear that the Internetsystems development becomes a routine task.
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is working as one complex system, leaving all subsystems to learn new skills and access the various human resource mate-
rials online (48).interact with each other. The Internet is a collection of net-

The Intranet is poised to become a candidate to make BPRworks not under any formal control mechanism, but the In-
initiatives successful in terms of process innovation and im-ternet as a whole contains emergent properties that happened
provement. Intranets could help implement BPR philosophyto make the whole stable. Aside from the physical structure
in an autonomous way encouraged by the easiness of commu-of the Internet that can be considered as the medium, people
nication, especially in terms of process improvement. The In-using the Internet are linked by means of information. The
tranet gives employees support to think of the process in apopularity of this medium has been achieved primarily be-
natural way, so that resistance can be diminished. As for thecause of its user-friendly interfaces like WWW and by the
modification of BPR, James (53) pointed out the problems ofsimplicity of open and standard protocols like Transmission
BPR that can be solved by Intranets and further ensure theControl Protocol/Internet Protocol (TCP/IP).
success of BPR. Three reasons why reengineering failed andAn Intranet is an information system within an organiza-
the reasons why Intranets can solve the problem are pre-tion based on Internet technologies such as WWW, HyperText
sented in Table 9.Markup Language (HTML), TCP/IP and HyperText Transfer

Now comes the question about what the role of systemsProtocol (HTTP). A more practical description of intranet is
engineer is when building an Intranet. Clearly, the Intranetgiven by Hinrichs (51): ‘‘the Intranet is a technology that per-
is also a system that we have already had experience in howmits the organization to define itself as a whole entity, a
to build. The difference will be the necessity for more detailedgroup, a family, where everyone knows their roles, and every-
requirement specification and planning. Intranet is a highlyone is working on the improvement and health of the organi-
complex system because of many interactions between userszation.’’ Because ‘‘systems engineering considers both the
and information. One role for the systems engineer would bebusiness and the technical needs of all customers with the
the role of physical designer for the infrastructure of the In-goal of providing a quality product that meets the user needs
tranet. It is true that employees can develop contents in the(52), engineering the Intranet is definitely the subject of sys-
Intranet without difficulty, but determining bandwidth, lev-tems engineering, and we believe that this will be the future
eraging off the existing system is the area for the systemsassignment for the information systems engineer.
engineers. From the strategic point of view, decisions aboutBefore we define the role of systems engineer in planning,
business plan, cost and time of development, and the objectivedeveloping, and deploying an Intranet, it would be better to
of the Intranet should be made before the enrollment. Oneunderstand the advantages and caveats of using Intranet. As
thing that should be considered is that the Intranet will con-is often the case in BPR projects, the bandwagon effect has
sistently change as technology improves. Building the Intra-resulted in failures due to the rush decision without careful
net is not a one-time development, but an ongoing develop-analysis. Because Intranets are still growing, it is difficult to
ment process. Hence, a highly adaptive system, which has theidentify other dangers, but it is clear that this will be the
ability to expand when necessary, should be the frameworkessential tool that future organizations eventually must have
of the Intranet, and this framework could be obtained from

whatever variation is added. Traditionally, Intranets have prototyping approach. The most important and difficult job
been used to reduce the costs of printing materials such as would be the prediction of sociotechnical structure throughout
company newsletters, employee benefits handbooks, and the life cycle of Intranet. However, we may not need to worry
training materials. The other major advantage would be en- because the Internet has been successful in spite of the com-
hanced speed of communication. Web-server-based communi- plex nature of system. In other words, it is natural that user-
cation has the ability to provide up-to-date information, and oriented development be successful. All the contents in Intra-
even a basic e-mail communication can ensure at most a one-
day lag of communication. To address the use of Intranet, we
can think of the Intranet as (1) decision-making tool via off-
the-shelf information, (2) learning organization tool with
faster analysis of business processes, opportunities, and goals,
(3) a complete communication tool that integrates all the in-
formation into one place on the Web, (4) a collaboration tool
with the form of forum, even with the use of video conferenc-
ing, electronic whiteboard, and single shared document, (5)
an expert’s tool by storing sharing tips, tricks, pitfalls, and
analysis about any topic in a threaded database, (6) an single
invention tool with a common Web interface, (7) a process
identification and process improvement tool with understand-
ing the cross-functional information in a single place, (8) a
partnering tool via the exchange of intranet information be-
tween organizations, which is now termed as Extranet, (9) a
customer tool by opening information to the internet, (10) an
International Organization for Standardization (ISO) tool via
a singular repository which enables many of the ISO require-
ments, (11) a target marketing tool with the emphasis from
mass market to market segment by storing two-way informa-
tion flow, and (12) a human resource tool by letting employees

Table 9. Intranets and Reengineering

Reasons for
Reengineering Failure How Intranets Can Help

Top-down efforts gather little Intranets have typically been im-
support from employee and plemented as a result of grass-
middle managers, who tend to roots, bottom-up efforts.
equate reengineering with
layoff.

Massive personnel retraining is Intranets are an excellent vehi-
usually necessary. cle for employees to use to

share information on new pro-
cesses and procedures, be-
cause of easy-to-use browser
technology.

Projects require the participa- Web technology supports many
tion of multiple departments, different and diverse plat-
many of which have diverse forms.
and incompatible computer
systems.

Adapted from James (53).
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